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Abstract

We introduce a new class of Green-Naghdi models for the propagation of internal waves
between two (1+ 1)-dimensional layers of homogeneous, immiscible, ideal, incompressible, irro-
tational fluids, vertically delimited by a flat bottom and a rigid lid. These models are tailored
to improve the frequency dispersion of the original Green-Naghdi model, and in particular to
manage high-frequency Kelvin-Helmholtz instabilities. Our models preserve the Hamiltonian
structure, symmetry groups and conserved quantities of the original model. We provide a rig-
orous justification of a class of our models thanks to consistency, well-posedness and stability
results. These results apply in particular to the original Green-Naghdi model as well as to the
Saint-Venant (hydrostatic shallow water) system with surface tension.

1 Introduction

1.1 Motivation

This work is dedicated to the study of a bi-fluidic system which consists in two layers of homoge-
neous, immiscible, ideal and incompressible fluids under only the external influence of gravity. Such
a configuration is commonly used in oceanography, where variations of temperature and salinity
induce a density stratification; see [22] and references therein.

A striking property of the above setting, in contrast with the water-wave case (namely only
one layer of homogeneous fluid with a free surface) is that the Cauchy problem for the governing
equations is ill-posed outside of the analytic framework when surface tension is neglected [19], 23], [24].
This ill-posedness is caused by the formation of high-frequency (i.e. small wavelength) Kelvin-
Helmbholtz instabilities which are triggered by any non-trivial velocity shear. Recently, Lannes [25]
showed that a small amount of surface tension is sufficient to durably regularize the high-frequency
component of the flow, while the main low-frequency component remains mostly unaffected.

This result explains why, occasionally, surface tension may be harmlessly neglected in asymptotic
models, that is simplified models constructed from smallness assumptions on physical properties of
the flow. This is typically expected to be the case for shallow-water models, since the shallow-water
regime implies that the main component of the flow is located at low frequencies; and in particular
for the two-layer extension of the classical Green-Naghdi model introduced by Miyata [31, [32],
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Mal’tseva [29] and Choi and Camassa [10]E| Somewhat surprisingly, it turns out that the original
Green-Naghdi system, as already noticed in [I0], behaves similarly as the full-Euler system: a
linear stability analysis shows that surface tension is needed in order to avoid the appearance of
high-frequency instabilities. However, a more precise study [27] indicates that the model actually
overestimates Kelvin-Helmholtz instabilities, in the sense that the threshold on the velocity shear
above which instabilities are triggered is always smaller for the original Green-Naghdi system than
for the full Euler system.

Many attempts have been made in order to “regularize” the Green-Naghdi model, that is propos-
ing new models with formally the same precision as the original model, but which are not subject
to high-frequency Kelvin-Helmholtz instabilities, even without surface tension [33, 9l 12 [6] [T6] 27].
The strategies adopted in these works rely on change of unknowns and/or Benjamin-Bona-Mahony
type tricks; see [26] Section 5.2] for a thorough presentation of such methods in the water-wave
setting. In this work, we present a new class of modified Green-Naghdi systems obtained through
a different, somewhat simpler mean. We find numerous advantages in our method:

e The original Green-Naghdi model is only lightly modified, and the physical interpretations of
variables and identities of the original model are preserved.

e The method is quite flexible. It allows in particular to construct models which completely
suppress large-frequency Kelvin-Helmholtz instabilities; or a model which conforms perfectly
with the linear stability analysis of the full Euler system.

e The rich structure of the original Green-Naghdi system (Hamiltonian formulation, groups of
symmetry, conserved quantities) is maintained. This is generally not the case when change of
unknowns or BBM tricks are involved; see discussion in [1I] [I§].

Our models may be viewed as Green-Naghdi systems with improved frequency dispersion. In
particular, one of our models shares with full dispersion models such as in [5] the property that
their dispersion relation is the same as the one of the full Euler system. A noteworthy feature of
our models is that, by construction, they involve non-local operators (Fourier multipliers). Such
operators are common in deep-water models, such as the Benjamin-Ono or Whitham equations for
instance, but appear to be original in the shallow-water setting.

In the present work, we motivate our models through the study of Kelvin-Helmholtz instabilities,
by linearizing the systems around solutions with constant shear. This formal study is supported
by numerical simulations, which demonstrate how the predictions of the modified Green-Naghdi
models may vary dramatically depending on their large-frequency dispersion properties, and the
significant influence of small surface tension. We also provide a rigorous analysis for a class of our
models by proving the well-posedness of the Cauchy problem as well as consistency and stability
results, which together offer the full justification of our asymptotic models, in the sense described
in [26]. This includes the original Green-Naghdi model as well as the Saint-Venant (hydrostatic
shallow-water) system with surface tension; such results are new as far as we know.

For the sake of simplicity, our study is restricted to the setting of a flat bottom, rigid lid and
one-dimensional horizontal variable. The construction of our models, however, is straightforwardly
extended to the two-dimensional case. We also expect that our strategy can be favorably applied
to more general configurations (non-trivial topography, free surface, multi-layer, etc.)

1.2 The full Euler system

For the sake of completeness and in order to fix the notations, we briefly recall the governing
equations of a two-layer flow in our configuration, that we call full Fuler system. We let the
interested reader refer to [5, [I [I5] for more details.

1In the following, we will refer to this system, precisely recalled thereafter, as the original Green-Naghdi system,
in contrast with our modified Green-Naghdi systems.
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The setting consists in two layers (infinite in the horizontal variable, vertically delimited by a
flat rigid lid and a flat bottom) of immiscible, homogeneous, ideal, incompressible and irrotational
fluid under only the external influence of gravity.

We assume that the interface between the two layers is given as the graph of a function, ((t, z),
so that the domain of the two fluids at time ¢ is given as

QM {(2,y), ((to) <z <di}, Q8 {(z,2), ~dp < 2 < ((t )}

Here and thereafter, the subscript i = 1 (resp. ¢ = 2) always refer to the upper (resp. lower) layer.
The fluids being irrotational, we consider the velocity potentials in each layer, that we denote ¢;.
Finally, P; denotes the pressure inside each layer.

Let a be the maximum amplitude of the deformation of the interface. We denote by A\ a
characteristic horizontal length, say the wavelength of the interface. Then the typical velocity of
small propagating internal waves (or wave celerity) is given by

P (p2 — p1)d1ds
0 = M2 PURLe2
p2dy + prdy

where d; (resp. ds) is the depth of the upper (resp. lower) layer and p; (resp. ps) its mass density.
g denotes the acceleration of gravity. Consequently, we introduce the dimensionless variables

S 2 G o T ;e o,
di’ A P
the dimensionless unknowns
s~ def C(t, Tz o def di <~ det d1 .
C(tax) é %7 ¢i(t7$72) é Wcogsi(tvl'vz), .Pi(t,.’E,Z) é apQC%Pi(tv‘raz) (’L = 172)a

as well as the following dimensionless parameters
d2
def 1 def def A7

7 £7 pro def d1 Bo %f g(p2 _Pl))‘Q.
P2 d1 )\2

o= —,
d2 g

The last parameter is the Bond number, and measures the ratio of gravity forces over capillary

forces (o is the surface tension coefficient). After applying the above scaling, but withdrawing the

tildes for the sake of readability, the system may be written as

pd2p; + 92¢; = 0 in Qt (i=1,2),
8z(z)l =20 {(()Il {ngz),z = }{7
0,02 = 0 on {(x,z),z=—-0""},
(1.1) 0i¢ = /T4 1e?|0,C20,01 = /T4 pe?|0,CP0ngo  on {(x,2),2 = (¢, 2)},
O + 5|V i = - £ — %‘jz in Qf (i=1,2),
[P(t.2)] = —F2HeTe on {(z,2),2 = e((t,z)},

where k(0;() 9, (ﬁa&), [P(t, )] f ;lziino (P(t, x,€e((t,x)+ ) — P(t,x,e((t,x) — %)),
v = %, v;z d£f (\/ﬁaz,az)T and (W@n@) smec T 7,LL6(8TC)(6’E¢1) r—eC +(az¢l)

We may conveniently rewrite the above system as two evolution equations, thanks to the use of
Dirichlet-Neumann operators. In order to do so, we define

z=e( *

def

1/)(15730) = ¢1(t7x7 EC(t71'))a
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and
G = GMeCl T+ pledCP (0ndn) | = —pe(020) (Duhr)
HO = HOleClp (8o e = oalt, 2, eC(t, 7)),

where ¢, and ¢y are uniquely defined (up to an additive constant for ¢o) as the solutions of the
Laplace problems implied by (1.1). The full system (|L.1]) then becomes

z=eC + (82¢1)

z=eC )

a¢ — Sary = o,
1

(1.2) 8t(8mH“’51/1—'y&,31/1> + (v +0)0,¢ + %&(\%H“%I?—VWM\Q)
~y + 6 Oz (K(ey/1105C))
Bo €Ik ’

wor (2GR + €(0,0) (0 H-9)) = 7(LGH) + €(0,0) (D))
where A = A[eC, 9] = =5 30+ ple0.CP) '

= ped N9 —

1.3 Owur new class of modified Green-Naghdi models

The original Green-Naghdi system may be obtained from by replacing the Dirichlet-Neumann
operators with their truncated asymptotic expansions with respect to u, the shallowness parameter.
We let the reader refer to [I7] and references therein for full details.

The Green-Naghdi system is usually written in terms of layer-averaged horizontal velocities,
that is defining

_ 1 1 _ 1 ¢
uy(t,z) = m /eC 01 (t, z,2)dz, Ua(t,z) = m /—5*1 Oz ta(t, z, 2)dz.

Here and thereafter, hy = hy(e¢) = 1 — € (vesp. ha = ha(e) = 6~ + €() always denotes the depth
of the upper (resp. lower) layer.

One benefit of such a choice of unknowns is the ezact identities (in contrast with O(u?) approx-
imations) due to mass conservation (see [I7, Proposition 3 and (23)]):

(1.3) O¢ = Oy (h1T1) = =0y (hols).
These identities are then supplemented with the following O(u?) approximations:
+0 1
(1.4) ) (n + uQi[eC]ﬂz) + %amc + gaz(miﬁ) = ped, (Rile, 1)) — —0, P,
_p = _até -1
where P, — P; = — ;- 8$<\/W81C> and
e _1 _ _ _ e 1 — 1 —1— —

Equations (1.3))-(1.4) form a closed system which corresponds to the classical two-layer Green-
Naghdi model introduced in [32] 1()]E| with our choice of scaling in the non-dimensionalization
procedure.

2 These equations may be found with slightly different but equivalent formulations in the literature. Notice in
particular that

po(Q;leClu;) — pede (RileC, wi]) = pQilelou; — %h;laz (hf’ (w;02w; — G(Bzﬂi)2)>

- _?thlaw (h? (@00, + 0,027 — (927)?) ).
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We find it convenient to use the following unknown:

w 4t hihs
hi+vhs

(We — 1) = —h1T1 = holla,

where the last identities are a consequence (in the one-dimensional setting) of (1.3) and the as-
sumption w; — 0 (Jz] — o0). One can then rewrite system ((1.3))-(1.4) with only two evolution
equations:

(%( + &Ew = 07

2 12
hi ’Yi;2|w|2)
(h1h2)

(16) { o (’mwwg[edw) + (v+0)0:C + gax(
= pued, (R[e(,w]) + Agj@g(\/ﬁw@xéh)

hihg

with QleClw “ Qa[eC](hy 'w) — YQu[e¢] (—hy "w) and RleC, w] “ RaleC, hy 'w] = YRuleC, —hy wl.
Our new class of modified Green-Naghdi models are now obtained by slightly modifying the
dispersion components: we replace the operators Q and R in ([1.6) with the following.

def 1, _ _ Y, - _
OF [eClw = —§h2 L0, FE{h30,Fh {hy 'w}} — ghl L0, FY (R0, FY {hi ' w}},

1.7 def 1 — - — —
(L7) RF[e¢, w] = gwhfang{hgamFg{hQ 'wi} — %whl 20, FY {n}0,Fy {hy ' w}}

1 _ 2 _ 2
5 (h20Fy {hy w})” = 2 (o, FY (A7 w}).
where F/' ef Fi(y/uD) (i = 1,2) is a Fourier multiplier:

Flo = Fo(VEE)P(E).

The choice of the Fourier multipliers does not need to be precised yet. Natural properties for
our purpose, however, include F;(0) = 1 and F;(0) = 0 (so that F/ —Id is formally of size O(p)),
Fi(k) =Fi(Jk|) and 0 < F; < 1. A class of Fourier multipliers for which our rigorous results hold is
precised in Definition thereafter, and we present three relevant examples below.

e Fid(\/uD) = 1 yields, of course, to the original model of [32} [10], namely (1.3)-(1.4). The
classical Green-Naghdi model can therefore be treated as a particular case in all our results.
o Fi*®(\/uD) = (1 + pb;|D>)~1/2, with 6; > 0 is an operator of order —1, and /u0,F! is a
bounded operator in L2, uniformly with respect to ;& > 0. As a consequence, this choice yields
a well-posed system for sufficiently small and regular data, even in absence of surface tension.

im _ 3 3 . . _ _
o F, P(\/ED) = 5T /A Dltanh(6-"JFID) ~ 5-ZHIDIE’ with convention 61 = 1,5, = §. The

modified Green-Naghdi system with this choice conforms perfectly with the full Euler system,
as far as the linear stability analysis of Section [3]|is concerned. In particular, its dispersion
relation is the same as the one of the full Euler system. One may thus expect (at least
qualitatively) an improved precision when only weak nonlinearities (¢ < 1) are involved.

1.4 Outline of the paper

Some elementary properties of our models are studied in Section [2} More precisely, we show that
all of our models enjoy a Hamiltonian structure, symmetry groups and conserved quantities, con-
sistently with the already known properties of the original Green-Naghdi model (which themselves
are inherited from the full Euler system).
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In Section [3] we recall the linear analysis of Kelvin-Helmholtz instabilities for the full Euler
system, and extend the study to our models. In particular, we recover that the classical Green-
Naghdi model overestimates Kelvin-Helmholtz instabilities, whereas our modified model with the
choice F; = F;™ recovers perfectly the behavior of the full Euler system.

Section [] is dedicated to numerical illustrations of this phenomenon. We give two examples
(with and without surface tension) where the original, improved and regularized Green-Naghdi
models predict very different behavior. Roughly speaking, the flows are very similar as long as no
instabilities are present, but the threshold above which Kelvin-Helmholtz instabilities are triggered
varies dramatically from one model to the other.

The main and rigorous results concerning our models are restricted to the following class of
Fourier multipliers in .

Definition 1.1. The operator F' = F;(\/uD) (i = 1,2) is admissible if it satisfies:
i. F; : R — RT is even and positive;
ii. F; is of twice differentiable, F;(0) = 1, F;(0) = 0 and sup,cp |F; (k)| < Cr < 00;
iii. k— |k|F;(k) is sub-additive, namely for any k,l € R, |k +I|F;(k +1) < |k|F;(k) + |I|F;(]).
In that case, one can define appropriate pairs Kg, € RT and o € [0,1] such that
(1.8) VkeR, Fi(k)< K|k~

id_preg

Proposition 1.2. The three aforementioned examples, namely F°,F, ,F;mp are admissible, and

satisfy (L.8) with (respectively) o =0,1,1/2.

Section [5] is dedicated to the proof that for any admissible choice F;, the Cauchy problem
for system (1.6)-(1.7) with sufficiently regular initial data is well-posed under some hyperbolicity
conditions. Roughly speaking, we show that provided

T = e*(1+ (vK1 + Kr,)(1Bo)' ~7) is sufficiently small,

then our system is well-posed (in the sense of Hadamard) for sufficiently regular and bounded initial
data, on a time interval uniform with respect to compact sets of parameters; see Theorem for
details.

In section [6] we supplement the above result with consistency (Proposition and stability
(Proposition results, which together offer the full justification of our models (Proposition .

Finally, we present in Section [A] some improved results in the limiting case g = 0, that is on
the so-called Saint-Venant, or shallow-water system (with surface tension). Section [B|is dedicated
to the detailed presentation of our functional setting and some notations; and Section [C] provides
preliminary results concerning our functional spaces.

We conclude this section with the proof of Proposition [T.2]
Lemma 1.3. A sufficient condition for F! to be admissible is, in addition to i. and ii.,
iii’. k> kF;(k) is non-decreasing on R™ and k — F;(k) is non-increasing on R .

Proof. Let k+1 >k > 1 > 0. Since F;(k) is non-increasing on RT, one has 0 < F;(k +1) <
Fi(k) < F;(l), and therefore (k + I)F;(k + 1) < kF;(k) + IF;(k) < kF;(k) + IF;(I). This shows
k € Rt w— kF;(k) = |k|F;(k) is sub-additive.

Since F; is even, k — F;(k) is non-decreasing for k € R™, and one shows in the same way that
k € R~ — |k|F;(k) is sub-additive.

There remains the case £ < 0 < [. In that situation, since F; is even and k € Rt — kF; is non-
decreasing, one has |k +1|F;(k+1) = |k +F;(|k+1|) < (Jk] +|I|))Fi(|k| +]!|) and the sub-additivity
in R yields the desired result. O
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Proposition [I.2] is now obtained as a direct consequence of Lemma [T.3]
; Lo
Only the last example requires clarifications. That F;"?(0) = 1 and F;™" (0) = 0 is given by
standard Taylor expansion at the origin: Fy™P(k) = 1 — £4; k% + O(k*).
k

We first remark that f : k — ) is non-decreasing for k € R*, since f’(k) = W’

and cosh(k) x sinh(k) > 1 x k for k € R*. Tt follows that k € R* — EF'™P (k) = /36;1/ f(6; k) — 1
is non-decreasing. _

Now, we have to prove that k — F;"P(k) is non-increasing for £ € RT. Equivalently, we show
that g: k— m — k% is non-increasing. Notice

—k? — ksinh(k) cosh(k) + 2sinh(k)? = —k* — 1k sinh(2k) 4 cosh(2k) — 1

1y
g(k) = k3 sinh(k)2 - k3 sinh (k)2

One can show that h(k) = —k? — 1k sinh(2k)+cosh(2k) —1 is negative for k > 0 by differentiating
several times with respect to k. One easily checks that h(0) = A’(0) = A”(0) = 0 and one has

R (k) = 2sinh(2k) — 4k cosh(2k) = 2 cosh(2k)(tanh(2k) — 2k) < 0 (k> 0).

It follows, iteratively, that A" (k) > 0, &'(k) > 0, and finally h(k) > 0 for any k > 0. We conclude
that g and therefore k — F;"P(k) are non-increasing for k € R*.
By Lemma k — |k|F;™ (k) is sub-additive, and the proof of Proposition is complete.

2 Hamiltonian structure, group of symmetries and conserved
quantities

It is known from the seminal work of Zakharov [43] that the full Euler system (with one layer)
admits a Hamiltonian structure. This Hamiltonian structure has been extended to the two-layer
case in [3, 28, [13]. The classical Green-Naghdi system also admits a Hamiltonian structure, which
is directly inherited from the one of the full Euler system [I4, 2]. We show in Section that
this structure is preserved in our models. Such a Hamiltonian structure has not been exhibited
for regularized Green-Naghdi system in the literature [33], @] [6, 27], with the noteworthy exception
of [12].

We then enumerate the group of symmetries of the system (Section that originates from
the full Euler system (see [4]), and deduce the related conserved quantities (Section .

2.1 Hamiltonian formulation

Let us recall the well-known Hamiltonian structure of the full Euler system. The discussion below
is loosely based on [I4]. We introduce

1) = 5 [0+ 20 (VTH P0G - 1) - 061062 + G1) v

1e2 Bo
where G; = G;[e(] are such that 0,(G;0,¢) = G;p, and G; are Dirichlet-to-Neumann operators:
o« Giiprr 1(0,0)

where ¢ is the unique solution to

z=eC )
pd2p+0%p=0in ), é(x,e() =¢ and 09.¢(x,1) = 0.

where ¢ is the unique solution to

e Gy i(anqs)

z=eC )

poip + 0% =01in QY é(r,e¢) =¢ and d.p(x,—6 1) =0.
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The operators G; are well-defined if hq(eC), ha(eC) > ho > 0 (see |26, Chapter 3]), and consequently
G;0:p as well, thanks to the identity [26], Prop. 3.35]

Gile(ly = —0.(hu;) (i=1,2).
In that way, recalling the construction of the full Euler in Section [I.2] we define

def

P(t,x) = P1(t,x, el(t, x))
U(tv :L') déf am (¢2(ta z, EC(ta .’E)) - ’Yd)l (tv xz, 6<(t7 SE))) )

and deduce v = Q{lglﬁxw — O = Q;l(% +7G2) 0.
With these definitions, one can check that the full Euler system (1.2)) can be written asE|

oH oH
0 =—0y (51}) ) O = =0, (5C> )

with the usual notation for functional derivatives of Fréchet differentiable functionals, i.e. for any
® € S(R),

<(i5]z’q)> = lim H(Cﬁ*%(p,’l))*H(C,’l}) : <(SI{’(I)> = lim H(C,’Uﬁ*%@)*H(C,’U)
L2 L2

2—0 )4 2—0 )4

Let us now deduce the Hamiltonian structure of the Green-Naghdi systems. We use the following
O(p?) approximations (see e.g. [26, Prop. 3.37] when F!' = 1, the general case adds only a O(u?)
perturbation):

1 1
Gl =—Ai+0(),  AileC):w i omw — poh T 0 {0 F A w

Notice that A[e(] o vA1[eC] + As[e(] is a symmetric, coercive thus positive definite operator, if

hi(€C), ha(eC) > hg > 0 (see Section [5.2] below). The full Euler’s Hamiltonian becomes, plugging
the above (truncated) approximation,

2.1) Hen(Cv) % L /R@ Loy + 200 AT — 1) + vAlec] o

2 1e2 Bo
Consistently with Section and the above approximation g;l = —A;, one may introduce the
notation ot ot

e e

w= Alel] ™ v and @ = (=1)w/h; (i=1,2).

The new Hamiltonian may then be written as

Han(¢v) = %/R(y +6)¢2 + M(\/1 + pe2|0.¢? — 1) + wAleClw

e Bo
1 9 2(y+9) o .
:E/R””K =By (VIH 110 = 1) 4yl + ol

1
+ M%hl(hlamFéLﬂl)2 + ,Uzghg(hgangﬂg)z

3The first identity is easily seen from the above, since
OH
ov

The second is less straightforward, we let the reader refer to 3} [13] [14] for more details.

z=€( °

1
=G1(vG2 4 G1) " 1Gav = G19xth = ;(8n¢>)
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Let us now check the Hamiltonian structure of our modified systems (|1.6] . 1.7) by computing

the fractional derivatives, 513’?N and ‘5HGN . One has immediately

dHaN
ov

= Ale]™!

Calculations are longer but straightforward for the second term. One has
dHgN Y+6 (920) 1 6A 1
S = (0 - 500, (e ) - A ) Al )

+4 Oy h?
=(y+9)¢— ’YBo Oz ((1 +M£2|8i)<|2)1/2> + %WW‘Q - MfRF[GCa w].

One now recognizes the Hamiltonian structures of system (|1.6])-(1.7):

_ 6HGN . - (SHc,N
8t< = _8;3 (51}) ] atv = 856 ( 5C ) .

2.2 Symmetry groups

Based on the work of [4], one may list symmetry groups of our systems. Most of the symmetry
groups of the full Euler system have no equivalent for the Green-Naghdi model, because they involve
variations on the vertical variable, which is not accessible anymore. The most physical symmetries,
however, remain. We list them below.

Assume (Qu“ P;) (with i = 1,2) satisfies (L.3)-(1.4). Then for any » € R, (¢*,u}, P}) also

satisfies (L.3)-(L.4), where
i. Horizontal translation
(¢, u”, P7*)(t,x) Lof (C(t,x — ), u;(t,x — 3), Pi(t,x — %))
ii. Time translation
(¢, P () (Gt = 56,0),T(t = 32,2), Pi(t = 2,) )
iii. Variation of base-level for potential pressure

(¢ @, PF)(t,x) % (C(t,x),m(t,x), Pi(t,z) + %)

iv. Horizontal Galilean boost

(¢, 7%, PF)(t, 2) & (((t, 2 — 32t), T (t,  — st) + 2, Py(t,x — %t))

It is interesting to notice that when working with formulation . i.,ii.,iii. induce symmetry
groups as well (although iii. is trivial), but not iv.. Indeed, because the Galilean boost breaks the
conditions w; — 0 at infinity, the identity w = —hiu; = hols is invalid for any non-trivial s2. Such
a discrepancy is attributable to the rigid-lid assumption, and in particular vanishes in the limit
~v — 0 (one layer of fluid); see also the discussion of the following section.



10 V. Duchéne, S. Israwi and R. Talhouk March 9, 2015

2.3 Conserved quantities

Again, we find it more convenient at first to work with formulation (|1.3)-(1.4)-(1.7)), and deduce
the conserved quantities of (|1.6) afterwards.
The first obviously conserved quantity, given by (1.3)), is the (excess of) mass:

d

def
&Z:O, Z(t) = /Rg‘(t,x)dx.

b

Equations (1.4) yield other conserved quantities: the “horizontal velocity mass’

d def
—V; =0, V; =
dtv V,

/ﬂi + pQf[eClude (i=1,2).

R

Choi and Camassa [10] observed a similar conservation law of the original model, and related this
result to the irrotationality assumption of the full Euler system. Indeed, by the discussion of

Section one has
V; ~ / Op (gf)i(um, e((t,ac)))dav7
R

where ¢ (resp. ¢2) is the velocity potential of the upper (resp. lower) layer, and the approximation
is of size O(u?). Thus one has by construction $V; = O(k?), and it turns out that this approxi-
mately conserved quantity is actually exactly conserved by the Green-Naghdi flow (see also [20]).
Of course, the linear combination

h h
V2*’YV1:/71+7 2w+ pQF[e¢w dx
r hiho

is a conserved quantity of system (|L.6))-(1.7).

After long but straightforward manipulations, one may check that the total horizontal momen-
tum satisfies

d ©° o0 (S) e — —_
&M = —/ h18xP1 + hgang = [hlpl + hQPQ]+ M d:f ’7h1’LL1 + hzugdl'.

—00 )
—0o0 —o0

The horizontal momentum is in general not conserved. This somewhat unintuitive result is a
consequence of the rigid-lid assumption (the momentum is conserved in the one-layer case with free
surface), and has been thoroughly studied in [7 [§].

One has the conservation of total energy:

d e 2(y+9
R R

ue2 Bo
1 —
+ ’7h1|ﬂ1|2 + hg‘ﬂ2|2 + ,U/%hl(hlawljfﬂl)z + ughg(h28$F‘2 U;Q)de.

The conservation of energy may be deduced from the Hamiltonian structure of the system; see

e.g. [39]. Let us denote for simplicity U = (¢,v) T, §Han = (61;%7 Mg%)‘r and J = (_%m 7(‘?“” ), S0

that system (1.6))-(1.7) reads simply (by the discussion of Section
(2.2) 8U = JSHgx.

One deduces

0= {HGN7HGN} déf / 6HGN . J5HGN dx = / 5HGN . 8tU dx = / 8t(HGN(C;v)) diL',
R R R
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where the first identity owes to the skew-symmetry of J, and the last identity follows from the
invariance of the Hamiltonian with respect to time translation. This yields immediately

d

d
dt/R an(Gu) de = € = 0

Similarly, the invariance of the Hamiltonian with respect to space translation yields

def

{HGN,I} = /6HGN -J6I de = / 5HGN . (—&EU) dz = / —&;(HGN(C,U)) dr = O,
R R R

where I({,v) def (v, so that 61 = (g—é, %)T = (v,¢)". By (2.2) and the skew-symmetry of .J, the

horizontal impulse is thus conserved:
d raer d

& I(¢,v) dz = / 6T - U da = / 6T - J6Hay do = —{Hgn, T} = 0.
at” T odt Jy e .

This conserved quantity of the bi-fluidic Green-Naghdi model seems to have been unnoticed until
now. In the one-layer case, that is when v = 0, it is related to the momentum (which is conserved
in this situation) through the horizontal velocity mass:

5*1v+ezz/h2v dx:/hgﬁnguthg[eC]ﬂg dx:/hﬂg dr = M.
R R R

When considering the case of one-layer with free surface, the symmetry with respect to Galilean
boost yields an additional conserved quantity, which is the counterpart of the “horizontal coordinate
of mass centroid times mass” for the full Euler system as defined in [4], namely

C(t) def / C(t, x)dx, with  C(t,z) = (x — thov  or, equivalently, C(t,z) = (z — tw.
R

The conservation of C can be deduced as above, or simply from the conservation of momentum in
the one-layer case. Indeed, one deduces from (|1.3)

d d d
&C:/Rzat(fw—tatw dx:/R—xaxw—wdxfta/Rwdz:ft&M.

3 Kelvin-Helmholtz instabilities

In this section, we formally investigate the conditions for the appearance of Kelvin-Helmholtz
instabilities for the full Euler system as well as for our Green-Naghdi models. In order to do so,
we linearize the system at stake around the solution of constant shear (flat interface, ¢ = 0; and
constant, horizontal velocity in each layer). This yields a linear system which may be then explicitly
solved through Fourier analysis. In particular, one obtains sufficient and necessary conditions for
the existence of unstable modes, that is planewave solutions growing exponentially in time. We will
say that the system suffers from Kelvin-Helmholtz instabilities when such modes exist.

Such a study has been thoroughly worked out by Lannes and Ming [27] for the full Euler system
and the original Green-Naghdi model (as well as some regularized models derived therein), and
the fact that the original Green-Naghdi model overestimates Kelvin-Helmholtz instabilities was
highlighted. Thus we only briefly recall the result concerning the full Euler system in Section [3.1
and extend the results of the original Green-Naghdi system to our class of modified systems in
Section [3:2] The fact that our models can be tailored to improve their behavior with respect to
Kelvin-Helmholtz instabilities is brought to light, and serves as the main motivation for this work.
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3.1 The full Euler system

We linearize ([1.1)) around the constant shear solution: (¢ = O—l—%f, 01 = glx—l-%(il, ¢o = Q2x+%(£2)
where u; and u, are constants, and s < 1. Notice that by (1.3)), one has necessarily u; +0~tu, = 0,
and therefore u; = 7%:’*6 and uy = %, where v def Uy — yu;. When withdrawing O(5?) terms, one
obtains the following linear system (see [27]):

3¢ + ¢(D)0:C +b(D)d,b = 0,
(3.1)

v + a(D)0y¢ +¢(D)0,0 = 0

where § % Oy ((¢Z2 - ’7451) R

det 0 tanh(\/z|k|) — y tanh(y/m6 " k|)  ev

), and

def 1 tanh(,/a|k|) tanh(,/ad~t|k|)

W)= (kD) 7 tanb (k) 7180 )T K] tanh(ylk]) +  tanh(y70-1 &)
and
def |k|? VKl (0+1)
alk) = (v + 0+ B5) = Gkl + 7 tanh (s 1R (e

Since b(k) > 0, the mode with wavenumber k is stable (namely the planewave solutions e*(F*~«=(¥)t)

satisfy wy (k) € R) if and only if a(k) > 0.
For small values of k, this yields the necessary condition

5(6 +1)2

R

v€?[u]?
For large values of k, one approximates tanh(,/u|k|) + v tanh(,/zd~'|k|) ~ 1 + ~, and deduce

min {a(k)} ~ (v + ) — pBo (6+1)"

4 4
—e~|v*.
k| 4(1 4+ )2 (y + 9)° o]

The full Euler system is therefore stable for each wavenumber provided
T|v|? def v(14+/uBo)€e’|u|* s sufficiently small.

Again, we refer to [27] for much a more involved analysis.

3.2 Our class of Green-Naghdi systems

When linearizing (1.6])-(1.7) around the constant shear solution, U def ¢, w)T" def (043¢, w+0) T,
where w is constant, one obtains the following system:

¢ 4+ 9w = 0,

(3.2)
b (D) — T (D)OC + a(D)d,C + (D)o = 0,
with
) o FM 2 FH 2 Fu 2 _ Flt 2
bF(k') d:f,y_"_(s + ’u| 2| ‘g;(ﬂ 1‘ |k,|27 EF(k‘):GQ(52—’}/) + M€M| 2| 37' 1| |k‘|2,
and S|FE[2 + ~|FE 2 5
| def + +
a (k) (7 +8) = CluP(E +7) — p|wP TR TS
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where (with a slight abuse of notations) F} = F;(,/uk).
The stability criterion is more easily seen when rewriting system (3.2)) with unknown E|

B ~ FIL2+ 5Flt2 ~ FEI12 — ~|F#|2 ~
5= (ot oy — (@ ) — pf O g, =0 gy
Indeed, one obtains in that case
8155 + CF(D)axCN'i‘bF(D)ax{) = 0,
(3.3) 3
o + a"(D)9.C +cF (D)oo = 0
with 67— IF5 12 —IFY 1 2 1
CF(]C) = ew Y+4 +'u 3(v+9) ‘k| bF k) = v+8
= “: |2 5“:1 |2 ) - ||:u‘2 5“:”2
1 +“WW+6)|]€|2 L+ p 35(77+5 - |k[?
and 2 (52 4 1 21 EH|2 I
0 o+1 +plk|?|Fh k|*|F
0 = (0+8) + L0 b e L s O R
Y L+ P ]

As for the full Euler system, since b7 (k) > 0, the mode with wavenumber k is stable (namely

the planewave solutions e’(F*=«= (") gatisfy w, (k) € R) if and only if aF (k) > 0.
Let us quickly discuss the three examples introduced in Section

e In the case of the original Green-Naghdi system, Fid(\/ﬁD) = 1, the condition to ensure that

all modes are stable is (see [27] for a more detailed discussion)

TGN\w|2 'y(l + uBo)e|w|*  is sufficiently small.

This is more stringent than the similar condition of the full Euler system in the oceanographic

context, where one expects puBo > 1.

o If Fimp(\/ﬁD) = 5_,1\/’7‘D‘tajh(6fl\/m[)‘) — 5723ID|2 (with convention §; = 1,85 = §), then

the linearized system (3.3) is ezactly (3.1) (recall that by (1.3)), w = ﬁy):

In particular, the stability criterion of this Green-Naghdi model corresponds to the one of
the full Euler system. As previously mentioned, this also shows that the model has the same
dispersion relation as the full Euler system, as this corresponds to setting w = 0. Models
with such a property were already obtained and discussed; see [42 [5l 37, [34] and references

therein, but never to our knowledge in the shallow-water regime.

e In the case F;**(,/uD) = \/ﬁ, one remarks that

2 5 2
(v +0) > |ew] M((S +3i02)(1+3—21)

4This change of unknown is not without signification. It consists in writing the system with the “original” variables

of the full Euler system: (,v = 8z ((¢2 — v$1) J ),

or more precisely O(u?) approximations of these variables,

instead of using the flux w. It is interesting to compare our nonlinear results and in particular Theoremwith the
naive sufficient condition for stability, @ (k) > 0 which comes from (3.2). We see that our hyperbolicity conditions
are natural generalizations of this instability criterion, and explains the discrepancy with respect the sharp condition

a" (k) > 0 (in particular when v — 0); see also Remark
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is a sufficient condition to ensure that all modes are stable, and does not require the presence
of surface tension. A natural choice is §; = 15% with convention §; = 1, J2 = J, motivated by
the fact that the Taylor expansion of the dispérsion relation around p = 0 fits the one of the
improved model, and therefore the one of the full Euler system, at augmented order O(u?),
instead of the O(u?) precision of the original Green-Naghdi system.

In Figure 1} we plot the instability curves corresponding to af (k) for the three above examples.
More precisely, for fixed k& € R, we plot the value of €?|w|? above which aF(k) > 0, and thus
instabilities are triggered. One clearly sees a great discrepancy for large wavenumbers. In particular
the minimum of the curve, which corresponds to the domain where all wavenumbers are stable, not
only varies for each model but also is obtained at different values of k.

2 T

original

1.8 —— improved H
regularized

:a(k) >0}

max{e?|w|?

Figure 1: Instability curves of the modified Green-Naghdi models with F; = 1 (original), F; = F;*®
(regularized) and F; = F™" (improved). The last one coincides with the full Euler system counter-
part. The dimensionless parameters are v = 0.95, § = 0.5, ¢ = 0.5, u = 0.1, Bo = 103.

4 Numerical illustrations

We numerically compute several of our Green-Naghdi systems, with and without surface tension,
in order to observe how the different frequency dispersion may affect the appearance of Kelvin-
Helmholtz instabilities.

As in Figure (I} we focus on the three aforementioned examples: F; = 1 (original), F; = F;*®

with 6; = 15% (regularized) and F; = F;mp (improved). Values for the dimensionless parameters are

¥ =10.956=05,¢=0.5 u=0.1; and Bo~' = 1073 (with surface tension) or Bo™' = 0 (without
surface tension).

The initial data is {(0,z) = —e~4=+1/31” and w(0,z) = 6*4‘””’1/3‘2, so as to produce a smooth
and localized flow, but to avoid any cancellation due to symmetries.

Figures |2| and [3] represent the predicted flow at time ¢ = 1 and t = 1.5, in the situation with
surface tension. Figure [] represents the predicted flow at time ¢ = 1 in the situation without
surface tension. Each time, the left panel plots the flux, w(t,x) (or rather 1 + w for the sake of
readability) as well as the interface deformation, ((¢,x); while the right panel plots the spatial

~

Fourier transform of the interface deformation, (¢, k). The dashed line represents the initial data,
and the three colored lines the predictions of each model.
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-0.5 original /
I improved oA A
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Figure 2: Prediction of the Green-Naghdi models, with surface tension, at time ¢t = 1.

original W, Y
improved -16 t I 8
regularized ! LN . A M
1 . . %9 _18 i o N U g
-4 -2 0 2 4 0 50 10 150 200
& k

Figure 3: Prediction of the Green-Naghdi models, with surface tension, at time ¢t = 1.5.

Log(I(k)1)

-05 original !
/ improved -16 t \ /N\',\A/vf‘v/\wﬁ“’\]\ﬂ
/ i | no . \ \/ ] I
1 . . n reguiarized _18 Y o Nty AJ“‘I\/» Yo !
-4 -2 0 2 4 0 50 10 150 200
& k

Figure 4: Prediction of the Green-Naghdi models, without surface tension, at time ¢ = 1.
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Discussion In the situation with surface tension, we see that at time ¢ = 1 (Figure , the pre-
dictions of the three models are similar. Only the original model shows small but clear discrepancy,
and in particular early signs of instabilities on the deformation of the interface (located, remark-
ably, where the flux w has highest amplitude). This situation is clearer when looking at the Fourier
transform, right panel. We see the existence of a strong large frequency component which has grown
from machine precision noise. As expected, modes with higher wavenumbers grow faster.

The regularized model also exhibits a non-trivial (although very small) high-frequency com-
ponent. This component is however stable in time and of the size of the precision of the time
evolution (Runge-Kutta) scheme. It is not produced by Kelvin-Helmholtz instabilities, but rather
by numerical errors. It does not appear when surface tension is absent (Figure [4]).

At later time ¢ = 1.5 (Figure , the Kelvin-Helmholtz instabilities have completely destroyed
the flow of the original model. The flows predicted by the regularized and improved models remain
smooth and very similar. When running the numerical simulation for much larger time, our com-
putations indicate that the flow of the regularized and improved models remains smooth for any
positive time.

When surface tension is neglected from the models, we see (Figure that at time ¢t = 1,
Kelvin-Helmholtz instabilities have appeared for both the original and the improved model (again,
located mostly where the flux has maximal amplitude). The flow predicted by the improved model,
however, remains smooth and is very similar to the flow with surface tension.

Numerical scheme Let us now briefly present our numerical scheme. It is very natural in
our context to use spectral methods [4I] as for the space discretization, since Fourier multipliers
thus do not require any particular attention. Such methods yield an exponential accuracy with
respect to the spatial mesh size for smooth data. In our simulations, we used 2% = 512 equally
distributed points (with periodic boundary conditions) on = € [—4;4]. As for the time evolution,
we use the Matlab solver ode45, which is based on the fourth and fifth order Runge-Kutta-Merson
method [38], with a relative tolerance of 1071? and absolute tolerance of 10~!2. It is convenient

to solve the system written in terms of ( and v def hatoha,, + uQF[eC]w, although this requires to

hihy
solve at each time step w as a function of ¢ and wv. '

In Table [T] we display the numerical variations, between time ¢ = 1 and initial time ¢ = 0, of
the conserved quantities (discussed in Section as a very rough mean to appreciate the precision
of the numerical scheme. One sees that the agreement is excellent, except when the horizontal
impulse is concerned. In that case, one sees a great sensibility to the presence of large frequency
components. In other words, when Kelvin-Helmholtz instabilities have induced a strong high-
frequency component (i.e. for the classical Green-Naghdi model, or the improved Green-Naghdi
model without surface tension), then the size of this component, which we can see in Figures
and[4] is reflected in the precision of the numerical scheme. It is remarkable that the other conserved
quantities do not suffer from such a loss of precision.

With surface tension Without surface tension
original regularized improved original regularized improved

Mass Z 2.3315 1071%  1.7764 1071 2.2204 10~ 1° 8.8818 10716 2.5535 1071  6.6613 1016
Velocity V | -1.199 10~'%  -1.1102 10~ -8.6597 10~ !> || -1.7319 10— '* -1.1768 10~1%  -9.3259 10~15
Impulse Z | -3.3755 10~%  -4.5686 10~ '*  -1.2024 1013 5.5151 102 -1.068 10~13 1.8664 10~2
Energy £ | -2.5935 10~13  -1.7319 1013  -3.6282 10~ 13 || -4.5741 10~ -3.2574 10~ 13  -3.0531 10~13

Table 1: Difference between conserved quantities at time ¢ = 1 and time ¢ = 0.
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5 Well-posedness analysis

This section is dedicated to the proof of the main result of this work, namely the well-posedness
theory for the class of modified Green-Naghdi systems introduced in Section and that we recall:

atC + 8Iw = O7

61 o (M50 + pQfleho) + (+99:C + 50, (H )

= ped, (R¥[eClw HM@Z(W ).

where
OFfechw = — by O FA {0 FA {hy w ) — Thi0,F {do,Fl ),
R (e, w] = %whz 20, F {W0.F4 g " w}} — Juhi?0.FE {0, FY (i w}}
+ §(h2ax':5{h5 w})’ — §(h15xF’f{hflw})2~

Here and thereafter, we always denote hy = hy(e¢) = 1 — € and hy = ho(e¢) = 6! + €(. Let us
also recall that F!' (i = 1,2) denotes a Fourier multiplier:

FU = Fi(ViD) ie.  FIF(E) = Fi(Vi) (o).
In this section (and subsequently n Sectwn@ we restrict ourselves to admissible Fourier multipliers
F!', as defined in Definition|1.1l This permits the functional analysis detailed in Section l

For reasons explained below our energy space involves both space and time derivatives of the
unknowns. For U = ({,w)", we define

N
)L o Hlulyy, BYO)E S B @) € |y |+ iy
|| =0

(5.2) B

where N always denotes an integer and « a multi-index. The functional setting and in particular
the definitions of functional spaces Xé\'o _, and Y{ are given in Section [B] in annex of this paper.

Finally, in addition to ~, u, €, 6, Bo~! >0, it is convenient to introduce the following dimension-
less parameters:

(5.3) T (1 + (1K, + Kr,) (1Bo)' 7)< oo

where o, Kf,, K, are specified in Definition [I.1} (1.8); and
(5.4) m & max{e,v,0,0 1, u,Bo '} < oo.
Theorem 5.1 (Well-posedness). Let U? = def (¢ w) T e XT . x YA with N > 4, satisfying

h?défl—ﬁcozho>0» hgdéf5_1+€<02ho>0§

(v +6) — € max {((hg) = + (kD) ")’} > ko > 0.

One can deﬁne K = C(m,hyt kgt e|¢| ) such that if Te|uP|,

z Fu

a unique U 2 (C, w)" € C([0,T); X5 _1 x YA solution to (B.1) and U|,_, = U°. Moreover,
there exists Co = C(m,hy ', kg, K, EN(U®)) such that

< K1Y, there exists T > 0 and

T < Cox (et %",y + Yelu'ly, ) and s[up)EN(U) < Co x EN(UY).
* * te[0,T
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Before the proving this result, let us discuss a few of its implications.

Remark 5.2 (Initial data). Since our functional spaces involve time derivatives, it is not a priori
clear how to define ‘CO|Y0 and |wO‘YN. As it is manifest from the proof, the definition of (0°U°)|,_,
Fh Fu

for sufficiently regular (°(x),w°(x) is given by system itself. More precisely, for a = (0, as),
then the definition is clear. We then define (0°U°)|,_, for a = (a1,a2) with ax > 0 by finite
induction on oy, through the identities obtained from differentiated |ay| — 1 times with respect
to time. These identities are exactly the ones given in Lemma and are uniquely solved by

Lemma (below).

Remark 5.3 (Domain of hyperbolicity and time of existence). Hypotheses on the initial data
ensure that the flow lies in the “domain of hyperbolicity” of the system; see Lemma [5.6. They
may be seen as the nonlinear version of the stability criterion presented in Section [3.3, as they
provide sufficient conditions for Kelvin-Helmholtz instabilities not to appear. However, remark that
our “Kelvin-Helmholtz instability parameter”, Yg, is not multiplied by v, in contrast with T and
Tan in Section@ as well as the nonlinear result for the full Euler system obtained by Lannes [25,
(5.1)]. The latter results imply that the large-frequency Kelvin-Helmholtz instabilities disappear in
the limit v — 0, so that surface tension is not necessary for the well-posedness of the system when
v = 0. We do not recover such property with our rigorous analysis, although numerical simulations
indicate that our models are well-posed when v = 0 and Bo = oo, as long as the non-vanishing
depth condition is satisfied.

A second setback is that the time of existence involves Té/2|w0|zll , and not only TF|wO|QZ% .

FH FH

In practice, this means that when Tp < 1, and in particular when Yr < € < 1, then the time of
existence of our result is significantly smaller than the one in [26, Theorem 6].

However, let us note that our conclusions, in particular with the choice F; = Fimp where o = 1/2,
are in complete agreement with aforementioned results in the oceanographic setting of internal waves,
where one expects large values of € and v =~ 1.

We believe that the above limitations originate from the choice of unknowns used when quasilin-
earizing the equation. This was quickly discussed in footnote[]] in Section[3.9 as for the occurrence of
~v. The restriction on the time of existence originates from estimates and in Lemma
and more precisely the lack of an analogue of [25, Lemma 7] thanks to which “good unknowns”
could be constructed. We show in Section [A] how the techniques used in this work, applied to the
Saint-Venant system (that is setting p = 0) written with different unknowns, yields sharp results. It
would be interesting to obtain similar results on Green-Naghdi systems, but would possibly require
to construct new models with different variables.

Remark 5.4 (Regularized systems). In the case o = 1, one sees that Theorem does not depend
on Bo (through Yg). In particular, the results hold true even when surface tension is neglected, that
is Bo~! = 0. Notice that we recover in that case the “quasilinear timescale” T—' < e. However,
without the surface tension component, our strateqy relying on the use of space-time energy is
certainly not needed, and we expect that classical methods can be applied to prove the well-posedness
for initial data in Sobolev spaces: ((°,w®)T € H® x H®, s > 3/2.

Strategy and outline Our strategy is similar to the one used for the full Euler system with
surface tension by Lannes [26] 25], and originates from an idea of Rousset and Tzvetkov [35] [36].
The main difference with respect to the traditional methods for quasilinear systems is that we treat
time derivatives in the same way as space derivatives. In particular, the main tool of the analysis
is the control of a space-time energy. The reason for such a strategy is that

e the two unknowns, ¢ and w, are controlled in different functional spaces, one being contin-
uously embedded in the other but to the price of a non-uniform constant (see Lemma |C.1)),
and the inclusion being strict;
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e the most singular term of the system, namely the one which involves the operator of highest
order, comes from the surface tension component, and couples the two unknowns (it appears
as an off-diagonal component of the quasilinearized system).

This is why one cannot use standard energy methods in Sobolev-based functional spaces, as com-
mutator estimates fail to control all coupling terms.

More precisely, our strategy is as follows. In Lemma below, we “quasilinearize” the system.
We differentiate several times the equations with respect to space and time, and extract the leading
order components. The quasilinear system we consider is the complete system of all the equations
satisfied by the original unknowns and their space-time derivatives up to sufficiently high order.
Thus only L2-type estimates on the aforementioned linear “block” systems will be required. In
Section [5.2] we study the operators involved in the block systems. In particular, we derive sufficient
conditions for hyperbolicity in Lemma [5.6] that is assumptions on the data which allow to exhibit
a coercive symmetrizer of the system. Thanks to such results, one obtains as usual some a priori
energy estimates in Section [5.3] Finally, in Section [5.4] we explain how to deduce from these
energy estimates the well-posedness of the linear block systems (Lemma , and in turn the
well-posedness of the nonlinear system (Theorem [5.1).

5.1 Quasilinearization of the Green-Naghdi systems

The following Lemma introduces the quasilinear systems which are central in our analysis.
Lemma 5.5. Let U = (¢, w)' € Xé\;,l x Y& with N > 4, solution to and satisfying
(5.5) hi(eQ) =1—e€C > ho >0, ho(e€) =61 +eC > ho > 0.

For any o = (a1, a) such that || < N, denote U(®) def (0°¢,0%w) " and ('Y def (9a—eg,9vme ()T

(if aj = 0, then 9~ = 0 by convention). Then one can define r(*) = r(®[e¢, ew] € (Y.)* such
that U satisfies:

e Ifla] = N,
0,¢ @ 4+ 9w ® = 0,
blecrw @ + BpaleC, cwl(® + D,EaleclC® + cleC, ew]dpuw® = (@),
o Ifla] <N -1,
3t<(a) + 8xw(°‘) = 0,
beC]ow'® + OpaleC, ew](™ + cle¢, ew]dpu'® = (),
where

aleC.cule S (4 8) — BLEIS) 0 o e (0 RE (e, ] — 1y RE[eC. ] o

(hihg)3
s 58 Oy @
Bo 7\ (1 + pe?]0,¢[?)3/?

of h h
blecle ' LTI ot u(QF[ec) + 7 QfleC)e.
def hi —yh3 F F
cleC, ew]e = e(th)?w X o — Hé(dQQ [e¢](w) + VdQ1[€C](w))'

— ue(dg’Rg[eC, w] — ydaRY[eC, w)e,
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with QF, dQF, A, RY, doRE defined in (5.12),(5.14),(5.18),(.19) below; and

(009 ¢)(9:)(8:¢\™)
2 Bogne = e s

< (&) d;f v+ é
daleC]C Bo 7%
je{1,2}
Moreover, (@) = r(®)[eC, ew] satisfies

(5:6)  [r] . < Clm by EN(U)) x BN(0)2 x (e + T uw] 5y + Te|u], ),

Yi)*
and
(5.7) | e, ew] — [e@,ewzn(ym* < C(m, hyt, EN(Uh), EN(Uy)) x El*V (U, — U,)'/2
2
X (€ + 11/2’w1|ZF1u + TF]wllzéu)
Proof. The proof simply consists in differentiating « times the Green-Naghdi system (5.1). The
higher order terms contribute to a, b, ¢ and @, while lower order terms contribute to ). In the

following, we explain how the estimates concerning 7(®) are obtained, by treating separately the
first order terms, dispersive terms and the surface tension term.

Contribution from the first order terms, at(hﬁ,j? w) + §0, (%mﬁ ).
Consider the identity

h} — yh3 _ hi—~h3 2h1 +vh2
32 (e 10) = e w0 — € s ol

It follows, by Leibniz’s rule,

o hi —yh3 o b3 4+ yh3 N h2 — yh2 N .
(5.8) 9 ( a(W| |)):aw(— (1 )2| |ac) + ewwmwﬂﬁ ),

with

laf S PG (ec) (Haﬁl > Haﬁlw def laf S BBy (B55)

n=0 B;,5; i=1 n=0 B;,8]

where (8;, 8}) is any n + 2-tuple of multi-index satisfying

n 2
1< < <IBal<lal, O<[B<IB<lal and S B+ 8 =a+(01),
i=1 j=1

CPi-85) s a constant and G(™ the n-th derivative of G(X)= h?((,ffg)lfgf) = (1(;f§);(j§f:}))?2.
We estimate each of these terms as follows :
o if [Bu| = laf, then 0 < [Bi,-., |Ba—1l, [P, [F2] < 1, and
n—1 2
0 <0l (Tl ) (T, )
i=1 j=1
e otherwise 0 < [541],...,|Bnl,181] < |a] — 1, and

| <160 (HW‘C

i=1

) (i, ).
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One has |G(" e()| < C(m, hy') since e satisfies (5.5)); and by Sobolev embedding,

0% < [0%u], <07 < i {[u] g, ]
x Bo—

(recall that by definition, f@ﬁuﬁp o

since N >4 and |a] < N,

|3Bu|L2 + |8 36U|L2 + |5t3 u|L2 We deduce immediately,

(5.9) 1™, < C(m, by, EN(U)) x Bll(U)V2.

Similarly, we write

9%, <h1 +vho w) _ Itk 0,0%W — ew w@ 0% + eréa)

hlhg hlhg h1h2
hy —|—’}/h2 o h ’}/h o o
(5.10) = Wata w+ Ewhlihxa 0%w + eré ),

where we used 9;,( = —9,w, from the first equation of (5.1). One obtains as above the following
estimate:

(5.11) 5], < C(m, byt BN (U)) x Elel(U)Y2,

Contribution from the dispersive terms, o, (QF[eClw) — ped, (RF[e(]w).
Define (with a slight abuse of notation with respect to (1.5)))

(5.12) Of [eClw = —fh Lo FE R3O, F! {hy tw} ),
so that QF[eCjw = QF[e¢Jw + yQF [e(Jw. Differentiating o + e; times and using 8;( = —9,w yields

%9, QF [eClw = QF[e¢]0"Dyw + dQF [e¢)(w) (€0 D;C) + 77
(5.13) = O [€¢)0° 0w — AQF [eC](w) (e0° D) + 75

where we defined
(514) (1) dQf[ec](w)e = 2h* (FH {A20LFL {h ) }) x o

— h; L0 FI{RFOLFI{h w) x o) + éh;lafo{hf’c%Ff‘{h;Qw x o}};
and

ri(’:,);) _ ZC(B] (aﬁl a F#{ aﬁzh?: 9, FM{(aﬁgh aﬁ4 def ZC B;) (5J
Bi

where C'%) is a constant and (B;) is any 4-tuple of multi-index satisfying

4
0 < [B1],1B2], Bsl,|Bs] <lo| and Y B;=a+e,
j=1
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We estimate each of these terms by assuming that U = ({,w)" € S(R) x S(R), so that for any
f € S(R), the following identities are immediately valid:

057 Devgye = (07T OFE{OPB)0FH (0% R O™ W)} L f) |
= — (@) FI{ (07 h (0% w)} , AF{O™hFY) .

The estimates hold as well for U = (¢,w)" € XZ _, x YA (N >4) and f € Y{, by density of S(R)
in YFOH and Xgo_l using standard continuity arguments.

o if [31] = |af, then 0 < [Ba], B3], |B4] < 1 and

(B5)

2 ulrs” s P vee

gl

<Y uloP L,

[0:F {0 R0 FI{(07h ) (0P w)} ] | ] 1o
Notice first, since |81| = |a| > 1 (otherwise this term does not appear), there exists j € {1,2}
such that e; < 8; and

|07 h;

i e = 1077 (h2e0% ()| o < Clm by,

|L2 EC‘W\aw—l,w) x €|<|H\a\'

Now, using several times Lemma |C.3] and since 072h3 = 3h2e0%2( if |B2| = 1 or 92k = h?
if |3| = 0 (and similarly for %2h; "), one has

27 p|0LF{(072 ) 0. FH{(87 1) (074 w) } |

< VP ul(0%2h)0F{(0% ) (0% w)} o

V2 HC(m gt [eC] o) |0:FE{(0%h ) (07 1w)} | 4o
VRO, ho (€] )| (0% h ) (0% w)
VA2~ uC(m vho €C|H4 |w|z2 :

Fr

INIA

IN

Therefore, since max{4, |a|} < N,

(5)
"7 M T?’Z ’ >( Y+

(m, gt

€C] ) X €v 72_i/“w|zgu |<|X1‘;Ll £ -

o if |35] = |, then 0 < [B1],]B3],|Ps] <1 and

’7 Mréﬁf)a ) (v0,)*

< |02 L |0 FE{ (0% k) (0% w)} | |0:FE{ (07 B £} -

12

One has as above |832h§|L2 < e’(’H‘a‘C(m,|eC|W‘al,l). As for the other terms, using
Lemma and 0%1h; 1 = —eh; 20 if |B1| = 1 or 9%rh; ! = by tif |B1] = 0, one has

V|0 (07 B F} 1o < 107 BTy, < Clmihg

The last term is treated identically and one obtains eventually

€C|H3 |6<||ﬂ1||f’Y0 :

‘7 MT§BZ’)7 ) (v0,)*

< C(myhgt [e€] ) % elw‘zgu |<‘X]‘3‘*' ) |f‘YF‘L'
L

o if |84] = |a|, then 0 < |54],]52],185] < 1 and

’W (), Vv ’< 10%213], /72 |0 FE{(0% A1) (0% w)}| L VAP ] B FE{ (9% By

D3 e
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One has |3ﬂ2 h§’|Lw |€<’Loo |€<|‘fo21 - We have already seen that
VA0 R0 ) £ e < Clmohg e o) el £l

and similarly

V’YQ_iN‘ang{(aﬁshi 8B4 }‘Lz < C(m, ho )
Since |B1] + 82| + 83| = 1, it follows

’7 M(T;(gﬂz ), >(YF‘L)*

€C|H3 ‘edlﬁsl |w’Y|“ :

< C(m,hyt,

€€ ) % 6’<|ZF1“ ’w|YF';“ ‘f’YF‘L'

e if |33] = ||, one obtains as above

‘7 “ 7’:(’, i )’ >(Y,§L)* < C(m’hal7 €C|H3’ |€<|W\(x|—l,ac) x e|w|Zéu |C|YF'[,?“ |f|YF‘L'

By Lemma [C.1] and (5.3)), it follows

"Y lu ngzj ) >(

(m, hy ’|€C|HN ><Tl/Q’w|zl

i f g -

e otherwise 0 < |B1], |B2l, |83], |84] < || — 1.
If |51] < |a| — 2, we use

(BJ) < yaﬁZh?’Lm\/m‘&ch{(amh (0w HL2 /~2—i ’a Fid( (8" h;

‘7 /““31 ) >(YF(L)*
If |51] = |a| — 2, then we use

2 (101 | < 0P 0 0P %200, FE (0500 ) H

Proceeding as above, this yields

‘7 uréﬂi), ) (v9,)*

< C(m, hy »|€C‘H\a| ) X 6|w|y‘“'|<|xla |f|Y° :

Plugging these estimates into (5.13)), we proved
(5.15)

100 (Q[eClw) = i(Qa[e¢] + 7Q1[eC]) " Dy — p1(dQa[eC)(w) + 7dQu[ec] (w)) (€0 Dpw) + 7§,
with (recalling max{|a|,4} < N)

(5.16) 757 gy < Clmyhg ', BN (U)) x BNO)Y2 x (e + T [w] 0 )

The other contribution is treated similarly. We define
(5.17) RF[eC, ew] %< ; By 20, {130, FE {h  w) ) + (h O, w))?,
and
(5.18) (—1)id;RF[e¢, w]e & —gwh;%ﬁ{hfaﬂ(h;lw)} X
+ wh; 20, F {h}0.F'{h; w} x e} — %whi_Q@fo{hf@fo{h;zwo}}

+ (R0 hT w)) x (0P IR w}) o = (hiduFY Ry 2w x o})),

D e
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and

(5.19)  dyRF[e¢, w]e & %(h;%ﬁf{hf@xﬂ‘{h;lw}}) X o+ %whi_QawFé‘{h?@fo{h;l x o}}
+ (0 FH{h; w}) x (hi0,FE{h; ' x o}).
It follows
8, 0°RE[e¢, w] = 8y (1 Ry [e¢, w]0C) + B, (doRE [e¢, w]d%w) + %),
with
ri?) =3 00D (9P1w) (072 1 ?) 0, FY { (9% )0, Fi {(9%hi ) (9% w) } }
(B5)
+2_ O (0% h)aFI{(9%h 1) (0% w)}) (0% hi)0uFL (0% ) (0% w)})
5]

where €%, C%3) are constants and (B), (B) are tuples of multi-index satisfying

0< 18118 <lo| and Zgj S 4 —aten,

Jj=1

All these terms may be estimated as previously, and one obtains without any additional difficulty
(5.20)

0%, (RF[eC, w]) = pe?d, ((d1R2 (e, w]—~d1 R [eC, w])aag) 1160, ((d2R2 (¢, w]—~da R [eC, w])aaw) ),

with
(5.21) 767 oy, < Clmahig BN (U)) x BINU)Y2 x (e + Telw|, )
Contribution from the surface tension term, vgoé 02 (W xC)
e
Let us denote s(9,(¢) = Wa‘rg and notice Js = Wa&@. It follows
1 162(02€) (8% 02C) .oy, (@)
5.22) 0°0%s = 0? 0%0, 30,02 0% %0, ,
(522 T <(1+u62|8 ¢[2)3/2 C) Z (1 + pe2|9,C[2)5/2 ¢ )+
ith
b @ _ N~ (ne®)* (85) () det TT
r = CBi)y 7 r i) = 9%19,¢,
S |

where for any k € {1,...,N +1}, (8;) is a 2k + 1-uple such that for all j € {1,...,2k+ 1}, one has

241
0< B < < |Boky1] < |af <N and Zﬂj:a+2e2a
i=1

and C(g,) is a constant.
Assume first that |Bax4+1| = N. Then for any j € {1,...,k}, \ﬂj| < 2. It follows

1 . 1
o7t 112 < m0<laz<|wz,m>!aﬁwdxo

L 1/2 ’C’H‘* ‘C‘XN

-1
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Now, if |Bak+1| = N — 1, then either |Box| = 3 and |G| = 0 for any j < 2k — 1, or |3;] < 2 for
any j < 2k. The latter case is estimated as above, while in the former case, one has

1 . 1 1
%}7‘;& ])|L2 < WC(!&EC!WZ,OO)!@5%@\@071 !@B%“@cdm < WC(’<|X1§071)|C‘X§07 :

1

Otherwise, one has |5;| < N —2 for any j € {1,...,2k + 1}, and in that case,

L 3 1
B—O{r5 ’ ’LQ < B700(|<|X]13V071)‘C}Xg071'
Altogether, this yields for NV > 4

1 « ,LL€2 -
(5.23) ao ] < 5o OB e [Cen DIlin -

Finally, there remains to estimate for 1 < |a| < N —1,

R ELE S (ué(azo(aefamo

amva (@) - 6a_eja:1:
o Bo 2% \ (13 pelo.cp)pr2 4)

j=1

2
oy +s _ 11€2(9:¢) (9% 0:C) a—ej 53 ()
" Bo ;3% ((1+,u62|5'zC|2)5/28 YRl

)

The remainder ré is easily estimated as above, and we use

1 R a—e; 03 1 i 1 a—e; 93
Bl (@)% 0:0)0° 0| 12 < [02C] e 7510 0uC] o 7 |07 02 1o
for the most singular term. Since N > 4, one has for 1 < |a] < N —1,

(5.24) |azda<<d> |L2 < ue?C(Bo™", ue?, MX{;’ 71)|C|X1‘:‘—1'

The definition of the operators a,b,c, El(aa),r(o‘) and estimate (5.6) now follows from (5.8])-
(5.9), (5.10)-(5.11), (5.15)-(5.16)), (5.20)-(5.21), (5.22)-(5.23) as well as (5.24) when 1 < |a] < N —1.

Estimate (5.7 is obtained identically, using in particular the trivial estimates

|H(e1) — H(eCo)| oo < Hinge|Ct — Co| por | H(eC1) — H(C2)|,0 < Hinge|CL — G2 1o

and

|H (1) — H(eG)| 2 < |H(etr) = H(eG)| < C(Hapg, [€C1| iy [€Ca ]y e[ Gt = Go a

where H and H; , are as in Lemma
This concludes our proof of Lemma [5.5) O

5.2 Preliminary results

In this section, we prove that the operator ale(,ew] (resp. b[eC]), introduced in Lemma is
symmetric, continuous and coercive with respect to the space Xgo,l (resp. YY), provided that
some conditions are satisfied by (e, ew). These requirements can be seen as sufficient conditions
for the hyperbolicity of the system, and permit to control the energy solutions to the quasilinear
system for positive times (Section , and eventually prove the well-posedness of our system

(Section [5.4)).
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Lemma 5.6. Let (¢,w)" € H3xZ}, be such that e satisfies (5.5) with hg > 0. Then aleC, ew] € L(XY 13 (X5 -1)%),
ble¢] € L(YR.; (YE.)*) and c[eC, ew] € L(YE.; (YR.)¥). Moreover, there exists Ko, K1 = C(m, ha J€ C‘HS
such that :

Vf,g € XS ., [(aleC, ew]f g><xgo,l B el )l ol
Vf ge Y., |(bleC]f 9) v, |f|yF91 9|YF91

Vf.g€YS, [(cleC ewlf , g)( Y9 |w|zl |f|YF‘L|g|YF‘L’

Vf e YE, (bleclf » Nevgr = 7 If\yo :

Assume additionally that there exists ko > 0 such that

(5.25) (y+6)—¢ max{ Sy |w]?} > ko > 0.
Then there exists K, K} = C(m,hy*, ko_l, 6|C|H3) such that if
(5.26) Telwly, <K

then

Vf€Xpor,  {aleCewlf, fxo e = |f|x0

o—1
Proof. We establish each result for f, g € S(R) so that all the terms are obviously well-defined and
in particular the (X* — X)) duality product (with X = X7 _, or Y{,) coincides with the L? scalar
product; the result for f,g € X3 _, or Y{, is then obtained by density of S(R) in X3 _, and Y{,,
and continuous linear extension.

One has, after integration by parts,

(5:27)  (bleclf , 9 vgye = (bleC)fr9) o

wn)

= [P gy B 0ROty ) + B0 (D0 (B 9)) o
R 172

It follows easily

|<b[6<]f ) g>(YF(L)

We write again for the coercivity inequality,

g|y0 .

FH FH

hi +~h : _ : _
I+ Py = [ T + BaFalh 1P + SR Fu ()P
R

It follows immediately, since e satisfies (5.5]),

1+
(blec]f f>( Y9,) x 2 1101

Now, by Lemma [C.2] one has

h3 hd
170+ 552 0P {hy Y + F5 0P {1

|0:F L f| o = [0:F {1+ €Oy Y] o < (|05F {0 F}] o + |0uFafeChi 1] 1)
< (L €[¢] g )| 0sFa{hr 1 s

and similarly for |0,Fa{hs " f }|2L2 We conclude

|f|;=0u < C(m7hal7€|<|zgu) X <b[€<]fa f>(YF0u)*'
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By similar argumentation, one easily shows that the operator c[e(, ew] is well-defined and con-
tinuous from Y. to (Y3.)*, and satisfies the third estimate of the statement.

We show now the coercivity of ale(, ew] under additional assumption (5.25). We write

<a[6<76w]f7 f>(Xgo_1)* = (ﬂ[ﬁ(,ﬁw]f, f)Lz

hi + yhi y+4 0. f|?
_ 5 — 277 2 2 2 x d 2 _
A ((’Y + ) € (h1h2)3 |U)| )|f‘ + Bo (1 + Me‘ax<|2)3/2 T + pe (RQ PYRl)a

with

R = ((hi(al.Ff{h[lw})Q = %wh[?’@wFf{hf&ﬁf{h;%}}) x f, f)

L2
1 i gy — - if - Ly —
+ 5 (WouFU 2w b 0 F P fY) | = 2(0F{ (7 2w) x £} (h0.FIAT w)) X f)
Using Cauchy-Schwarz inequality and Lemmata and one has the following estimate
2 _ 2
pe?| Ry — yRy| < €2|w|ZéuC(m’ hg L e|C|Hg)|f|YF%

< TF|“’|22;H C(m’h51’€|C|Hg)|f|§<g _’

where the last identity follows from Lemma
From ([5.25)), one has immediately

+90 2
aleC,ew|f , 0 . — we*(Ry —yR1) > minX< ko, i X .
(aleC,ew]f, fHxo ) pe“(Ry —yRy) > 0 (1+M6|aac§|im)3/2 |f|X](;f1

The existence of K}, K such that (5.26) implies
2
‘f|XO SK6<C1[€§,EU)]‘]C ) f>(XO _1)*
Bo—1 Bo

is now straightforward. Again, the previous inequality is still true for f € Xl%o_l by continuity and
density arguments.

One shows similarly that ale¢,ew] : X3 -, — (X3 _.)* is well-defined and continuous, and

satisfies the first estimate of the statement. This concludes the proof of Lemma [5.6] O

The following Lemma is a direct consequence of Lemma

Lemma 5.7. Let ((,w)" € H3 x Z}, be such that ¢ satisfies (5.5). Then bleC] : YO, — (YR.)* is
a topological isomorphism with:

VPEVS, |0 g < Kolfliyge
with Ko as in Lemma[5.6,
If, additionally, (eC, ew) satisfies (5.25)-(5.26), then ale¢,ew] : X3 1 — (X5 -1)* is a topolog-

ical isomorphism with:
VfEX]gO,h ‘(O[EC,€W])_1f|X0 S K(/)‘f|(X0 y*o
Bo—1 Bo—1

with K{ as in Lemma 5.6,
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Proof. By Lemma ble¢] : Y. — (Y{.)* is well-defined, continuous and coercive. We then
deduce by the operator version of Lax-Milgram theorem that b[e(] is an isomorphism from Y9, onto
(Y2.)*. The continuity of the inverse follows from the continuity and coercivity of b[e(]:

[BleC) ™ £y, < Kobleclblec] ™ Blec]™ )y < Kol £y, .

~1
b[ec] f‘YF(L .
The whole discussion is identical for a[e¢, ew], replacing Y{), with X3 _,, and Ko with Kj. O

We conclude this section with the following result.

Lemma 5.8. Let (¢, w)" € H2 x Z},. be such that €C satisfies (5.5). Then the operator aleC, ew] :

XD o0 = (Xp,-1)* is symmetric:
Vf.g€ Xp, 1, (ale¢, ew]f , g>(X§o—1)* = (a[e¢, ewlg , f>(X§,O_1)*'

The same result holds true for ble¢] and c[eC, ew], replacing X3 _, with Y{,.

Proof. The symmetry property for b[e(] is straightforwardly seen from ([5.27)). The other operators
require a slight rewriting. In particular, notice

(—1)'d1R;[e¢, w]e = (hi (0 F {hy w))? — %wh;?’ﬁmFﬁ‘{h?@IFf{h;lw}}) X e
+ (hy 2w) x O, FE{ (R20,F! {hy 'w}) x o} — (h29,Fi{h; 'w}) x 9,F{(h; *w) x e}

— S0 )0 FE {0, F( Pw)e})

and

((fl)iin[eC](w) + dg’Ri[e(,w])o = (%hz—QarFf{hf’ame{hl—lw}D X ®
— hi YO FE{ (RZ0,F! {h tw}) x o} + (h20,Fi{h; 'w}) x O,F{h;" x e}

1 1
+ gh;l x Oy FE{h30,Fi{(h; *w) x o} } + g(h;Qw) x O, F{h30,F!{h;" x e}}
are obviously symmetric, since 9,F! is skew-symmetric. The result is now clear. O

5.3 A priori estimates

We now consider the quasi-linearized system arising from Lemma [5.5

8t<- + a:l?’u} = T,
(5.28) .
6Oy + 0pal + 0,8, + gt = 79,

where we denote for conciseness a = ale(, ew] (and similarly for d,, b, c), as defined in Lemma
and r1,re are remainder terms to be precised.

More precisely, we introduce a regularized version of (5.28). Denote J, = (1 — v9?)~/? and
consider

até + Jl%ailw = T,
(5.29) _
6Oy + J20,a0 + J20,0.C + Jyc),0pt = 7.

The following Lemma provides an a priori control of the energy of any solution (C , W) over
a uniformly bounded from below time interval. This in turn allows to obtain the existence and
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uniqueness of a solution to the initial value problem of the linearized system , as stated in
Lemma[5.12] Lemma below, offers a similar estimate on the difference between two solutions,
and will be used in the proof of the well-posedness and stability of the nonlinear system ;
Theorem [5.1] and Proposition [6.2]

Lemma 5.9. Let U < ((,w)T, U (¢,w)T € Lo([0,T); X5 1 x Y), { € L=((0,T); (X}, 1)%)
and r = (r1,72) " € L([0,T); X3 -1 x (YS.)*) satisfying (5.29) with v € [0,1]. Assume moreover
that U (t) satisfies(5.5)),(5-25) and (5.26) with hy', ko *, K= uniformly for t € [0,T]. Then one has

t
)2 < Co(E°W o) + )€ oy, )™ + Co [ F0)Xar

with
2 -
A = Cox (e Yellwltuomza)s  FO=rlco g +€lC o

B0_1)2

and Co = C(m, hy' kg1 K,

|UHLoo([o,T];XéF1 xYF‘L))‘

Remark 5.10. The energy estimate is uniform with respect to v € [0,1]. It holds in particular for
solutions to the non-reqularized system (5.28)).

Proof. Since U,U € L""([O,T];Xéo,1 x Y&,), all the components of equation (5.29)) are obviously

well-defined in L?. We compute the L? inner product of the first equation with aé + @,C, and
add the L? inner product of the second equation with . Recalling that a,b, ¢ are symmetric (by
Lemma , and since J,, is symmetric and 9, is skew-symmetric, we obtain after straightforward
manipulations

(5.30) % (;(aé,é)m + (¢, 8aC) 0 + ;(va)m) =
%([6t7a]é’om +((,01(8aC)) o + %([at, b)), + %([aw,c]Jyw,J,,w)Lz
+ (7'17 aé + daé)[g + (T27w)L2'

We estimate below each of the components of the right-hand-side. These estimates follow from the
product estimates of Section [C] as in the proof of Lemma For the sake of conciseness, we do
not detail all calculations but rather provide the precise estimates for each component.

(I et ([0, a]é, é)LZ' One has, by definition,
[0, a]g: = —€2(o, (G(eC)|w|2) — uez([&t,leg[eC,wHC’ — 'y[at,lef[EC,w]]é)
y+6 1 :
- &g(at((l+u62|3$<‘2)3/2)3mC),
h$ +yh3

(i) and RF[e¢, w] is defined in (5.17).

The first component of ([8,5, a]é, () 1o 1s easily estimated:

where G(e¢) =

< Coc®fwlgyn |2

(= o (GeQwP).0) 1o

Wlth CO = C(m, ho_la 6<|I/Vl,oo)'
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The third term follows from one integration by parts:

‘(_g)‘sax(at(<1+ue2|ax<|2>B/Q)axé),é) = 10 (0, + nelanc ) 0,8, 0,6) |

Bo L2

L2
1 12
< neCog |07,

with Co = C(m, ¢ 2.00)-
Finally, the second term of ([6,5, a] ¢, C) is more involved, as [8t7 di R [e¢, w]] is the sum of many
terms. However, they may all be treated as in the proof of Lemma Using integration by parts

if necessary, one may ensure that the operator 9,F!" applies only once to each ¢ and since much
regularity is assumed on ( € Xéo—l’ Lemmata and yield

M62"}/27i ( I:at, lef'L: [6<7 w]] C" C) L2
§|X s ). Using Lemma one deduces

pey? ( [au di R} [eC, w]] ¢, C) L2

< 0062|w|223“ Kﬁ’&’

with Cy = C(m, hy*,

< COTF|w|QZgH|CL|§(; L

Altogether, we proved

(5.31) (D)) < Co (e + Yelool ) <o -

—1

where Cy = C(m, hy ', K’X“ )-

(II) def ([(%, b]u’;, ’Li))Lz . One has, by definition,

W)w + pe(dQE[e¢] () + vd Qf [e¢] (1)) D¢,
1742

where dQF is defined in (5.14)). The first term is estimated as

() | < <ol

(00, 6 = 0 (

where Cy = C(m, hgl, |8tC‘LOO). For the second term we have after integration by parts and by
triangular inequality

2
|(aeflecitag,w) | < < |(io.Fi i}, Ot {hT20C0}) ]
+ [ (0 (D)0 F {hy i}, O F {hyab}) o -
By Lemmata [C.2] and [C.3] one immediately deduces
12
(5.32) ((ID)] < eColii]y

where Cy = C(m, hal,

s )

-1

(II1) def ([aw, C}Jl,u'}, J,,u';) 12 - One may proceed similarly as above, and one obtains without any

additional difficulty

(5.33) (D] < eColdyiifyy < eColify .
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where Cy = C'(m, hy ,|§’X4 ,|w|Y4 ), and the last inequality follows from HJVHL2—>L2 =1
- Fi

(IV) def ((, 6t(daé))L2 . After one integration by parts, one has

_ 5,210 (o p o (((0:0%€)(0:0)(9:¢;)
(IV) = =3pe* - jg%;z}a] (c%C,@t( (1 4 1€2]9,C[2)5/2 ))Lz.

Recall ¢ = ({o,{1)" € XL 1 x X}, so we easily deduce by Cauchy-Schwarz inequality

(534) |(IV)| S /’6€2C(m5 ‘C‘W3v°°)‘é‘X8071 |€’(Xl

(V) def (7“1, al + ﬁaé) 2t (rg, w) 12 - The remainder terms are straightforward to estimate, using

in particular the estimates of Lemma One obtains

(5.35) (V)| < co}rlyxg B |<'|Xg B + pe2C(m >yn|Xg | |é|(Xg et {m!(yF%* w(yFo“,

with Cp = C'(m, ho_la ko_l’e|<|H?r)'

Altogether, plugging (5.31)),(5.32))(5.33)),(5.34)),(5.35) into (5.30) yields
(5.36)
d
dt

( (a6, Q) o + (¢, 8aC) 1 + ;(bw,w)ﬂ) < Co (e Telwl3, ) BU) + CoC1 E°(U) /2,

with Cy = C(m, hy'*, B4(U)), and Cy = |r }XU (VA +,Le2|g|(xé R

The proof is concluded as follows. By Lemma there exists Ko, K1 = C(m,hy ', kg ', K, BY(U))
such that

. . 1, .

(5.37) —E%U) < 5(a(,¢) . + i(bw,w)m < K E°(U).

Notice then that one has

[(€:80), s [l o

with Cy = C’(|61§|m w2 ) 1t follows, for any M > 0,

(18a0) o] < Gue*Ca <M-1|<'|§(go,l +MCR )
Using the above with M = pe2CoKy and recalling E°(U) > (| X0 _ by definition G-2),
yields )
S EOU) — S Ko(uCo % < 3 (a) o+ (CaaC) o + 3 (buini)
2K, 2 X B 2 L L 2 L
and

(6.€) (€. 80C) o+ 5 (b1 ) . (Kl+%)EO(U)+%K0(/~LEQC2)2|CV|§<§FI

} and

(66,0) o + (¢80C) o+ 5 (b))

1
2

Thus defining M < maxte[o 7] {% o(pe?Cy)?

B
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one has

(5.38) %EO(U) ~M< E°(U) < (K, + %)EO(U) + M,

The estimate (5.36) may therefore be reformulated as

~ . —~ ~ . ~ ~ . —\ 1/2
%(EO(U) + M) < 2K,Co (e + TF|w|2ZgM) (EO(U) + M) + /2K CoCh (EO(U) + M) .

We deduce as usual
~0 ~\1/2 ~0 ~\1/2 t /
(EU)+M) " < (E°(U|,_,) + M) "M + CO/ Oy ()Mt ar
0

where A\, Cy are as in the statement of the Lemma. Using (5.38) and augmenting Cy if necessary,
the energy estimate is now straightforward. O

Lemma 5.11. Define two tuple of solutions to (5.28), (Ul, Ui,m) and (UQ, Us,r2), satisfying the
same properties as in Lemma (with ¢ = (2 =0). Then one has

t
EO(Ul _U2)1/2 < CO EO(Ul |t:0 _UZ‘tzo)l/Qe)\t + CO/ f(t/)e)\(tft’)dt/’
0
with

A = Cox (6+TFH“’1Hf:oo([o,T];zgu))’ ft) = ’7”1_7”2’)(; o x(Y2 )*+€|U2‘(W§’°°)2‘U1_U2‘X}23 L xY2

Fi Fi

and Co = C(m, hy' kg ' K, ||U |U2

HLOO([O,T];X]‘;O_l XY’ | ||L°°([O,T];Xéo_l xYF‘}‘,))'

Proof. The difference between the two solutions satisfies the system
O (G — C2) + Oul(in —2) = rf —13,

010; (1 — w2) + 9,01(C — C) 4+ a8p(n —w2) = 17— 73 + ras,
where we denote a; = a[e(;, ew;] (and similarly for b;,c;), and

3
def . : . def i
Tdiff = (52 — bl)atUJQ + (@Dag — amal)CQ + (CQ — Cl)amwg = r((ii)ff'

i=1

The Lemma is a straightforward consequence of Lemma (with v = 0), once rqig is estimated.

We focus on the most difficult term, namely r((l?f)f = (002 — 52&1)62; the other terms are obtained

similarly.
Let f € Y{.. One has

(1) = [ 0. ((GlecluaP — Gleci) ) )

— pe® fO, ((d1R2[6C27 wa] — di1RaleCr, w1] — yd1 Ry [eCa, wo] + vdi1 R1[eCy, wl])<2>

Y490 .00 ! — ! '
" Bo fa””(((1+u62|6m€22)3/2 (1+u62|5mC1|2)3/2)6I<2>

of b} +~h3
where G(e() f &LTZ);
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Since |G(e§2 — 6(1)‘,;2 < E‘CQ — C1|L2 X SUPyc(ecy,ec1] G'(y), it is straightforward that

|0, ((G(€C2>|w2|2 - G(Gﬁl)\wﬂz)éz) |» < Cole|Gr — Gy + wn — w2‘H1)’<—2|W11»0C7

with Cy = C(m, hy*,
Similarly,

Cl’Loo7 CQ’LOO’ wl‘Loo? w2|Loc>‘

1 _ _ .
om0 (4 102G = (L 1 (0:07) /) 912 )1
< N€200|3x<1 - 6x<2|X1 . |6x€2|wg,oo,
Wlth CO = O(m? |83L‘41’W;7007 aJJC?‘W;vOO)'

As for the last component, recall diR; is defined in (5.17). Proceeding as in the proof of
Lemma [5.5] we obtain

V27 pe?| (diRi[eCz, walle — diRileCr, wilCa, f) ., |

< @C x (Jun — walyy, + G = Gelyy el [y

with OO = C(ma ho_la |<1|H27 |C2|H§7 }wlyzéu’ |w2|Z,&#)'
Altogether, we find

’ré?gfkypou)* S 600’4.-2“/1/3,00 |U2 - UI‘X;071XYF2“7

. - -1 5.—-1
with CO = C(m, hO ’kO ,K, ‘U1|X]43071><YF4“’ |U2|Xéof1xypt).

All the other terms in rg;¢ are estimated in the same way, and Lemma[5.11 now directly follows
from Lemma [5.9) O

5.4 Well-posedness results; proof of Theorem [5.1

In this section we conclude the proof of the main result of the paper, Theorem [5.1] namely the well-
posedness of the Cauchy problem for our class of system . We first prove in Lemma the
existence and uniqueness of solutions of the linearized system (5.28]) for smooth data, and provide
a uniform energy estimate. A solution of the nonlinear syste is then constructed using a

Picard iteration scheme. Uniqueness, and continuous dependence with respect to the initial data
follow from Lemma [5.111

Lemma 5.12. Let (,w,(,r',r?> € H>®([0,T] x R) be such that (5.5),(5.25),(5.26) hold. Then for
any U° < (€9, w°)T € H(R)?, there exists a unique solution U dof (¢, w)T € H®([0,T] x R)?

satisfying (5.28) and U |,_, = U°.

Remark 5.13. One could assume only continuity in time and finite (but large enough) regularity
in space on (,w,(,r, but this is unnecessary since Lemma s always used with smooth data.

Proof. We first consider the regularized system introduced in ([5.29) and that we recall. For any
v > 0, define J, & (1 —vd2)~1/2 and consider

at¢y + J,%axw,, = 7"1,
(5.39) .
bOy, + J?/azﬂC + J?jazﬁaé + J,cd, 0.0, = %
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or, equivalently (recall that, by Lemman b=t (YS)* — Y{, is well-defined and continuous)

atéu + Jz%amwu = rlv
(5.40) .
O, + 6712000 + b71J20,8,¢ + b1, e, 000, = b2

One straightforwardly checks that system ([5.40)) is a system of ordinary differential equations on
X]go_l X YFq‘,7 which is solved uniquely by Cauchy-Lipschitz theorem. More precisely, for any v > 0
and r = (rt,r?) € C’O([O T]; X9 o x (Y8.)%), ¢ € CO([0, TT; (X5, -1 )? ) and U% € X3 _, x Y., there
exists a unique U, (mel,) e CH([0,T0;: X5, x YY), solution to (5.40) with U |,_, = (¢°,w°)7.

leferentlatmg N times ( and proceedmg as m the proof of Lemma | one can check that
oN U, satisfies with obv1ous modifications to r*,72 and ¢. Thus, by the above argument,
oNU, e (71([0,T],XBO,1 x YY), and it follows (smce N may be chosen arbitrarily large) that
U, € CY([0,T]; HX(R)). In particular, 8,U, |,_, € HS°.

Applying the above argument to 0,U, after differentiating with respect to time, one
deduces 9,U, € C'([0,T]; H®(R)), and by induction U, € H>([0,T] x R).

Applying the estimate of Lemma to 0N U, with N € N given, one has

E°(0NU,) < M,

with M = C(m7 h’al7 k()_17 Ka Ta EO(aiVUO)’ ||(<7 w, é? T)||H°°([O,T]><1R)6)
Let us now consider V,, ,» = U, —U,. Vi, satisfies (5.39)) with (=0, Voo |,y =0 and

uniform with respect to v > 0.

e =2 =20, Tl = (02— 02)0,0 + (U2 —J2)0,8aC + (Jucdy — Jucdy)Optiy.

, = 0 (v — V') and thanks to the above
X9 x (Y9 < |rvw ;2 — 0(v = V). Thus applying Lemma
to V.7, one deduces that U, is a Cauchy sequence of C'O([O,T];X]go,1 x YY,). Therefore there
exists a limit, U € C°([0, TY; X3, x Y§,), which is a solution of the non-regularized (i.e. v = 0)

system, namely -

The above energy estimates on 9 U, being uniform with respect to v, one has Ue Le([0,T7; HS®).
By (5.28), we deduce 0,U € L*([0, T] H2°), and by induction U € HOO([O T] x R).

Uniqueness of the solution follows when applying the energy estimate of Lemma [5.9] to the
difference between two solutions. O

=1and HJV

energy estimates, one has |7"l,7y/

We can now conclude this section with the proof of our main result, Theorem [5.1]

Proof of Theorem[5.1, We construct the solution of our problem as the limit of a Picard iteration
scheme. We first define Friedrichs mollifiers, j,, = 1(|D| < »), in order to regularize the initial data:

def o
Uy, =U) = {(8%2¢°,0%j20w’) Haj<n -

For each n > 1, we define, thanks to Lemma U, def {( ,(La), wﬁla))}mSN as the unique solution
to Uy l,_, = = UY as well as 7 where (using the notations and definitions of Lemma j
a = a[eCp—1,€wy—_1] and 51m11ar1y for be,r = r@; al = 0if o] < N —1 and & = dnC."
otherwise. This iteration scheme is initialized with smooth and time-constant Uy = UJ.

Since we mollified the initial data, Lemma defines at each step U,, € C([0,T,]; HZ®), where

Ty (hfy i, K/, M) max {T 2 0, such that BN (G wa)'/? < M/EN (U0)1/2

and ((,, w,) satisfies (5.5),(5.25)),(5.26) with A, k), K’}.
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One has T, > 0 as soon as h{ < ho, k{, < ko, K’ > K and M’ > 1, by standard continuity
arguments. We will now prove that 7,, can be bounded from below, uniformly with respect to
n € N.

By Lemma we have the energy estimate for U™ % (¢{, w'™)T with any |a| < N:

t
EO(UT(La))l/Q < CO(EO(UT(LQ) ‘t:0)1/2+‘LL€2M/EN(UO)1/2)€M + CO/ f(t/)e)\(tft’)dt/’
0
for any t € [0, T5,—1(h{, kf, K', M")] and with
2 «
A = Cox (e+TFy|wn,1HLw([O,T);ZF2“)), FO) = [ .+ M EN(U)2,

and where Coq = C(m, (h{)~L, (k{)~ L, K', M').

Notice that 0*U, # UL but one can check (differentiating the equations satisfied by U,)
that 9*U,, satisfies (5.28)) with a remainder term (@) [€Cn, €wn, €1, €wy,—1] Which is estimated
identically as in Lem This yields, for any ¢ € [0, min{T},_1, T},

BV < Co BN (14 COM x (e T ]y + Vel a3 ),

with A, Cg as above, and Cj, = C(m, (h})~t, M’, EN(UY)).
This allows to define M*, -1 = C(m, hal, kgl, K, EN(UY)), independent of n, such that

b Tx
(e+TF wnsi], + Te|waot|ys )t < min{T*, Ty, T} = EN(U,)Y2 < M*EN(U°)V2,
FH FH

In particular, one has on the above defined time interval, EN=1(9,U,)'/? < M*EN (U°)'/2, and
therefore

t
€ — €Cnlo | o (8) < 6/0 0i¢] . < M*EN(U®)Y? x (et).

Thus, restricting T* if necessary, (5.5)) is uniformly satisfied with h{ = ho/2 > 0. Similarly, one
3 A — < 0
guarantees that (5.25)),(5.26) hold with k{ = ko/2 and K’ = 2K, and |wn_1|Z§“ < 2|w |Z§u'
Altogether, this proves that there exists M*, %, Cop = C(m, hgl, ko_l, K, EN(UY)) such that
To(ho/2,ko/2,2K, M*) > T*/X, N e 112w, +Te|w’|2,
Zeu Zen

uniformly with respect to n € N; and that for any ¢ € [0, 7*/)], one has
(5.41) ENW)V? < M* ENU®)YV2
Let us now consider V,, = U,, — U,,_1. Notice first that

E](Vn ‘t:D) = EJ((UN - Un—l) |t:0) /S 2_27L(N_j)EN(UO)'

One can control E°(V;,) from Lemma , using the above, the estimate on rﬁf‘) — @ given by

n—1

Lemma as well as the energy estimate (5.41). Similar estimates on 9*V™ for 0 < |a| < 2 yield
t
E2(Vn)1/2 S 002777,(]\772)6)\% 4 CO)\/ / E2(Vn_1)1/26)\,(t7tl)dt/,
0

with Cg, M as above. Therefore, restricting 7% < T* if necessary, the sequence U,, = U° + Z?:1 Vi
converges in CO([0,T%/X]; X3 _, x Y&.).

Using that U, is uniformly bounded in C°([0,7%/X]; X} _, x Y{]), standard interpolation argu-
ments yields that U,, converges strongly in C°([0, 7% /\']; Xév_,ll X YF],Y_l). The limit U = lim,, oo Uj,

o
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belongs to L>([0, 7% /N]; XX, x V&) n CO([0, T%/N]; XN o1 X Y2 1) and then by classical ar-
gument belong to CY([0, Tti / )\’ XY 0 x YA It is now stralghtforward to check that U satisfies

system (|5 , and therefore (by Lemman .

By passing to the limit the energy estimate (5.41)), one deduces the energy estimate of the
statement. The uniqueness of the solution is a consequence of Lemma/5.11] applied to the difference
between two solutions (see also Proposition below). Theorem [5.1]is proved. O

6 Full justification of our models

We show in this section how the above well-posedness analysis can be supplemented with consistency
and stability results, which together provide the full justification of our models, (5.1). We recall
that 0 <, it,€,6,6 1, Bo~! < 0o and that F; is admissible, in the sense of Definition

Proposition 6.1 (Counsistency). Let U def (¢, )T be a solution of the full Buler system (1.2) such

that such that there exists Cy, T > 0 with

11 oo g0,79; 5 + 196C ] s g0 sz + 104 + [|9:0: | < Co,

s+ 1L s
Lo ([0,T);H T 2) Lee (o) ST

for given s > to 4+ 1/2, to > 1/2. Moreover, assume that there exists hg > 0 such that (5.5) holds.
Define w by O, w = —fG“[e(]z/J = —0iC. Then (¢, w) " satisfies (by definition) the first equation
of ., and the second up to a remainder, r, bounded as

Hr|’[,m([07T);H;) < Cl,uz,

with Cp = C(m, hal7Co,CF).

Proof. The Proposition has been stated and proved, in the case of the original Green-Naghdi system,
Fid = 1, in [I5, Proposition 2.4]. By triangular inequality, there only remains to estimate

ro & |, (7 [elw — Qleclw) .

and

rr E pue]0a (RF [¢, w] — RF[e¢, w]) |H;'

We first show that w € L>([0,T); H:*5). By definition, d,w = —0;¢ € L>([0,T); H:**), and
w € L>=([0,T); L?) is a consequence of the identity and the uniform control of u;; see e.g. [17,
Proposition 4]. Similarly, one has d,w € L°°([0,T); H5™4).

Since by Definition F is uniformly bounded, F;(0) = 1 and F;(0) = 0; thus one has

1
[Fi(Vik) =1 < S Ceulk[*.
The remainders rg and rg are now treated as follows. One has
2
ro <y %\at (hi 00 (FY —1d) {h}0Fi{h; M w}}) | . + §|at (hi0u {130, (FY = 1d) {n; Mw}}) | . -
i=1

Since H? is an algebra for s > 1/2 and by Lemma one has immediately
ro < uCr C(m, hgl,

OnC| e o151y (fo,1; iz )
Similarly, one can check

rr < ,LLQCF C(ma hal7

o omysazoy 9l o rymses)):

and the Proposition is proved. O
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Proposition 6.2 (Stability). Let N > 4 and U; = ((;,w;) " € L*([0,T); X 1 x YZY) solution
to (5.1) with remainder terms (0,7;)". Assume (; satisfies (5.5),(5.25),(5.26) with hg, ko, K > 0.

Set 2 <n < N —1 and assume that 3%r; € L*([0,T); (YS.)*) for any |a| < n.
Then there exists 0 < T* < T such that for allt € [0,T*)

t
E"(U, — Up)Y? < CoE™(Uy |,_, — Ua|,_, )2 + co/ e N ()t
0

with
A= Cox (et Tellun|fmgomyze, ) Fal) = D 10°71 = 0772y .

lal<n

and Cy = C(m, ho_l, k:o_l, K, Moreover, one has

v

U2HL°°([O,T];X4 xY;L))'

HLOO([O,T];X]‘;(rl XY, )’ -

*\ — 2 2
(T*)™" < Co(e + T;/QHWHLOO([QT];ZFIH) + TFleHLm([&T]:Z?u))'

Proof. By Lemma for any |a| < n < N —1, Ui(a) def (0%¢;, 0%w;) " satisfies (5.28) with
remainder terms fga) L) 4 gag, € LY([0,T); (Y5)*), and

K2

( ~(« o o 2 «
[ = 757 g < 1071 = 0772 g .+ Cox (et X P wn| o+ Yelwn|5, ) x BII(UL - U2)'/2,
with Cy = C(m, hy*, EN(Uy), EN(Uy)). By Lemma one has
t
EYU™ —U3)2 < Co BOULY | Ly — U5 [,L) PN + Co / FOW)A 0,
0
with A and Cg, A as in the statement and
(@) () — |#(@) _ (@) U , U, — U
) = |7 T2 l(yvo,) +el 2|(W,~T'v°°)2’ 1= Uy XY2,"
FH x Bo—1 7" TFH

Since n > 2 and N > 4, one can restrict 7 as in the statement and augment Cj if necessary so
that the estimate holds. O

The following Proposition is now a straightforward consequence of Theorem [5.1] and Proposi-
tions and

Proposition 6.3 (Full justification). Let U° = (¢°,w®)T € Xé\{)_l x Y& with N sufficiently large,

and satisfying (5.5),(5.25)),(5.26). Define ¢¥° with d,w® = —iG” [€C°)y° and assume that (¢0,¢°)T
satisfies the hypotheses of Theorem & in [25]. Then there exists C,T > 0 such that

e There exists a unique solution U = (¢,)" to the full Euler system (1.2)), defined on [0, T]
and with initial data (¢°,4°)T (provided by Theorem 5 in [25]);

e There exists a unique solution Ur = ((r,wg)! to our modified Green-Naghdi model ,
defined on [0,T) and with initial data (¢°,w°)" (provided by Theorem ;

e Defining O, w = —iG“[eC]lb = —0(, one has for any t € [0,T],

H(C?w) - (CF’wF)HL‘X’([O,t];XO < C /Lz t.

0
Bo—1 XYen)
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A The Saint-Venant system

The Saint-Venant system (with surface tension) is obtained from our Green-Naghdi models (5.1))
by setting p = 0. The results of Sections [5| thus apply as a particular case. However, it is possible

to obtain sharper results by considering the system obtained after the following change of variable

,def hityha,  _ — .
v hiha W = U —Yyuy:

0¢ + 0, (H(eQ)T) =

(A1)
0 + (1480 + 50, (H'(Q) — FLa = o,
where we denote H(e() = hfl-ilr:iz

In the following, we quickly review the steps of the method developed in Section [f] pointing out
the differences, and providing results without proof.
The analogue of Lemma [5.5] is the following:

Lemma A.1. Let U = ((,v)" € XY 1 x HN with N > 2, solution to (A1) and satisfying
(A.2) hi(e) =1—€C>hg>0,  ho(e{) =061 +eC>hg>0.

For any a = (v, ag) such that |a| < N, denote U et (0°¢,0°0) " and ' def (02— ep, 9 —ezp) T
(if aj = 0, then 0%~ %T =0 by convention). Then U@ satisfies:

0™ + 0, (H(eQm'™)) + eH'(eQ)10p¢) + 0,d[eCfo'™ = r{”),
0@ + OyagveC, ] @ + eH'(eQ)v0, 0™ = (™,

with 3o[eC]T'® ), ajH/(eg)(eaejg)(aa—em) and

asvieC eve < ((7+0) + 5 C B ?) e 7*‘532

and 7 [e¢, €v] = ( [e{,ev] r2 [e(,ev]) € Xp -1 x L? satisfies
|T(a) [GC’@”XE,OAXLQ <eC(m hg', |<|X113\f0717 WHN) X (|C‘X§’071 + MHN)'

Notice that we have to keep a second-order term on the first equation namely 0 6Q[GC]6<Q>
This is due to the fact that we have to control the remainder term rl [e( ,€0] € X o1, SO as to be

able to bootstrap the energy estimates in the appropriate space: EV (¢, ) ’C’XN . + |E‘;N.
One has immediately the following analogue of Lemma

Lemma A.2. Let ((,7)" € L™ x L™ be such that e satisfies ( with hg > 0, and

M| 2> ko > 0.

Then there exists Ko, K1 = C(m, hal,kgl,e{dLm) such that

(A.3) (y+0)+ QH"(GC)IUI2 (y+0) -

vf7g E XBofla ’<aSV[€Ca€i]f7g>(Xg 71)* = ‘f’)(g 71“9‘)(; 71’
vf7g€L27 |(H(€C)f7g)L2|§K1|f|L2|g|L2?
1
Vfe X9, (asvleC @S Fxo = 325 s

1
vf e L?, (H(eO)f, f) . > E}miz.
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A priori energy estimates are obtained by adding the L2 inner product of the first equation
with agy¢(®), and the one of second one with H(e{)T(® + 9,[eC]5{®, and following the proof of
Lemmata 5.9 and 5111

Applying the strategy of Section [5.4] one then obtains the following analogue of Theorem

Theorem A.3. Let N > 2 and U° & (0T e X2 . x HY, satisfying (A.2),(A.3) with

ho,ko > 0. Then there exists T > 0 and a unique solution U < (¢, 0)" € CO([0,T); X2 . x HY)

satisfying - Moreover, there exists Co = C(m, hg ,ko_l, |U ’XN ) ><HN) such that
Bo—

T-'<Cyxe and sup (|C|XN + MHN> < Cyp <|<0’XN + ’vOIHN> .
te[0,T) 1 Bo—1

The following remarks indicate that the above result is sharp in many ways, in contrast with
the discussion of Remark [5.3

Remark A.4. Theorem is valid uniformly with respect to the parameter Bo™ !, and the result
holds in particular in the case without surface tension: Bo~' = 0. This case is however straightfor-
ward as the Saint- Venant system is then a quasilinear system, and the result was stated in particular
in [21). corresponds exactly to the hyperbolicity condition provided therein.

Remark A.5. Setting ¢ =0 in (A.3)) yields

L8(8 4+ 1)2
(v+08) — e W\ o* >

One thus recovers the necessary and sufficient condition for stability of all models provided in

Section@ when setting up =0 (recall w = hf}r%’w 7).

Remark A.6. In the limit v — 0, notice that (A.3)) is automatically satisfied: Kelvin-Helmholtz
instabilities disappear in the water-wave case, and (A.2)) suffices to ensure the stability of the flow.
B Notations and functional setting

The notation a < b means that a < Cy b, where Cj is a nonnegative constant whose exact expres-
sion is of no importance. We denote by C(A1, Aa,...) a nonnegative constant depending on the
parameters Ai, Ag,...and whose dependence on the )\; is always assumed to be nondecreasing.

In this paper, we sometimes work with norms involving derivatives in both space and time
variables. We find it convenient to use the following sometimes non-standard notations.

e For 1 < p < oo, we denote L? = LP = LP(R) the standard Lebesgue spaces associated with

the norm A
P = pd ’ .
G RO

The real inner product of any functions f; and fo in the Hilbert space L%(R) is denoted by

(fi,f2), /fl ) fo(=

The space L™ = L = L*°(R) consists of all essentially bounded, Lebesgue-measurable
functions f with the norm

|f] o = esssup,e|f(2)] < oo
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e We acknowledge the fact that only space derivatives are involved by the use of a subscript.
For k € N, we denote by W5 (R) = {f, s.t. VO < j <k, 9If € L>°(R)} endowed with its
canonical norm.

For any real constant s € R, HS = HZ(R) denotes the Sobolev space of all tempered distri-
butions f with the norm [f|zs = [A®f|r2 < oo, where A is the pseudo-differential operator
A = (1-0%)'2. We denote H® = NyenHY.

e In absence of subscript, the derivatives are with respect to space and time, and thus apply
to functions defined on (¢,z) € [0,7) x R. Thus for N € N, W:> is the space of functions
endowed with the following norm:

|f|WNv°° - Z |aaf|L8°’

la|<N
where we use the standard multi-index notation: a € N2, 9(®1:22) = 92922 and |a| = a1 +as.
In particular, 9°1 = 910 = 9, and 9°2 = 901 = 9,.
Similarly, H” is the space of functions endowed with

[l = D0 10°f]

la|<N
We denote H>® = NyenHY.

e Given ,7,Bo™! > 0 and F; (i = 1,2) admissible functions (in the sense of Definition ,
we define Xgo_l, Y, W]go_l, ZQ. as the completion of the Schwartz space, S(R), for the
following norms:

e 1
o E 11+ 55101

oo | f]5 + my|0aFY f IS0 + p|0aFh f]]

Fl

1, —
|f|W§0_1 = ’ﬂLl + g@cﬂuv

def

11, 1P+ V|0 F |+ VRIOFEF

For N € N we define consistently with above the norms controlling space and time derivatives:

2 def 2 2 def 2

ey 2100 1 2 0oy,

[l = 3010 o [l & 30 10° g,
’ laj<N : la|<N

e Denoting X any of the previously defined functional spaces, we denote by X™* its topological
dual, endowed with the norm ’(p’x* = sup|f‘ - lo(f)]; and by (-, -)(x)+ the (X* —X) duality
<<

brackets.

e For any function u = wu(t,x) defined on [0,7) x R with 7" > 0, and any of the previously
defined functional spaces, X, we denote L>([0,7"); X) the space of functions such that u(t,-)
is controlled in X, uniformly for ¢ € [0,7), and use double bar symbol for the associated
norm:

||u||L°°([O,T);X) = esssup,cpm)|u(t, )]y < oo
For k € N, C*([0,T); X) denotes the space of X-valued continuous functions on [0,7) with

continuous derivatives up to the order k. Finally, CY([0,T); X) is the space of continuous
functions with values in X, given the weak topology.
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C Functional analysis

In this section, we provide tools (injections and product estimates) similar to the classical ones
concerning Sobolev spaces, for the functional spaces Xgo,l,YFIX , Zé\[t, as defined in Section

Let us fix 4,7, Bo™" > 0 and F; (i = 1,2) admissible functions (in the sense of Definition .
In particular there exists Kr, > 0 and o € [0, 1] such that

(C.1) IFi(€)* < min {1, K, |€]727}.

The following standard injections, which will be frequently used, sometimes without notice:
(C.2) ‘f|L°° < ‘ﬂLl S ‘f|H;0 (to >1/2);  thus }f|zg\[b S ‘ﬂyﬁ)j“ and ‘flzgt S |f’HN+f0+1‘

One immediately sees that the space X}%ofl is continuously embedded in Y{.; the following
Lemma precises the norm of the inclusion map.

Lemma C.1. IfF; satisfies (C.1), then

(C.3) VfEXG(R),  |fly, < (1+(7KF1+KF2>(NBO)1_0)|f‘§(go

—1

Proof. The inequality is a simple consequence of Parseval’s identity and Young’s inequality:
2 -0 —20 | 7 —o 1 Iy
ulouF (VD[ < Ket ™" [ 6P FQ)P a6 < Ke(uBoy ™ [(1+ ooPIFOP de
where we used Bo” |£]2729 < 0 Bo+(1 — o)[¢]?. O

Sobolev spaces HY and W:> enjoy straightforward product estimates, which are immediately
extended to Xévo,l and Wé\g,lz

(C4) |fg|x}g(1 S ’9|WB<>071|f|x]g(1 < ’9|Xé071|f|xg(1 ) {fg}wgfl S |f|W§071|g\W§071;

and therefore

Bo—1 Bo—1 Bo—1
Spaces YZ! and Z2, enjoys similar estimates, thanks to the sub-additivity property of admissible
functions (recall Definition |1.1)).

Lemma C.2. LetF; : R — RT (i = 1,2) be admissible functions. Then for any 1 < p,q,p,q,r < 0o

satisfying 1 + % = % + % = % + %, one has

(©5) 0. F o, < |70 0oF ] 0+ 161 0 |0eF T 7] o

It follows in particular:

(C.6) |fg|YF0u S |9|Zg“|f|ygt S |g|YF1u|f|YF‘L ’

Fi

(C.8) |fglzgu N ‘flzgu ’g’ZQu'

9|YF§X ’
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Proof. From the sub-additivity, one has \/u|&|F; (/i) < /m|n|Fi(v/Bn) + /1l —nlFi (/i€ —1n)).
Thus

r

~ —_—

0.F (fa} |0, = /R (EIF: (/7€) |7 * 317 (€)de = /R dg‘ /R A€ F: (VA€) Fn)ale — )

T

< / dg] / dnlalF: (/A FI) I — n) + 1€ — nlFs(VAE — m)IFIm)I[GIE - )

)

< [ a]aFT1« 80 + 11+ 0:Fah(©)]

where we used that 9,7 £1(€) = [i€Fi(aE)F(©)] = ¢IFi(/aE)IF(©)] since Fi(y/f) > 0. Esti-
mate follows from Young’s inequality for convolutions.

Estimate (C.6]) is deduced with r =p=¢ =2 and p = ¢ = 1, and using .

Estimate (C.7)) follows from the above result and triangular inequality,

|fg|YFﬁ S Z C(X,B,N|(aaf)(6ﬁg)|y|:% 5 Z |8af}YF1 |aﬁf’YF0 .
lo+B|<N la|<N—1,|8|<N . g

Estimate (|C.8)) follows from (C.5) withp=p=gq=¢=r=1. O

The following Lemma allows to estimate products which are not covered by the above Lemma
because one of the element is regular but has a non-zero limit at infinity (typically a rational fraction
of hy =1 —e€C and hy = 6 + €().

Lemma C.3. Let H € C*®(—3§"1,1) and e € L™ such that
hi(e€) =1—eC>ho>0, hy(e)=0"+e>ho>0.

def

Then, denoting H, p, = ’H

(=61 4ho.1—ho)) and fixing to > 1/2, one has
e Forany s>0,if( € H® and f € H, then one has with n € N,n > max{s,to}:

’H(ec)f}Hj S O(h’O_lvaho’ |GC|H:‘aX{S>‘O})|f|H;'
e For any fe L', one has
|I‘ﬁ€§\)f|[/1 < C(ho_lvHLhoa |€C|H;0)|ﬂL1'

e Forany N €N, if ( € Ho TN and f € ZB., then one has

’H<€<)f’2é\ﬁ < C(h617 H2+N,hoa

6<’H;°+1+N)’f‘2é}i'

e Forany N € N, if ( € Ho TN and f € Y, then one has

|H(€C)f|szx < C(hg", Ha N o |6<|H;0“+N)’f‘ygx'

Proof. In each case, we decompose H(eC)f = H(0)f + (H(e¢) — H(0)) f = H(0) f 4+ Gp,(eC) f where
G}, is such that Gy, € C*®(R), Gp,(z) = H(z) — H(0) for z € [~ + ho, 1 — ho] and Gp,(z) =0
for x € R\ [-61,1]. Tt is clear that, since min{hq(e(), ha(e)} > ho > 0, one can construct such a
Gh, satisfying additionally: for any n € N, }Gho ’C" = C’(ho_l7 Hyhe)-

The first estimate is a direct consequence of a classical Schauder-type estimates in Sobolev
spaces; see e.g. [40].
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The other estimates are then deduced. Indeed, one has

|H(Q)f| 12 < [HO)F| 12 + | Gro (€)% F| 12 < H(O)|F] 12 + | Gro (0] 11| 7] 11

The second estimate now follows from and applying the above result:
|G70(?C)’L1 S |Gho(€<)|H;0 < C(hg, |H’017 |€C|H;0)'
The third estimate is estimated similarly. First, since we have seen that Zg# is an algebra,
H() ] 3, < [HO)f] 3o, +1Gho(eO)f| g, < HOF| g, +[Gro ()] g, ] .-

Since ’u|Z0 < ‘U|Ht0+1 for any u € H*! one deduces the desired result for N = 0 as above. The
Fit x

case N > 1 is obtained by induction, deriving N times H (e()f and applying Leibniz’s rule.
The last estimate is obtained identically since by Lemma

|H(€<)f|YF9L S |H(O)f|yF(L + }GhO(EC)f|yF(;L S H(0)|f|yF0# + |Gh0(€<~)’2g“ |f|y0 .

Fh

The proof is now complete. O
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