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Caterina Liberati, Università degli Studi di Milano-Bicocca, caterina.liberati@unimib.it
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Abstract. Kernel-based methods such as SVMs and LS-SVMs have been successfully used for
solving various supervised classification and pattern recognition problems in machine learning.
Unfortunately, they are heavily dependent on the choice of the optimal kernel function and from
tuning parameters. Their solutions, in fact, suffer of complete lack of interpretation in terms
of input variables. That is not a banal problem, especially when the learning task is related
with a critical asset of a business, like credit scoring, where deriving a classification rule has
to respect an international regulation. The following strategy is proposed for solving problems
using categorical predictors: replace the predictors by components issued from MCA, choice
of the best kernel among several ones (linear ,RBF, Laplace, Cauchy, etc.), approximation of
the classifier through a linear model. The loss of performance due to such approximation is
balanced by better interpretability for the end user, employed in order to understand and to
rank the influence of each category of the variables set in the prediction. This strategy has been
applied to real risk-credit data of small enterprises. Cauchy kernel was found the best and leads
to a score much more efficient than classical ones, even after approximation.

1 Introduction

Kernel methods have proved their efficiency to solve various problems of supervised classification
and pattern recognition and are now a basic tool of machine learning. SVMs are well known
and proved their superiority in many fields of applications : pattern recognition, industry and
business including credit scoring [1, 22].

There are unfortunately some drawbacks which prevent from a general use: besides some
technical difficulties (choice of the kernel, tuning of hyperparameters) , they appear like black-box
methods without any direct interpretation in terms of input variables. This lack of comprehensi-
bility is a major drawback and causes a reluctance to use the model. It goes even further: when
credit has been denied to a customer, the Equal Credit Opportunity Act of the U.S. requires
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that the financial institution provides specific reasons why the application was rejected; indefi-
nite and vague reasons for denial are illegal. According to that, our goal in this study was not
to derive a new classification model that discriminates better than others previously published,
or illustrate a system that best estimate the performance of existing algorithms, but to employ,
indirectly, the good Kernel discriminant classifications into an operative field. Therefore, we
propose a simple but innovative way to improve the understanding of the classification function;
we fit a linear model to the classifier using the input variables as predictors: linear regression if
all predictors are numerical, or a general linear model if some or all predictors are categorical.
The loss of performance due to such approximation is balanced by a better interpretability for
the end user who may rank the influence of each category of the variables set in the prediction.

Instead of standard SVM, we use here LS-SVM (least-squares support vector machines).
LS-SVM [17] boils down to FisherÕs linear discriminant function in the feature space which is
a simple way to extend discriminant analysis to the nonlinear case [2] .

Since most practical problems are concerned with categorical predictors, we propose a ker-
nelized version of Disqual, a technique developed by Saporta, 1977 with the following strategy:
replace the categorical predictors by some components issued from MCA, then perform a LS-
SVM and finally approximate the classifier through a linear model.

This strategy has been applied to real risk-credit data of small enterprises. We compared
several kernels (linear , RBF, Laplace, Cauchy, etc.): Cauchy kernel was found the best and
leads to a score much more efficient than classical ones, even after approximation.

2 Kernel discriminant analysis

The kernel machines provide an elegant way of designing nonlinear algorithms by reducing them
to linear ones in a high-dimensional Feature Space F nonlinearly related to the Input sample
space X :

Φ : X → F (1)

Naturally, F dimensionality could be arbitrarily large, possibly infinite, and that could be very
complex task to be done. Fortunately, the exact φ(z) is not needed and the Feature Space can
become implicit by using a positive definite kernel satisfying the Mercer’s condition (Mercer,
1909):

K(z, x) =< Φ(z),Φ(x) > (2)

The trick behind the methods is to replace dot products in F with a kernel function in the Input
space so that the nonlinear mapping is performed implicitly in the new Space [19, 20]. Once
mapped the data, a Fisher Linear Discriminant Analysis (FLDA), the most popular supervised
classification technique, can be performed.

Assume that we are given the input data set IXY = {(x1, y1), ..., (xn, yn)} of training vectors
xi ∈ X and the corresponding values of yi ∈ Y ={1, 2} be sets of indices of training vectors
belonging to the first y = 1 and the second y = 2 class, respectively. The class separability in a
direction of the weights α= [α1, . . . , αn]′ is obtained maximizing the Rayleigh coefficient:

J =
α′SΦ

Bα

α′SΦ
Wα

, (3)
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where SΦ
B, SΦ

W are respectively the Between and Within covariance matrices in the Feature
Space:

SΦ
B = (mΦ

1 −mΦ
2 )(mΦ

1 −mΦ
2 )
′

(4)

= (κ1 − κ2)(κ1 − κ′2)′,

SΦ
W =

∑
i=1,2

∑
x∈Xi

(Φ(x)−mΦ
i )(Φ(x)−mΦ

i )
′

(5)

= KK ′ −
2∑

k=1

nkκkκ
′
k

with

K = [κ(xi, xj)](n×n), and

κk =
1

nk

∑
j∈Ik

Kj ,

where Kj is the j-th column of K and Ik the index set of group k. This problem can be solved
by finding the leading eigenvectors of (SΦ

W )−1SΦ
B. Therefore the kernel discriminant function

f(x) of the binary classifier can be written as

f(x) =
n∑
i=1

αiκ(xi, x) + b (6)

where b is the intercept (or the bias) of the discriminant hyperplane (6) is determined by
setting the hyperplane to pass through the mid point of the two group means

b = −α′ (κ1 + κ2)

2
. (7)

Since the matrix SΦ
W is at most of rank n − 1 the proposed setting is ill-posed, therefore a

regularization method to overcome the singularity and instability has to be applied ([8], [14]
[21]).

KDA settings

Optimal generalization of kernel-based method including KDA, still depends on the selection
of a suitable kernel function and the values of regularization and kernel parameters ([4]). In
literature, many kernel functions are present we can choose from. The most common are shown
in the Table 1 below: where c ∈ R is the width can be reviewed as a variance indicator of the
data. Except for the Polynomial kernel which presents, as unknown parameter, the degree of the
functions that can be fixed by the user just choosing the degree of the transformation, with the
other maps the estimation process has been addressed towards suited choices according to the
data. Grid search or its variant is the procedure employed in those works when the parameters
are not fixed a priori, but these types of procedures are too time consuming. In this paper
we used the parameter selection first introduced in [12], by which the we learn directly from
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Kernel Mapping k(x,z)

Cauchy 1

1+
||x−z||2

c

Laplace exp(−
√
‖x−z‖2
c2

)

Multi-quadric
»
||x− z||2 + c2

Polynomial degree 2 (x · z)2

Gaussian (RBF) exp(−‖x−z‖
2

2c2
)

Linear (x · z)

Table 1: Kernel Functions

the data the right value of c. We minimized the tuning parameter search space applying the
Jackknife Mahalanobis distance Data Depth defined by [3] :

JMDDG =
1

1 +
»

((xi − x)S−1
i (xi − x))

(8)

where S−1
i is the inverse of the sample covariance matrix computed from the data set deleting

the ith observation xi.

S−1
i = (n− 2)[

1

n− 1
S−1 +

γ

(n− 1)
S−1(xi − x)(xi − x)TS−1] (9)

and

γ =
n

n− 1
[1− (

n

(n− 1)2
)2(xi − x)S−1(xi − x)] (10)

As we highlighted in the section 2, matrix SΦ
W is at most of rank n− 1 the proposed setting

is ill-posed. As such, regularization methods to overcome the singularity and instability are
widely applied in the statistical domain. Instead of employing a ridge to the pooled covariance
SΦ
W , as usual in the literature, we employed a two stage stabilization and smoothing process

that provides a well-conditioned covariance matrix that is both nonsingular and positive definite
first applied in [12]. First it stabilizes the eigenvectors of the matrix SΦ

W via its mean [18], then
we smooth the stabilized covariance matrix using the Convex Sum Covariance estimator (CSE)
([12]) which is given by:

Σ̂CSE =
n

n+m
Σ̂ + (1− n

n+m
)D̂W , (11)

where n is the sample size and D̂W = (1
p trΣ̂)Ip with p number of variables. For p ≥ 2, m is

chosen to be

0 < m <
2[p(1 + β)− 2]

p− β , (12)

where

β =
(trΣ̂)2

tr(Σ̂2)
. (13)

This estimator improves upon the Σ̂ by shrinking all the estimated eigenvalues of Σ̂ toward their
common mean. Moreover, rather than just pick a ridge parameter, we let the data pick it for
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us.

Our intelligent criterion to select for selecting the appropriate kernel function is Information
Complexity index (ICOMP) [3, 12] whose MANOVA formulation is given by:

ICOMP (IFIM) = −2 logL(θ̂) + 2C1(F−1(θ̂)) (14)

= np log(2π) + n log |SΦ
W |+ np+ 2C1(F−1(θ̂)) (15)

ŜW is the estimated within-cluster covariance matrix, C1 denotes the maximal information
complexity, and F−1(θ̂) is the estimated Inverse Fisher Information Matrix (IFIM) of the model.

3 K-disqual

When predictors are categorical, there is no simple metric to compute distances or similarities
between units. A usual solution is to perform in a first step a Multiple Correspondence Analysis.
Let us suppose that we have p predictors with mj categories, j = 1, .., p. MCA provides q =∑p
j=1mj − p components which embeds units in an euclidean space of dimension q . Disqual

(Discriminant analysis for qualitative variables) proposed by [16] is a kind a principal component
regression where the response variable Y is binary, and the explanatory variables are components
obtained by MCA instead of PCA components.

After a simple process of selecting r components among q by eg. cross-validation, Disqual
computes the Fisher linear discriminant function as outlined as follows.

Let zj be the MCA components and λj their variances (eigenvalues) . Since MCA components
are orthogonal, it is straightforward to inverse the total covariance matrix V instead of the within
covariance matrix SW (it is well-known that solutions of the FisherÕs LDA with V −1 or S−1

W

are proportional). Fisher’s score is

s =
r∑
j=1

ujz
j where u =

â
.
.
uj
.
.

ì
= V −1(g1 − g2) =


.
.

z̄j1−z̄
j
2

λj

.

.

 (16)

and z̄j1 z̄
j
2 are the means of group 1 and group 2 for the j-th axis. Transition formulas say

that zj = Xaj where aj is the vector of coordinates of the m1+É.+mp categories along j-th axis,
hence:

s =
r∑
j=1

ujXa
j = X

r∑
j=1

uja
j

︸ ︷︷ ︸
scorecard

(17)

Score s is a sum of partial scores (scorecard) corresponding to each predictor, which is easy to
interpret.

In order to obtain a kernelized version of Disqual “K-Disqual” , it suffices to project the data
(z variables) in the feature space generated by some kernel K and performs a LS-SVM, which
is nothing but a Fisher LDA in the feature space. But there is no simple relationship with the
input variables, which prevents direct interpretation.

@ COMPSTAT 2012
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4 Getting back to input space from kernel space

Kernel-based methods, try to devise algorithms that solve complex tasks by learning a solution
rather than by engineering it. The success of this approach is to build machines that are able
to learning the relationship among objects without needing a lot of expert knowledge built-in.
Moreover its mathematical framework is so flexible to convert non linear problem into a linear
one by mapping data onto the Feature Space F . This latter is defined as the space of all functions
mapping from X → R, i.e. RX = F = {f |f : X → R} then we can define:

φ : X → R
X

x→ k(·, x) (18)

where φ(x) denotes the function that assigns the value k(x′, x) to x′ ∈ X , i.e., φ(x)(·) = k(·, x).
Therefore embedding the data into F has two advantages:

� It allows us to deal with patterns now represented by their similarity to all other points in
the input domain, which is a very rich representation

� it gives us freedom to choose the mapping Φ that enable us to design a large variety of
learning algorithms.

Although such setting shows a ease of use and theoretical appeal, it presents some drawbacks
from an applied statistical perspective. The data transformation obtained via kernel trick
changes semantically the meaning of the information employed to build the classification rule:
this is not a crucial issue when model fit or misclassification error rate is the only objective of our
analysis, but such issue could be very important when the assessment of the model has to take
into account also of its explicative power. All the explorative techniques (as ACP or Clustering)
need to be feed with variables easy to read and characterized by known metrics, same case if
we estimate a predictive rule for economic or business applications. Kernel machines suffer of
a completely lack of interpretation because of the dot product operation which represents its
major innovation. Dot product of input instances generates implicitly the mapping of sample
vectors into the Feature Space in which, however, it not possible to distinguish between objects
(rows) and variables (columns) of the Input Space. In addiction the dual Space obtained does
not allow to get back to the original one (for the properties of the dot product) therefore seems
that good performance of kernel-based methods and interpretation of results can not be joined.
In this paper we try to reach this ambitious aim via a two step strategy:

1. selection of the best kernel discriminant solution which becomes our benchmark result

2. approximation of the kernel rule via input variables in order to get decision function where
the weight of every single variable’s category can be derived.

Of course the step 2. might involve a lost of efficiency in classification or prediction because the
reconstruction phase requires to fit a new model. Trade off between the best prediction and the
easy of interpretation and application will lead to identification of the new model.

COMPSTAT 2012 Proceedings
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5 Credit scoring and kernel methods

Modern data-mining techniques have been employed to construct credit scoring models. Linear
discriminant [15], logistic regression [9], decision tree [6] and neural networks [13] have been
wild and successfully applied in order to increase the accuracy of the classification. Recently
Kernel-based techniques have been employed in dealing with credit scoring problems and their
performances have been much more superior to that of traditional approaches, especially in
non-linear pattern classification [10, 7].
Although, every little improvement in misclassification rate causes noteworthy bank cost savings
(kernel discriminants or SVM, therefore, are giving significant contributions in lending decision),
such models focus only on good prediction and are completely missing of rule interpretation.
Moreover they do not deal directly with mixed data (qualitative and quantitative customer at-
tributes): often in such studies socio demographic variables were collected together with indexes
which approximate the consumer behaviors in order to get a complete information set. This
empirical evidence generates a lack of application, because a credit scoring of a bank, when
implemented, has to return set of classification rules which have to be easily interpretable in
terms of the original input variables. This makes Kernel-solutions difficult to use as is required
in official documentations of European bank system, to a rejected applicant has to be given a
reason for being rejected. Therefore as [5] underlined in their work, a possible solution for this
issue is the use of SVM rule extraction techniques or the use of hybrid-SVM model combining
with other more interpretable models.

6 Application to an Italian bank data

The application presented in this work is related to a real problem of credit risk for small
businesses of a major Italian bank. A real dataset which collects information on over 85000
firms, has been analyzed in order to provide a guideline on approach. Different data mining
models have been considered in order to predict the default probability of a new potential client
(a firm as regards the practical part) asking for a credit to the bank. According to the past
qualitative and quantitative information, an estimation of the predicted default probability is
computed. Based on that, clients are classified in one of the two groups, namely good or bad
clients, and they receive credit or not. Indeed, following the Basel procedures it is more correct
to refer to the default probability rather than bad or good clients. Thus, for the purpose of
this research, we classify as “good” clients those that are predicted not in default over the next
twelve months after the credit receiving, while the “bad” clients are those predicted in default.
In order to deal to the bias of the defaults distribution, which is very overbalanced in favor of
”good” clients, we oversampled the bad instances according to the classical approach of the “rare
event” of “default situation”, therefore, the final distribution between “bad” (y=1) and “good”
(y=2) clients, was 29% and 71%, of a very large sample composed by 15000 units.
According to the k-Disqual method, a multiple correspondence analysis was performed in order
to obtain factor coordinates that have been employed as input variable in the predictive methods.
Going into more details, for as regards lending credit to businesses, during the lending application
process, a customerÔs creditworthiness is assessed on the basis of the analysis of the following
elements: a) operating, financial and cash flow data; b) qualitative information regarding the
companyÔs competitive position, its corporate and organizational structure (only for business
customers in the Corporate area); c) geographical and sector characteristics (only for business
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customers in the Corporate area); performance data at bank and industry levels (e.g., the
Central Risk Bureau). All those elements are considered when assigning a rating, meaning the
borrowerÔs default probability that is calculated over a time horizon of one year. Our database
is composed by 10 qualitative variables: 4 coming from information collected by a questionnaire
administered to corporate customers, 2 representing the behavior of bank customers, and finally 4
variables related to measures of solvency derived from some external measures of risk assessment
by the Central Risk Bureau. Via k-Disqual approach, a categorical segmentation of each original
variable was realized and, submitting the original data matrix to a Multiple Correspondence
Analysis (MCA), orthogonal continuous axes were obtained.
The outline of steps of the overall strategy can be summarized in the as follows:

1. transformation of original variables in factorial coordinates via Multiple Correspondence
Analysis (MCA)

2. application of the K-Disqual approach using the Kernel Mapping in table 1 (from Cauchy
to Linear)

3. choice of kernel transformation by the minimum misclassification error rate; the choice was
made by analyzing the characteristics of equilibrium and balance of predictive content in
the confusion matrix, with a starting point: the correct classification average rate.

4. study of the selected kernel discriminant function using the original categorical variables
and each of their category

5. rebuilding the kernel discriminant function by including as exogenous variables, the original
categorical variables. Study of the goodness of fit of the model reconstruction.

Table 2 shows the 5 confusion matrices (1=bad client, 2=good client) related to the 4 discrimi-
nant functions used (3 kernel transformations and the linear functions were used) and a classical
logistic regression which represents our benchmark solution. It is evident that the Cauchy solu-
tion can be considered the “best performance” on our data.

Table 2: Confusion matrices of different KDA and a logistic regression

COMPSTAT 2012 Proceedings
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Observing the 2-class distributions plots, it is evident how the discriminant function defined
by the Cauchy-kernel transformation is more effective in the separation of the two target groups
(Fig. 1).

Figure 1: 2-classes distributions

As mentioned in section 5, the use of predictive models in credit scoring applications must be
transparent with respect to the type of model adopted and the weights (parameters) that have
the covariates in the predictive mechanism of each applicant customer 30. One of the problems of
operative applications of the KDA is thus right to not provide a solution directly interpretable by
original exogenous variables. Therefore in our approach, the descriptive step of results obtained
in calculating of kernel discriminant function can be performed by a particular characterization
analysis of a quantitative variable (our kernel discriminant function) using categories of the same
set of variables that gave rise to the original kernel transformation [11]. Table 3 shows the result
of a F-test of significance for each of 10 categorical variables with which it has attempted a
reconstruction of Cauchy discriminant function. It is evident that the 4 variables related to
opinions collected through a survey (DOM1-DOM4) explain much less than two indicators of
risk arising from the Central Bureau (CB1 AZ-CB2 AZ). These indicators, in a similar fitting
process for the linear discriminant function, are much less important. In the definition of linear
discriminant function variables arising from the opinion survey research are the most important.

Table 3: F test and p-values

30For that reason, we choose to not include in our model no interaction among original variables, in order to
get results more easy to be interpreted.
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Table 4 illustrates the parameters of the linear fitting of Cauchy kernel discriminant function
using the set of available covariates. The set of parameters for each variable can be clearly
interpreted as a set of contrasts

Table 4: Estimates of Linear Reconstruction Discriminant

Figure 2 shows the relationship between the real kernel discriminant function and the function
linearly fitted using the available covariates.

Figure 2: Cauchy Kernel Discriminant vs Linear reconstruction Discriminant

COMPSTAT 2012 Proceedings
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Final result in terms of confusion matrix is very satisfactory, both in the training-set and in
a sample of observations treated as a test-set(Tab. 5).

Table 5: Cauchy KDA vs Linear Reconstruction Discriminant confusion matrices

7 Conclusion

Linearizing a kernel classifier allows to easily interpret SVM in the Input Space. Experiments
have shown that the loss of precision is not that large, and provides much better results than
a direct linear technique. A kernelized version of Disqual has been developed to deal with
categorical predictors. Such an approach can be applied to any algorithm translatable in a
function of score or in a probability function.
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