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Abstract. A large number of supervised classification models have been proposed in the
literature. In order to avoid any bias induced by the use of one single statistical approach, they
are combined through a specific ”stacking” meta-model.

To deal with the case of a binary outcome and of categorical predictors, we introduce several
improvements to stacking: combining models is done through PLS-DA instead of OLS due to
the strong correlation between predictions, and a specific methodology is developed for the case
of a small number of observations, using repeated sub-sampling for variables selection.

Five very different models (Boosting, Näıve Bayes, SVM, Sparse PLS-DA and Expert Scor-
ing) are combined through this improved stacking, and applied in the context of the devel-
opment of alternative strategies for safety evaluation where multiple in vitro, in silico and
physico-chemical parameters are used to classify substances in two classes : ”Sensitizer” and ”No
Sensitizer”.

Results show that stacking meta-models have better performances than each of the five
models taken separately, and furthermore, stacking provides a better balance between sensitivity
and specificity.

Keywords. Stacking meta-model, binary outcome, Prediction, Sparse-PLSDA, Boosting, Bayesian,
Scoring, SVM.

1 Introduction

The purpose of the present study was to develop a model allowing to predict a binary outcome
(Sensitizer/ No Sensitizer) on the basis of multiple in vitro and in silico variables.
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For this supervised classification objective, many methods are in competition: linear or
logistic discrimination, SVM, classification trees, boosting etc. 5 different methods were used
in this study: Boosting [8, 27], Näıve Bayes [18], SVM, Sparse PLS-DA [10, 11, 12]and Expert
Scoring.

These methods have strong differences, but they all produce posterior probability of belong-
ing to the group of interest (”Sensitizer”). Instead of trying to choose the best method, we
combine them by the stacking methodology of Wolpert [32] and Breiman [7].

We bring several new developments to stacking: the first one is to use PLS Discriminant
analysis instead of OLS regression since the outcome is categorical and the predictions are
highly correlated.

We also derive a specific methodology of variable selection for categorical predictors and a
small number of cases, based upon a classical splitting into three samples with a condition of no
missing categories.

Comparisons between the five methods and the combined model are done according to two
features: global performance with ROC analysis ([20, 21]), and concordance assessed by Principal
component analysis PCA [30].

A decision system with three intervals is finally proposed to the expert, with a no-decision
region. Experimental results prove the feasibility and interest of our approach.

2 Stacking regression models

Also called stacked generalization, stacking is a kind of model averaging that combines several
prediction models. It was proposed by Wolpert [32] and further studied by Breiman [7]. Let
fm(xi) be the prediction of yi at point xi using model m (m = 1, ...,M), each model being
linear or non-linear, complex or not. We look for a linear combination with weights wm of the
m predictors which performs best, according to the least squares criterion.

Instead of minimizing directly
∑n
i=1

Ä
yi −

∑M
m=1wmfm (xi)

ä2
, stacking finds the weights

which minimize
∑n
i=1

Ä
yi −

∑M
m=1wmf

−i
m (xi)

ä2
where f−im (xi) is the cross-validated prediction

at xi, not using xi, which avoids giving high weights to complex models with a risk of overfitting.

The final model being ŷ =
∑M
m=1wmfm (x).

It is often recommended to constrain weights to be positive and to sum to 1, if we wish to
interpret weights as posterior probability like in bayesian model averaging (BMA). Clarke [9]
proved that stacking outperforms BMA in a large number of cases. Under the name of blending,
stacking was successfully used in the Netflix competition. Unlike most applications of BMA,
stacking does not need that all models be of the same kind, or that the true model belongs to
the family.

Multicollinearity and partial least square regression (PLS)

Despite predictions coming from the M models are evidently highly positively correlated, there
is no literature about weights stability. Like in regression when multicollinearity is present (Naes
and Indahl, [22]), some kind of regularization is needed and we advocate here the use of PLS
regression ([25, 31]) instead of OLS regression in order to find the weights. Using only one PLS
component is generally enough and ensures the positivity of the weights.
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3 Stacking for a binary response

Straightforward generalization

Surprisingly, few attention has been given to the case where y is a categorical binary variable.
Stacking may be easily generalized to this case by combining probabilities of belonging to y = 1
category obtained by M different models , and using values 1 and 0 (or 1 and −1) for y, since
it is well known that regression of a binary variable is equivalent to discriminant analysis.

PLS-DA proposed by Barker & Rayens [3] and Nocairi & al. [23] for a categorical response
could have been used . However most users prefer logistic regression but logistic regression is
also affected by multicollinearity: PLS- logistic regression from Bastien & al. [2] is thus a good
alternative.

Family of models

The prediction method for a binary outcome corresponds to a variety of problems arising in
statistics. The most known statistical methods of prediction are Fisher’s linear discriminant
function and logistic regression, which have proved their interest in many cases. However, for
complex phenomena (example biology), these methods doesn’t take into account some statistical
problems such as non linear phenomena, multicollinearity... In order to counteract these prob-
lems a lot of statistical models have been developped, belonging to different categories such as
expertise based scoring, decision trees, Bayesian networks, ensemble learning, machine learning
...

The solution proposed in this article is first to choose a member of each family: expert
scoring, sparse PLS discriminant analysis by Chun & Keles [11], näıve Bayesian method by
Hand & Yu [18], boosting by Bühlmann [8] and Support Vector Machine by Cortes & Vapnik
[14].

Interpretation and proposals

Each model, including stacking, provides a probability to be ”Sensitizer”. The comparison of
five models versus the meta-model will be performed by ROC curve analysis. The agreement
between methods will be analyzed by principal component analysis (PCA). Instead of giving a
unique threshold for this probability (eg 0.5), we use a partition into 3 intervals (red, green,
orange) corresponding respectively to ”Sensitizer” conclusion ”No Sensitizer” conclusion and a
no decision (unconclusive).

4 Proposal for the case of small-sized sample and qualitative
outcome

Relevant selection of variables with 6 learning sets

Each method has its own variables selection based on a split into three sub samples: learning,
test and validation.

In order to avoid any bias (not pertinent decision rules) that may be induced by a particular
choice of subsets, the splitting procedure is repeated several times (times six here). The final
selection consists in the variables which were selected in all subsets.
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The following graph (figure 1) represents the process used to build a meta-model and compute
its performances on a learning/test and validation split data set.

After splitting the data (step 1), the original part appeared in the second and third steps
where the learning set is split again into n learning/test subsets. For each, a stacking model
is built after a parametrization phase (as shown in figure 1) and a specific variable selection is
done by cross validation.

The global stacking model (build under the complete learning set) is done using the variables
that have been selected across all the previous meta-models. Then, the biologist/chimist experts
analyze the results (the selected variables, different materials available from the models (rules
from decision tree, PLS coefficients, score results etc)) to check if there is no inconsistency.
Finally, the model performances are computed on the validation set.

Data 
(N observations) 

Step 3 : Parametrisation of the 
specific models (Cf. fig. 2),  

variable selection  
and  stacking models 

Validation set 
(30%) 

Global Stacking  

Stacking model on 
The validation set 

Step 4 : Stacking model on the  
learning set reduced to the  
previous cross meta-model  

selected variables 

Learning set 
(70%) 

1st subsets : 
learning (80%) 

Test (20%) 

qth subsets : 
learning (80%) 

Test (20%) 


 

1st : Stacking 
Meta-model  

qth : Stacking 
Meta-model  


 

Step 2 : Learning set split  
into q subsets 

Step 1 : Data split into learning/ Validation set 

Figure 1: Process of validation rules

The figure 2 shows in details the parametrization process presented in the step 3 above.
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Creation of k-fold cross-validation : the data set 
is partitioned into k equally (or nearly equally)  

sized segments or folds : A(1), A(2), …, A(k) 
each of the K-fold respect the proportion  

of two groups A & B 

Subsequently, k iterations of training and testing  
are performed so that within each iteration a  

different fold of the data is held-out for testing  
while the remaining k-1 folds are used for training 

Research of the optimal parametrization  
for each model by testing their  

performances on the k tests subset (k-folds) 

Example boosting model : These performances              
                                  are represented on this graph 

% of correctly classified in k-fold of training subset 

Number of trees 

% of correctly classified in k-fold of tests subsets 

Number of trees 

2 

3 

4 

5 

The parameters for each model  
are chosen accordingly  

to the best results on the  
k tests subsets (k-fold) 

1 
ith learning 

subset 

6 

Figure 2: Parametrization process for each model

Construction of the learning and test samples

A problem occurs frequently for categorical predictors when the number of observations is small:
some categories may have a null frequency, which makes estimation impossible. Some kind of
stratified sampling is necessary to avoid this drawback. In our data set, the number of predictors
and of their categories is too high to use balanced sampling [15]. The following heuristics is then
used:

� Perform a sampling stratified upon the 2 categories of the outcome

� Reject all samples (learning or test) where a category is missing

� Draw at random k (here k = 6) samples among the remaining samples

5 Application to safety evaluation data

Statutory context

L’Oréal is developing approaches for safety evaluation (skin sensitization) of ingredients by
combining multiple in vitro and in silico test methods.

Skin sensitization

Contact sensitizers are reactive molecules (hapten) that have the ability to modify skin proteins
to form an antigen which will be recognized by specific T cells activated during the sensitization
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process. In addition to the haptenation mechanism, contact sensitizers induce several phenotypic
and functional changes of dendritic cells (DC ) either directly or indirectly through intercellu-
lar signaling pathways implicating keratinocytes, fibroblasts and other skin cells. This rather
complex and still not fully unraveled maturation process of DC induced by contact sensitizers,
allow them, to migrate to the lymphnode, present antigen and prime efficiently hapten-specific
T cells.

Due to the complexity of the skin sensitization process, it is now agreed that alternative
hazard identification and risk assessment need to be addressed by combining a battery of meth-
ods. The aim of the statistic strategy was to combine in silico and in vitro tools, from chemical
reactivity assay to DC -based assay, for the evaluation of skin sensitization.

Data

For this purpose we used a full data set on 165 chemicals composed of 35 different variables, rep-
resenting the results from in silico predictions (Derek, TIMES, Toxtree), from DPRA, MUSST,
Nrf-2 and PGE-2 in vitro assays as well as numerous physico chemical experimental or calcu-
lated parameters.

Results

The following figure shows how we combine 5 supervised classification methods by our stacking
methodology. Four of them are well known (Näıve Bayes, Sparse PLS-DA, Tree boosting, SVM).
The score method developped by field experts is described in the Appendix.

Stacking 
of all the models: 

Optimal prediction 

Input variables 
165 chemicals  data set containing  results  from  all parameters :  
in silico predictions, in vitro test physico chemical experimental  

or calculated parameters and in vivo conclusion 
(Sensitizer     No Sensitizer    ) 

 

Tree Boosting SVM Score Method Naïve Bayes Sparse PLS-DA 

Figure 3: Visualization of the methodology

Each model, including stacking, provides a probability to be Sensitizer.

In this safety application, we have selected 10 variables, among the 35 included, thanks to
the methodology described in figure 1.

COMPSTAT 2012 Proceedings
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As mentioned in the paragraph 1.2, the predictions provided by the five models are evidently
highly positively correlated as shows the following PCA analysis:

Figure 4: Correlation Circle by PCA

Thus, we used the logistics PLS DA [2, 5] instead of Logistic regression in the construction
of stacking meta-model.

Results show that stacking model has better performance than all the other models taken
separately on a larger set.

To illustrate this, the figure 5 present the ROC curves of the models used and the stacking
meta-model. The stacking appears to be the most efficient (blue curve) with the highest area
under the curve (0.949).

Furthermore, we observed that the distribution of the probabilities provided by stacking look
more bimodal than all the other models. Thus stacking leads to the conclusion over a greater
number of chemicals.

As the result, we decided to take into account only high probabilities:

� Chemicals with a probability ≥ 85% are predicted ”Sensitizer”

� Chemicals with a probability ≤ 15% are predicted ”No Sensitizer”

� Chemicals with a probability between those two thresholds are inconclusive

The thresholds of 85% and 15% were proposed by the Integrated Research European project
called OSIRIS [24]. The main objective of OSIRIS being to optimize strategies for risk assess-
ments of chemicals.
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Test Results 

Variables Area

Stacking .949
Boosting .930

SVM .929
Score .934

Sparse PLSDA .929
Bayesian .921

Area Under the Curve

Figure 5: ROC curves of the models

This approach defines a confidence area. For example Boosting model concludes on 40%
(67/165) of chemicals only, compared to Stacking model that concludes on 82% (135/165) of
chemicals, as shown in figure 6.

 

Figure 6: Confidence area of the boosting model and of the stacking model

As described in the methodology (figure 1), we have evaluated the performances on the
validation set (N = 50). The table below shows that the stacking model provides the high-
est response rate (80% of validation set) and the best balance between sensitivity (91%) and
specificity (94.44%).
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True class Predicted class Boosting SVM Score Sparse Bayesian Stacking
Sensitizer Sensitizer 11 19 7 16 19 20

No Sensitizer Sensitizer 0 1 0 1 2 1
Sensitizer No Sensitizer 2 3 1 3 1 2

No Sensitizer No Sensitizer 7 15 13 15 16 17
N 20/50 38/50 21/50 35/50 38/50 40/50

Sensitivity 84.61 86.36 87.50 84.21 95.00 91.00
Specificity 100 93.75 100 93.75 89.00 94.44

Concordance 90 .00 89.47 95.24 88.57 92.00 92.50
Kappa 0.79 0.78 0.89 0.77 0.84 0.85

Table 1: Performance comparisons (take into account only high probabilities (≥ 85% and ≤
15%)) on a validation set (N = 50)

the score technique has the best kappa, but eliminates most of the data, which is not accept-
able from an indusrial point of view.

To achieve this methodology, we have chosen the R environment combined with a web inter-
face where most of these methods were already available. We used the following packages for:
SparsePLS [13], pls [26], rpart [29], adabag [17], SVM [16], penalizedSVM [4] and Stacking [5].

6 Conclusion and perspectives

We have presented in this article improvements and applications of stacking meta-model for a
binary toxicological outcome. This methodology gives a prediction model with better perfor-
mances for the development of alternative approaches in safety evaluation of chemicals than each
of the initial five models separately.

The binary outcome revealed the difficulty to split the data into learning/test subsets. To
overcome this problem we have proposed a specific methodology based on samples stratification.

Various improvements are possible, for example we could add several models such as: Deci-
sion Tree based model on C4.5 [28], Neural Network [1], Multiblock Redundancy Analysis [6],
partitioning around medöıds (PAM: [19])...

Moreover, this methodology can be extended to the multi-class case, in the framework of
safety data: such methodology could potentially predict several ordered categories of potency.
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Appendix

Scoring: Each variable is transformed into a discrete ”sensitizer” score with values -3 -2- 1 +1
+2 +3. The (empirical ) rule is the following for a categorical variable : let m be a category
of this variable; if the number of ”sensitizer” chemicals in m is larger than twice the number of
”no sensitizer” chemicals in the same category, but less than 3 times, the score is equal to 1. If
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No Sensitizer 
Sensitizer 

Exemple : parameter 1  Score Scenario for parameter 1 : 

Conclusion   
for parameter 1 

After having defined the score scenario for each parameter,  
the global score for each chemical is represented as follows : 

Conclusion  for 
9 parameter 

ROC 
curve 

Choice of the threshold : 
Between sensitivity and specificity 

Sensitizer Score 

(+1, +2, +3) 

No Sensitizer Score 

(+1, +2, +3) 

NS 0 -1 

INC 0 0 

S +2 0 

Score Sensitizer 
 

Max Sensitizer 
 

Max No Sensitizer 

Figure 7: Figure 7. Principle for Score Models

the number of ”sensitizer” chemicals in m is larger than 3 times the number of ”no Sensitizer”
chemicals in the same category, but less than 4 times, the score is equal to 2 etc. A symmetric rule
is applied for negative values. For continuous variables, we use thresholds instead of categories.
Partial scores for each chemical may be displayed in a radar chart. The global score is the sum
of partial scores, which leads to a ROC curve.
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