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Abstract--One of the major problems in clustering is the necd 
of specifying the optimal number of clusters in sorne clustering 
algorithms. Sorne block clustering algorithms suffer from the 
sa me limitation that the number of clusters needs to be specified 
by a human user. This problem has been subject of wide research. 
Numerous indices were proposed in order to find reasonable 
number of clusters. ln this paper, we aim to extend the use 
of these indices to block clustering algorithms. Therefore, an 
examination of sorne indices for determining the number of 
clusters in CROKI2 algorithm is conducted on synthetic data 
sets. The purpose of the paper is to test the performance and 
ability of sorne indices to detect the proper number of clusters 
on rows and columns and to compare our new index with sorne 
other indexes .. 

1. INTRODUCTION 

Simultaneous clustering, usually designated by biclustering, 
co-clustering or block clustering, is an important technique 
in two way data analysis. The term was first introduced by 
Mirkin [16] (recently by Cheng and Church in gene expression 
analysis), although the technique was originally introduced 
much earlier by J.Hartigan [13]. The goal of simultaneous 
clustering is to fi nd sub-matrices, which are subgroups of rows 
and subgroups of columns that exhibit a high correlation. A 
number of algorithms that perform simultaneous clustering 
on rows and columns of a matrix have been proposed to 
date. They have practical importance in a wide variety of 
applications such as biology, data analysis, text mining and 
web mining. A wide range of different articles were pub li shed 
dealing with different kinds of algorithms and methods of 
simultaneous clustering. Comparisons of severa! biclustering 
algorithms can be found, e.g., in[!], [2] , [7] or [1 0]. One of the 
major problems of simultaneous clustering algorithms, simi­
larly to the simple clustering algorithms, is that the number 
of clusters must be supplied as a parameter. To overcome this 
problem, numerous strategies have been proposed for finding 

the right number of clusters. However, these strategies can 
only be applied with one way clustering algorithms and there 
is a Jack of approaches to find the best number of clusters in 
block clustering algorithms. In this paper, we are interested by 
the problem of specifying the number of clusters on rows and 
columns in CROKI2 algorithm proposed in [5] . This paper 
is organized as follows. In the next section, we present the 
simultaneous clustering problem. Then in section 4 we present 
CROKI2 algorithm. In section 5 and section 6, we present 
a review of approaches based on relative criteria for cluster 
validity and sorne clustering validity indices proposed in the 
literature for evaluating the clustering results. Moreover, an 
experimental study based on sorne of these validity indices is 
presented in section 7 using synthetic data sets. 

Il. S!MULTANEOUS CLUSTERING PROBLEM 

Given the data matrix A, with set ofrows X = (X1 , . . . , Xn ) 
and set of columns Y = (Y1 , ... , Yn) . ai j • 1 S i S n and 
1 ::; j ::; n is the value in the data matrix A corresponding to 
row i and column j . Simultaneous clustering algorithms aim 
to identify a set of biclusters Bk (Ik, Jk), where h is a subset 
of the rows X and Jk is a subset of the columns Y. h rows 
exhibit similar behavior across Jk columns, or vice versa and 
every bicluster Bk satisfies sorne criteria of homogeneity. 

Y1 y Ym 
x1 an ali a lm 

X ; a i t aii a i m 

X n an! anj anm 

TABLE 1 
DATA MATRIX 
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III . CROKI2 ALGORITHM 

CROKI2 algorithm is applied to contingency tables to iden­
tify a row partition P and a column partition Q that maximises 
Khi2 value of the new matrix obtained by grouping rows and 
columns. CROKI2 consists in applying K-means algorithm on 
rows and on columns alternatively to construct a series of 
couples of partitions (Pn, Qn) that optimizes Khi2 value of 
the new data matrix. Given a contingency table A(X, Y), with 
set of rows X and set of columns Y, the aim of CROKI2 
algorithm is to find a row partition P = (P1 , ... ,PK) com­
posed of K clusters and a column partition Q = (Q1 , ... , QL) 
composed of L clusters that maximizes Khi2 value of the 
new contingency table (P,Q) obtained by regrouping rows and 
columns in respectively K and L clusters. The new contingency 
table T1 (P, Q) is defined by this expression: 

Tl (k , l) = LiEPk LjE Q, Œ;j, k E [1 , ... , K] 

and l E [1, ... , L]. 
Marginal frequencies in table Tl are : 

!kl = LiEPk LjEQ, J;j 
!k. = L iE Pk k 
ll = LjE Q , J_ j 

Inputs of CROKI2 algorithm are: contingency table, number 
of clusters on rows and columns and number of runs. 

IV. CLUSTER VALIDATION IN CLUSTERING ALGORITHMS 

While clustering algorithms are unsupervised learning 
processes, users are usually required to set sorne parame­
ters for these algorithms. These parameters vary from one 
algorithm to another, but most clustering algorithms require 
a parameter that either directly or indirectly specifies the 
number of clusters. This parameter is typically either k, the 
number of clusters to return, or sorne other parameter that 
indirectly controls the number of clusters to return, such 
as an error threshold. Moreover, even if user has sufficient 
domain knowledge to know what a good clustering "looks" 
like, the result of clustering needs to be validated in most 
applications. The procedure for evaluating the results of a 
clustering algorithm is known under the term cluster validity. 
In general terms, there are three approaches to investigate 
cluster validity [9]. The first one is based on the choice 
of an external criterion. This implies that the results of a 
clustering algorithm are evaluated based on a pre-specified 
structure, which is imposed on a data set and reflects user 
intuition about the clustering structure of the data set In other 
words, the results of classification of input data are compared 
with the results of classification of data not participating in 
the basic classification. The second approach is based on the 
choice of an internai criterion. In this case, only input data is 
used for the evaluation of classification quality. The internai 
criteria are based on sorne metrics which are based on data 
set and the clustering schema. The main disadvantage of these 
two methods is their computational complexity. Moreover, 
the indices related to these approaches aim at measuring the 
degree to which a data set confirms an a priori specified 
scheme. The third approach of clustering validity is based 

:MSŒYM_'09 

on the choice of a relative criterion. Here the basic idea is 
the comparlson of the different clustering methods. One or 
more clustering algorithms are executed multiple times with 
different input parameters on the same data set The aim of 
the relative criterion is to choose the best clustering schema 
from the different results. The basis of the comparison is the 
validity index. Severa! validity indices have been developed 
and introduced for each of the above approaches ([8], [9] and 
[Il]). In this paper, we focus only on indices proposed for the 
third approach. 

V. VALIDITY INDICES 

In this section sorne validity indices are introduced. These 
indices are used for measuring the quality of a clustering 
result comparing to other ones which were created by other 
clustering algorithms, or by the same algorithms but using 
different parameter values. These indices are usually suitable 
for measuring crisp clustering. Crisp clustering means having 
non overlapping partitions. 

A. Dunn 's Validity Index 

This index [6] is based on the idea of identifying the cluster 
sets that are compact and weil separated. For any partition of 
clusters, where C; represent the cluster i of such partition, 
the Dunn's validation index, D, could be calculated with the 
following formula: 

D- - d(C, ,C;) 
- rnznl ~ i -o(j ~ K max, ~ · ~ Kd'(C• ) 

where K is the number of clusters, d( C;, C1) is the distance 
between clusters C; and C1 (intercluster distance) and d'(Ck) 
is the intracluster distance of cluster Ck.In the case of con­
tingency tables, the distance used is Chi-2 distance. The main 
goal of the measure is to maximise the intercluster distances 
and minimise the intracluster distances. Therefore, the number 
of clusters that maximises D is taken as the optimal number 
of clusters. 

B. Davies-Bouldin Validity Index 

This index [4] is a function of the ratio of the sum ofwithin­
cluster scatter to between-cluster separation. 

DB _ 1 "' Sn( c>)+Sn(ck,) 
- K L.,k maxk#k' S(c.,c.,) 

where K is the number of clusters, Sn is the average distance 
of ali objects from the cluster Ck to their cluster centre Ck, 

S ( Ck, ck') distance between clusters centres Ck and Ck'. In 
the case of contingency tables, the distance used is Chi-2 
distance. Hence, the ratio is small if the clusters are compact 
and far from each other. Consequently, Davies-Bouldin index 
will have a small value for a good clustering. 

C. Xie- Beni Index 

It was defined by Xie and Beni [li] to measure the com­
pactness and separation of clusters. Xie-Beni index validity 
is the combination of two functions. The first calculates the 
compactness of data in the same cluster and the second 
computes the separateness of data in different clusters. Let 
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XB represent the overall validity index, Ti be the compactness 
and s be the separation of the c-partition of the data set The 
Xie-Beni validity can now be expressed as: 

XB=~ 

where 

and 

K is the number of clusters and dmi n is the minimum chi-2 
distance between cluster centres Ck and Ck', given by 

Smaller values of Ti indicate that the clusters are more 
compact and larger values of s indicate that the clusters are 
weil separated. Thus, a smaller index reftects that the clusters 
have greater separation from each other and are more compact. 
s was originally proposed to identify separation for fuzzy c­
partitions, and J.Lik is the membership degree criterion of the 
object Xi in the cluster Ck, we propose: 

D. CS Index 

J.Lik = 1 if Xi E Ck 

J.Lik = o if x i tt ck 

CS Index proposed in [3] is a combination between clusters 
diameters and minimum distance between clusters centers. It 
is computed as follows: 

where d is a chi-2 distance function, K is the number 
of clusters and ICkl is the number of elements in cluster Ck. 

CS index is a function of the ratio of the sum of within-cluster 
scatter to between-cluster separation. It deals with clusters 
with different densities and/or sizes and has a small value for 
a good clustering. 

E. Chi2 penalized index 

The Chi2 value is another index of good clustering. In fact, 
CROKI2 tries to find partitions on rows and columns that 
maximize the Chi2 value of the new matrix generated by new 
partitions. Therefore, Chi2 value increases when the number of 
clusters increases_ Its maximum value is obtained when each 
row and each column is affected to a cluster. That is why this 
index needs to be penalized by KxL, where K is the number of 
clusters on rows and L is the number of clusters on columns. 
Chi-2 penalized index could be calculated with the following 
formula: 

Chi2P= C~Q) 
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VI. EXPERIMENTAL RESULTS 

CROKI2 algorithm uses k-means to cluster rows and 
columns. Therefore, the number of clusters needs to be spec­
ified by user. Once CROKI2 is applied to data set, we use ali 
indices presented above to validate clustering alternatively on 
rows and columns. For our study, we used 3 synthetic two­
dimensional data sets further referred to as DataSetl, DataSet2 
and DataSet3. DataSetl is composed of 6000 rows and 4000 
colurnns generated around 5 clusters on rows and 4 clusters 
in columns. DataSet2 is composed of 4000 rows and 4000 
colurnns generated around 4 clusters on rows and 4 clusters 
in colurnns. DataSet3 is also composed of 5000 rows and 4000 
columns generated around 6 clusters on rows and 4 clusters 
in colurnns (See table Il) . 

Ist 
6000x4000 
(5,4) 

2nd 
5000x4000 

(4,4) 

TABLE JI 
DATASETS TABLE 

3rd 
5000x4000 

(6,4) 

Tables below summarize the results of the validity indices 
( DB, Dunn, CS, Xie-Beni, Chi2 penalized), for different 
clustering schemes of the above-mentioned data sets as re­
sulting from the simultaneous clustering using CROK12 with 
its input value (number of clusters on rows and columns), 
ranging between 2 and 8. Indices Chi2 penalized, Dunn and CS 
propose the partitioning of rows of DataSet 1 into five clusters 
and its columns into four clusters which is the correct number 
of clusters fitting the data set while DB and Xie-Beni indexes 
select five clusters on rows and five clusters on columns as 
the best partitioning (See table III). 

DataSeti Ist 2nd 3rd 
DB (5,5) (5,6) (5,4)(6,5) 
Dunn (5,4) (6,4) (5,5)(6,5) 
cs (5,4)(5,6) (6,4)(6,6) (5,5) 
Xie-Beni (5,5) (5,4)(6,5) (6,6) 

Chi2 (5,4) (6,4) (5,6) 
.JKXL 

TABLE III 
DATASET I BICLUSTERING 

DataSet 2 lst 2nd 3rd 
DB (4,4) (3,3) (3,5) (5,5)(5,4) 
Dunn (4,4) (3,3) (4,3) (4,5) 
cs (4,4) (3,3)(5,4) (4,5) 
Xie-Beni (4,4)(3,3) (3,4)(5,4) (3,5)(4,5) 

Chi2 (4,4) (4,5) (5,4) .,fKX7; 

TABLE IV 
DATAS ET 2 BICLUSTERING 

Also, ail indices propose four clusters on rows and colurnns 
as the best partitioning for DataSet2 (See table IV). In the case 
of DataSet3, DB and Dunn fi nd the correct number of clusters 
on rows and columns (i.e. six clusters on rows and 4 clusters 
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on columns) on the contrary to Chi2 penalized index, CS and 
Xie-Beni, which propose four clusters on rows and columns 
as the best partitioning (See table V). 

DataSet 3 lst 2nd 3rd 
DB (6,4) {4,4) (6,5)(5,4) 
Dunn (6,4)(4,4) (4,3) (4,5) 
cs (4,4) (5,4)(4,5) (6,4) 
Xie-Beni (4 ,4) (6,4) {6,5)(4,6) 

C h i2 {4,4) (5,4) {4,5) 
K xL 

TABLE V 
DATASET 3 BICLUSTERJNG 

VII. CONCLUSION 

In this paper, we proposed to ex tend the use of sorne indices 
used initially for classic clustering to biclustering algorithms, 
especially CROKI2 algorithm for contingency tables. Experi­
mental results show that these indices are able to find correct 
number of clusters when applied with biclustering algorithms 
orto give an indication of a partitioning th at best fits a data set. 
The Chi2 penalized is also able in sorne cases to find the best 
partitioning but it can only be used with CROKI2 algorithm. 
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