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INTRODUCTION 

PLS path modeling is widely used in marketing applications. It is based on linear equations. 

However, in practical applications, many relations cannot be regarded as linear. For example, 

the relations between satisfaction and its attributes are nonlinear (Mittal et al., 1998). In this 

paper, we present a two step approach in order to include nonlinear relationships between 

manifest and latent variables.  

We use a certain type of data transformation, often called optimal scaling, with monotonic B-

spline optimal transformations of the manifest variables prior to PLS path modeling.  

Combining optimal scaling methods and structural equation models is not new; LISREL users 

already perform these kinds of variables transformation using maximum likelihood estimation 

(Meijernick, 1995). De Leeuw (1988) advocated a two-step approach and Hwang and 

Takane (2002) presented an alternative approach to PLS path modeling which facilitates the 

use of optimal scaling but nothing has been made in the PLS path modeling framework. This 

can be explained by the lack of global optimization criterion. In this paper, we decided to stay 

in a general context with no global criterion. We focused on the outer model thinking in term 

of nonlinear principal components analysis (nonlinear PCA, Young et al., 1978). PLS path 

modeling is based on the estimation of latent variables as composite variables of their own 

manifest variables. They are created as linear combination in the space of their own manifest 

variables which makes it relevant to use nonlinear PCA. In the practical applications; we 

present a comparison between classical PLS path modeling and B-spline transformed PLS 

path modeling on customer satisfaction data. 

 

A TWO-STEP APPROACH  

We introduce prior to PLS path modeling algorithm, an optimal scaling technique, to obtain 

parameters of the transformations of the manifest variables. Let  be the manifest variables kX



associated to latent variable kξ . We try to find a vector of function  with kB ( )k k =B X Xk

)

 

maximises the correlation with the m first principal components of the PCA on that block 

(Coolen et al., 1982). The loss function to be minimised for block k is: 
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over ,  and with . Where  is a kX kG kF 1k k′ =X X kG m r×  matrix of m component’ scores on 

r components, and  is a  matrix of n loadings on the r components. For identification 

purposes it is conventional to impose 
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In order to obtain the parameter estimation, we use alternating least squares estimation 

method based on Young (1981). First the parameters of the PCA are estimated with a fixed 

transformation of ; second the parameters of the transformation  are estimated with 

fixed PCA parameters. This process is iterated until convergence. We, thus, maximise the 

correlation between the transformed variable and the first principal component which is 

usually very close to the latent variables score.  

kX kB

We focus on monotonic B-splines because of their interesting properties (De Boor, 1978). B-

splines can be computed with simple recursive formulas, they form an orthonormal basis and 

they are attractive for the nonlinear analysis of continuous numerical variables. We use 

monotonic transformations to facilitate their interpretation in the PLS path modeling 

framework. Once the transformations estimated, transformed manifest are included in the 

model and PLS path modeling is applied. 

 

APPLICATIONS 

We present an application in the marketing domain, on customer satisfaction survey data. The 

structural equation model is defined in figure 1 and manifest variables are on scales between 1 

and 10.  

We obtain parameter estimations of the transformations by alternating least squares and 

nonlinear PCA. These data are included in the PLS path modeling treatment of the data. In 

order to obtain the knots and degrees of the B-splines, we conduct a search based on a 

hierarchical clustering algorithm (as in Durand, 2001) in order to maximize the GoF 

(Tenenhaus et al., 2005). It appears that the best transformations of the variables are obtained 

with quadratic splines with 2 knots. 



We transform all the manifest variables of our model and present the results in table 1 

comparing them to the classical PLS path modeling case. 
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Figure 1: Structural model 

 

Method GoF  2R  2H  2F  Mean of Cronbach’s α  

B-spline PLS-PM 0.523 0.464 0.591 0.283 0.786 

Classical PLS-PM 0.507 0.449 0.573 0.270 0.777 
Table 1: Main results with B-spline transformed manifest variables 

 

It appears that most indexes (see Tenenhaus et al. (2005) for a presentation) are improved 

when using transformed data. It should be pointed out that manifest variables associated to the 

perceived value and the reputation are not changed because relations appeared to be already 

linear. A simulation study should be applied in order to validate these results. 

 

DISCUSSIONS 

This procedure makes it possible to use transformed data in the PLS path modeling 

framework. Using monotonic transformation makes it possible to interpret structural 

coefficients of the model. Furthermore, the visualization of the transformation helps the 

researcher in finding the global behaviour of the customers on that variable. 

 

This short presentation shows that including nonlinear transformation in structural equation 

models can be simple and can add quality of explanation to the model. However important 

shortcomings have to be pointed out, first using a nonlinear PCA does not include the 



structural model in the estimation of the transformation. It focuses even more on the outer 

model. Second, a global criterion should have been used in order to obtain a global optimal 

transformation. However, global criterions exist but depend on the choice of the outer and 

inner weights schemes. Our approach can be applied in all case to understand how manifest 

variables are connected to their own latent variables. Of course, many more research should 

be done in order to improve results and understand properties of this approach. 
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