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In this work we analyse the effect of missing data in hierarchical classification of 

variables according to the following factors: amount of missing data, imputation 

techniques, similarity coefficient, and aggregation criterion. We have used two methods 

of imputation, a regression method using an ordinary-least squares method and an EM 

algorithm. For the similarity matrices we have used the (unweighted) basic affinity 
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as defined for instance in 

Bacelar-Nicolau(2000).and the Bravais-Pearson correlation coefficient  

In this work we are interested in the classification of variables. We use the following 

hierarchical aggregation criteria as defined in Anderberg(1973): 

Average linkage ( ) ( ) ( ) ( )∑
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Single linkage ( ) ( ){ }B'jX,AjX,'jX,jXcmaxB,AC ∈∈= and 

Complete linkage (CL): ( ) ( ){ }BX,AX,X,XcminB,AC 'jj'jj ∈∈= where A and B represent 

two clusters and c is a similarity coefficient between two variables (Xj , Xj’ are ( 1×n ) 

variables ). 

In order to compare hierarchical classification models, we will use the Spearman’s 

coefficient – cs - between the ultrametic matrices, based on pairs of observations with 

the usual correction for ties. 

In the present study we use a set of real data – Personality development data (Geada, 

M.(1998)) - under the reference hypothesis that the data are issued from a multinormal 

population (Saporta(1990)). 

The missing data problem has been dealt in a large number of papers and books where 

several methods to minimise missing data effect have been developed (Little and 

Rubin(1987), Dempster, Laird and Rubin(1977), among others).  
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In this work we are particularly interested in the data missing at random. The expression 

of the general notion of MAR can be then written as: ( ) ( )obsXRobPrmisX,obsXRobPr = , 

where obsX represents the observed values of Xn×p, misX  the missing values of Xn×p and 

[ ]ijRR =  is a missing data indicator, 
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We have been studing –whith simulation experiments - the performance of the affinity 

and the Pearson’s correlation coefficients as measures of similarity between variables, 

in hierarchical classification in presence of missing data, and when the missing data are 

filled-in using the two imputation methods as mentioned. Here we are interested to do a 

similar study over the observed data. This study with the real data is not exactly the 

same as the simulation experiments, the second one deals with five variables (with 

multinormal distribution), the data is missing over two variables - 10%, 15% and 20% 

(over the total of the data – each of the 1000×5 matrices) – 25%, 37,5% and 50% of 

missing data (MD) over two variables. Here we have seven variables (a 181x7 matrix) 

and we take of the data on one variable (25%, 37,5% and 50% of MD). 

When one analysis the structure of the complete data we find two main groups –

“objective behaviour”/”cognitive emotional behaviour” - {transgressive, delinquency} 

and {nurturance, health separation, selfconcept, family function, Coping skills} as it 

was expected, in terms of psycological dimentions. The obtained results were also 

mathematicaly expected - the basic afinity coefficient revels once more rubuster than 

the correlation coefficient, the structure obtained using the basic affinity coefficient is 

exactly the same for the three methods (with the complete data), while using the 

Pearson’s coefficient the hierarchical classification structures are not the same, but the 

ultrametrics are ”significantly correlated”, also better results are obtained in presence of 

MD using the basic affinity coefficient. 

Keywords: Missing Data, Hierarchical Cluster Analysis, Affinity Coefficient, Pearson’s 

Coefficient, Spearman’s Coefficient, Ultrametric, OLS method, EM Algorithm, 

Personality development. 
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