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Computing the Codimension of the Singularity at the Origin for Delay Systems in The Regular Case: A Vandermonde-Based Approach

Islam Boussaada, Dina-Alina Irofti and Silviu-Iulian Niculescu

Abstract—The analysis of time-delay systems mainly relies on the identification and the understanding of the spectral values bifurcations when crossing the imaginary axis. One of the most important type of such singularities is when the zero spectral value is multiple. The simplest case in such a configuration is characterized by an algebraic multiplicity two and a geometric multiplicity one known as Bogdanov-Takens singularity. Moreover, in some circumstances the codimension of the zero spectral value exceeds the dimension of the delay-free system of differential equations. To the best of the authors’ knowledge, the bound of such a multiplicity was not deeply investigated in the literature. This paper provides an answer to this question for time-delay systems with linear part characterized in the Laplace domain by a quasipolynomial function with non sparse polynomials and without coupling delays.

Index Terms—Zero singularity, Eigenvalues multiplicity, Time-delay systems, Center Manifold.

I. INTRODUCTION

Generally speaking, an $n$-dimensional linear system of ordinary differential equations $\dot{x} = Ax$, where $x \in \mathbb{R}^n$ and $A \in \mathcal{M}_n(\mathbb{R})$ admits $n$ spectral values that are the $n$ eigenvalues of the matrix $A$. Thus, the codimension of a given spectral value can be at most the dimension of the state space. Likewise, this can be seen from the associated characteristic equation which is a polynomial of degree $n$ in the Laplace variable and has at most $n$ complex roots.

However, when dealing with time-delay systems the situation is different. Consider the following infinite-dimensional system with $N$ constant delays:

$$\dot{x} = \sum_{i=0}^{N} A_i x(t - \tau_i)$$

where $x = (x_1, \ldots, x_n)$ denotes the state-vector, under appropriate initial conditions belonging to the Banach space of continuous functions $C([-\tau_N, 0], \mathbb{R}^n)$. Here $\tau_i, i = 1, \ldots, N$ are strictly increasing positive constant delays and $\tau_0 = 0$, the matrices $A_i \in \mathcal{M}_n(\mathbb{R})$ for $i = 0, \ldots, N$, then the associated characteristic equation is a transcendental equation in the Laplace variable $\lambda$ in which appears exponential terms induced by delays. Under some restrictions on the matrices $A_i$, the system has a characteristic function $\Delta : \mathbb{C} \times \mathbb{R}^N_+ \to \mathbb{C}$ of the form:

$$\Delta(\lambda, \tau) = P_0(\lambda) + \sum_{i=1}^{N} P_i(\lambda) e^{-\tau_i \lambda}$$

or shortly $\Delta(\lambda)$. Without any loss of generality, assume that the polynomial $P_0$ is monic polynomial of degree $n$ in $\lambda$ and the polynomials $P_i$ are such that $\deg(P_i) \leq (n-1), \forall 1 \leq i \leq N$. Note that the integer $n$ is nothing else than dimension of the delay-free differential equations associated with system (1). One can prove that the quasipolynomial function (2) admits an infinite number of zeros, see [1], [2].

The study of zeros of (2) plays a crucial role in the analysis of asymptotic stability of the zero solution of system (1). Indeed, the zero solution is asymptotically stable if all the zeros of (2) are in the open left half complex plane [3]. Accordingly to this definition, the parameter space which is spanned by the coefficients of the polynomials $P_i$, can be split into stability and instability domains (Nothing else that the so-called D-decomposition, see [3] and references therein). These two domains are separated by a boundary corresponding to a spectra consisting in roots with zero real parts and roots with negative real part. Moreover, under appropriate algebraic restrictions, a given root associated to that boundary can have high multiplicity. In this work we are concerned by the codimension of the zero spectral value. The typical example for non-simple zero spectral value is the Bogdanov-Takens singularity which is characterized by an algebraic multiplicity two and a geometric multiplicity one. Cases with higher order multiplicities of the zero spectral value are known to us as generalized Bogdanov-Takens singularities. Those types of configurations are not necessarily synthetically and are involved in concrete applications. Indeed, the Bogdanov-Takens singularity is identified in [4] where the case of two coupled scalar delay equations modeling a physiological control problem is studied. In [5], this type of singularity is also encountered in the study of coupled axial-torsional vibrations of an oilwell rotary drilling system. Moreover, the paper [6] is dedicated to this type of singularities, codimensions two and three are studied and the associated center manifold are explicitly computed. Commonly, the time-delay induces desynchronizing and/or destabilizing effect on the dynamics. However, new theoretical developments in control of finite-dimensional dynamical systems suggest the use of delays in the control laws for stabilization purposes. For instance, the papers [7], [8] are concerned by the stabilization of the inverted pendulum by delayed control laws and furnish concrete situations where the codimension of the zero spectral value exceeds the number of the coupled scalar equations.
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modeling the inverted pendulum on cart. In [7], the authors prove that delayed proportional-derivative (PD) controller stabilizes the inverted pendulum by identifying a codimension three singularity for a system of two coupled delayed equations. In [8], the same singularity is characterized by using a particular delay block configuration. It is shown that two delay blocks offset a PD delayed controller. Although the algebraic structure of the multiplicity problem makes the finite aspect of such a codimension evident, to the best of the authors’ knowledge, the question: on the upper bound of the codimension of the zero spectral value did not receive a complete characterization.

In this paper, we investigate this type of singularity and give an answer to the question above. This work is motivated by the fact that the knowledge of such information is crucial when dealing with a nonlinear analysis and the center manifold computations are involved. Indeed, when the zero spectral value is the only eigenvalue with zero real part, then the center manifold dimension is none other than the codimension of the generalized Bogdanov-Takens singularity [9], [10], [11], [12].

The effective method elaborated in this paper emphasizes the connexions between the codimension problem and Generalized confluent Vandermonde matrices. To the best of the author knowledge, the first time the Vandermonde matrix appears in a control problem is reported in [13], where the controllability of a finite dimensional dynamical system is discussed. Indeed, when the zero spectral value is the only eigenvalue with zero real part, then the center manifold dimension is none other than the codimension of the characteristic function of the generalized Bogdanov-Takens singularity with codimension three is identified in [8] by using $D = a \theta(t - \tau_1) + b \theta(t - \tau_2)$. Motivated by the technological constraints, it is suggested in [8] to avoid the use of the derivative gain that requires the estimation of the angular velocity that can induce harmful errors for real-time simulations and propose a multi-delayed-proportional controller $D = \gamma_1 \theta(t - \tau_1) + \gamma_2 \theta(t - \tau_2)$. This choice is argued by the accessibility of the delayed state by simpler sensor. When we set $\epsilon = \frac{3}{2}$, the associated quasipolynomial characteristic function $\Delta$ becomes:

$$\Delta(\lambda) = \lambda^2 - \frac{16}{7} + \frac{16 \gamma_1}{7} e^{-\lambda \tau_1} + \frac{16 \gamma_2}{7} e^{-\lambda \tau_2}.$$

A zero singularity with codimension three is identified in [8]. Moreover, it is shown that the upper bound of the codimension for the zero singularity for (3) is three and this configuration is obtained when the gains and delays satisfy simultaneously:

$$\gamma_1 = \frac{7}{7 + 8 \tau_1}, \quad \gamma_2 = \frac{8 \tau_1^2}{-7 + 8 \tau_1^2}, \quad \tau_2 = \frac{7}{8 \tau_1}.$$

III. MAIN RESULTS

Let us first recall some useful definitions:

A polynomial $P$ of degree $n$ is said to be sparse when $P(x) = \sum_{k=0}^{n} a_k x^k$ and $\prod_{k=0}^{n} a_k = 0$, see for instance [17].

In the sequel, by regular quasipolynomial we understand the situation when the polynomials $P_i$ in (2) for $i = 1, \ldots, N$ are not sparse i.e. $\forall i = 1, \ldots, N$ and $\forall k = 0, \ldots, \deg(P_i)$ we assume that $a_{i,k} \neq 0$.

The main result can be summarized as follows:

**Proposition 1:** The codimension of zero singularity of the regular characteristic quasipolynomial function $\Delta$ given by (2) cannot be larger than $N(n_0 + 1) + n$, where $N$ is the number of the nonzero distinct delays and $n$ is the degree of $P_0$ and $n_0$ is the upper degree of the polynomial family $P_i$, for $1 \leq i \leq N$.

The proof of can be found in appendix.

**Remark 2:** Please notice that several other notions can be encountered in the literature describing sparsity. Among others we mention the lacunary polynomials [18].

**Remark 3:** In the light of the result of Proposition III, we are able to establish the codimension’s upper bound of the zero singularity of the characteristic quasipolynomial function $\Delta$ when all its parameters are left free. Indeed, in such a case, it is assumed that $n_0 = \max_{1 \leq i \leq N} \deg(P_i)$ is exactly $n - 1$ and thus we claim:

The codimension of zero singularity of the characteristic quasipolynomial function $\Delta$ given by (2) cannot be larger than $(N+1)n$, where $N$ is the number of the nonzero distinct delays.
delays and \( n \) is the degree of \( P_0 \). This bound is the same as the one from the Polya-Szegö result in [19] which gives a bound for the number of quasipolynomial roots that are contained in a given horizontal strip. Note that the proof of Polya-Szegö result is based on Rouche theorem, however, in this paper, we established a constructive approach.

Remark 4: It is important to emphasize that the codimension’s upper bound exceeds the number of free parameters involved in the quasipolynomial function \( \Delta \). Indeed, the number of free parameters is \( N(n+1)+n \) which is greater than \( (N+1)n \).

IV. LINK WITH VANDERMONDE MATRICES

In the sequel, by generalized confluent Vandermonde matrix \( W \) we associate to a given positive integer \( s \geq 0 \) the square matrix defined by:

\[
W = [W_1 W_2 \ldots W_M] \in \mathcal{M}_s(\mathbb{R}),
\]

where \( W_i = [f(x_1) f(1)(x_1) \ldots f(d_i-1)(x_1)] \)

\[
\sum_{i=1}^{d_i} d_i = \delta \quad \text{and} \quad f(x_i) = [x_i^0 \ldots x_i^{\delta-1} \ldots x_i^{\delta-1+s-1}]^T, \quad \text{for} \ 1 \leq i \leq M.
\]

When \( s = 0 \), the matrix \( W \) is said a confluent Vandermonde matrix and thus \( f(x_i) = [1 x_i x_i^2 \ldots x_i^{\delta-1}]^T \). If in addition, \( d_i = 1 \) for \( i = 1 \ldots N \) then \( W \) is assumed to be a square matrix.

Let \( \xi \) stands for the vector composed from \( x_1 \) counting their repetition \( d_i \) through columns of \( W \), that is

\[
\xi = (x_1, \ldots, x_1, \ldots, x_M, \ldots, x_M).
\]

For instance one has \( \xi_1 = x_1 \) and \( \xi_{d_1+d_2+1} = \xi_{d_1+d_2+2} = x_3 \). In the light of the above notations and under the setting \( d_0 = 0 \), without any loss of generality: \( \xi_k = \xi_{d_0+\ldots+d_r+k} \) where \( 0 \leq r \leq M-1 \) and \( \alpha \leq d_{r+1} \), here \( \rho(k) \) denotes the index of component of \( x \) associated with \( \xi_k \), that is \( \rho(k) = \xi_k \) and by \( \sigma(k) \) the order of \( \xi_k \) in the sequence of \( \xi \) composed only by \( x_{\rho(k)} \).

Obviously, \( \rho(k) = r+1 \) and \( \sigma(k) = \alpha \).

The following theorem provides the \( LU \)-factorization of the matrix \( W \).

Theorem 5: Given the generalized confluent Vandermonde matrix (4)-(6), the unique \( LU \)-factorization with unitary diagonal elements \( L_{i,i} = 1 \) is given by the formulae:

\[
L_{i,i} = x_{i-1}^{-1} \quad \text{for} \quad 1 \leq i \leq \delta;
\]

\[
U_{i,i} = W_{i,i} \quad \text{for} \quad 1 \leq i \leq \delta;
\]

\[
L_{i,i} = L_{i-1,i-1} + L_{i-1,i} \xi_i \quad \text{for} \quad 2 \leq \delta \leq i,
\]

\[
U_{i,i} = (\sigma(l) - 1) U_{i-1,i-1} + U_{i-1,i} (x_{\rho(l)} - \xi_{i-1}) \quad \text{for} \quad 2 \leq i \leq l.
\]

The proof of the above theorem is given in [20].

V. ILLUSTRATION OF CODIMENSION \( N(n_0 + 1) + n \) AND CONTROLLING GENERALIZED BOGDANOV-TAKENS SINGULARITY

A natural consequence of Proposition 1 is to explore the situation when the codimension is equal to \( N(n_0 + 1) + n \) that is the codimension of zero singularity reaches its upper bound and, particularly, when the codimension is equal \((N + 1)n\) we say that the codimension of zero singularity reaches its optimal value. Examples below complete the introductory motivating example.

A. Two coupled scalar equations with two delays: the codimension’s upper bound

Consider the system of two coupled scalar equations with two time-delays:

\[
\begin{align*}
\dot{x} &= \sum_{k=0}^{2} A_k x(t - \tau_k),
\end{align*}
\]

where the real valued matrices \( A_k \) are such that:

\[
A_0 = \begin{pmatrix} 0 & b_{1,2} \\ b_{2,1} & b_{2,2} \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & c_{2,1} \\ c_{2,2} & c_{2,2} \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 \\ d_{2,1} & d_{2,2} \end{pmatrix}.
\]

The associated characteristic matrix is given by

\[
C(\lambda) = \begin{pmatrix} \lambda - b_{1,2} \\ C_{2,1} & C_{2,2} \end{pmatrix},
\]

where \( C_{2,1} = -b_{2,1} - e^{-\lambda} c_{2,1} - e^{-\lambda} c_{2,2}, \quad C_{2,2} = \lambda - b_{2,2} - e^{-\lambda} c_{2,1} - e^{-\lambda} c_{2,2} \) such that the associated characteristic transcendental function \( \Delta \) becomes:

\[
\Delta(\lambda, \tau) = \lambda^2 - \lambda b_{2,2} - b_{1,2} b_{2,1} + (-b_{1,2} c_{2,1} - \lambda c_{2,2}) e^{-\lambda \tau_1} + (-b_{1,2} d_{2,1} - \lambda d_{2,2}) e^{-\lambda \tau_2}.
\]

To identify the parameter values characterizing a zero singularity of codimension 6 we have to compute the variety \( \mathcal{V} \) associated with the ideal \( I \) such that:

\[
I = \langle b_{1,2} c_{2,1} + b_{1,2} d_{2,1} + b_{1,2} b_{2,1},
\]

\[
-2 \tau_1 c_{2,2} + b_{1,2} c_{2,1} \tau_1^2 - 2 \tau_2 d_{2,2} + b_{1,2} d_{2,1} \tau_2^2 - 2,
\]

\[
3 \tau_1^2 c_{2,2} - b_{1,2} c_{2,1} \tau_1^3 + 3 \tau_2^2 d_{2,2} - b_{1,2} d_{2,1} \tau_2^2,
\]

\[
-4 \tau_1^3 c_{2,2} + b_{1,2} c_{2,1} \tau_1^4 - 4 \tau_2^3 d_{2,2} + b_{1,2} d_{2,1} \tau_2^4,
\]

\[
5 \tau_1^4 c_{2,2} - b_{1,2} c_{2,1} \tau_1^5 + 5 \tau_2^4 d_{2,2} - b_{1,2} d_{2,1} \tau_2^5.
\]

Proposition 6: The system (7)-(8) admits a zero singularity of codimension 6 if and only if \( b_{1,2}^2 + d_{2,1}^2 \neq 0 \) and one of the following assertions hold:

1) \( d_{2,1} = 0 \) and

\[
\begin{align*}
b_{2,2} &= 324 \quad \text{and} \quad c_{2,2} = 27 \quad \text{and} \quad d_{2,2} = 25 \quad \text{and} \quad \tau_1 = 5 \tau_2 \quad \text{and} \quad \tau_2 = 3.
\end{align*}
\]

2) \( d_{2,1} \neq 0 \) and

\[
\begin{align*}
b_{2,2} &= 324 \quad \text{and} \quad c_{2,2} = 27 \quad \text{and} \quad d_{2,2} = 25 \quad \text{and} \quad \tau_1 = 5 \tau_2 \quad \text{and} \quad \tau_2 = 3.
\end{align*}
\]
Moreover, for these two cases, the zero singularity belong to the class of generalized Bogdanov-Takens type (geometric multiplicity one).

**Proof:** Let us consider first the case where \( b_{1,2} = d_{2,1} = 0 \). Then, the ideal \( I \) becomes:

\[
I = c_{21} + d_{2,2} + b_{2,2}, -2 - 2 \tau_1 c_{22} - 2 \tau_2 d_{2,2},
3 \tau_2^2 c_{22} + 3 \tau_2^2 d_{2,2} - 4 \tau_3^3 c_{22} - 4 \tau_3^3 d_{2,2},
5 \tau_1^3 c_{22} + 5 \tau_1^3 d_{2,2},
\]

which has an empty variety. Otherwise, \( b_{2,2}^2 + d_{2,1}^2 \neq 0 \) and the ideal \( I \) consists on linear equations (when \( \tau \) is considered as a parameter). The vanishing of such equations allows to a linear system \( M_2 a = 0 \), where \( M_2 \in \mathcal{M}_n(\mathbb{R}[\tau]) \), leading to the two complementary sub-varieties given in the Proposition statement. Moreover, when \( d_{2,1} = 0 \), the characteristic matrix is written

\[
\lambda = \left( \begin{array}{cc}
324 - e^{-\frac{2}{5} \lambda} \tau_2^2 & -b_{1,2} \\
-25 & \lambda - 32 \frac{2}{5} \tau_2 - 27 - 10 e^{-\frac{2}{5} \lambda} \tau_2 - 25 - 2 e^{-\frac{2}{5} \lambda} \tau_2 
\end{array} \right)
\]

and the zero singularity has only one eigenvector \((1,0)^T\) and a basis \( \Phi \) for the associated generalized eigenspace \( \Phi_1(\theta) = \left[ \phi_{k_i} \right] \), with \( \phi_{11} = 1, \phi_{21} = 2 + \theta, \phi_{31} = 3 + 2 \theta + \theta^2, \phi_{41} = 2 + 3 \theta + \theta^2 + \theta^3, \phi_{51} = 1 + 2 \theta + \frac{3 \theta^2}{2} + \frac{3 \theta^2}{3} \), \( \phi_{61} = 1 + \theta + \theta^2 + \frac{\theta^3}{2} + \frac{\theta^3}{4} + \frac{\theta^3}{6} \), \( \phi_{12} = 0, \phi_{22} = \frac{\theta^2}{2}, \phi_{32} = \alpha + \frac{\theta^2}{2}, \phi_{42} = \frac{\theta^2}{2} + \theta + \frac{\theta^3}{4} + \frac{\theta^3}{6}, \phi_{52} = \alpha + \frac{\theta^2}{2} + \frac{\theta^2}{3} + \frac{\theta^2}{5} + \frac{\theta^2}{6} \), \( \phi_{62} = \alpha + \frac{\theta^2}{2} + \frac{\theta^2}{3} + \frac{\theta^2}{4} + \frac{\theta^2}{6} \), where \( \alpha = \frac{\tau_1^3}{\tau_2^3} - \frac{\tau_1^3}{\tau_2^3} \).

**B. Double inverted pendulum with delayed feedback**

We consider a double inverted pendulum described in figure 2, where \( \theta_1, \theta_2 \) are the angular position of the lower and upper pendulum with respect to the vertical axis, and \( r \) is the position of the cart with respect to a reference point.

The space-time representation of the system is (for more details [21] and [22]):

\[
\dot{x}(t) = A_0 x(t) + A_1 x(t - \tau_1) + A_2 x(t - \tau_2),
\]

where \( x = (\theta \ \dot{\theta})^T \in \mathbb{R}^6, 1 \leq i \leq 2, \)

\[
A_0 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
A_1 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
A_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\gamma_{i1}, \gamma_{i2} \text{ above are the gains of the command } u \text{ of the form}
\]

\[
u = \gamma_{11} \theta_1(t - \tau_1) + \gamma_{12} \theta_2(t - \tau_1) + \gamma_{21} \theta_1(t - \tau_2) + \gamma_{22} \theta_2(t - \tau_2),
\]

and \( \tau_1 \) and \( \tau_2 \), satisfying \( 0 < \tau_1 < \tau_2 \) are the delays.

**The characteristic equation of (9) is det(\Delta(\lambda, \tau), \tau) = 0, where the characteristic transcendental function \( \Delta(\lambda, \tau) = \lambda I_6 - A_0 - A_1 e^{-\lambda \tau_1} - A_2 e^{-\lambda \tau_2} \) can be written as:**

\[
\Delta(\lambda, \tau) = P(\lambda) + \sum_{i=1}^{2} P_i(\lambda)e^{-\lambda \tau_i},
\]

\[
P(\lambda) = \lambda^6 - \frac{5}{3} \lambda^4 + \frac{86436}{23} \lambda^2, \quad P_i(\lambda) =
\]

\[
= -\frac{12}{23} \lambda^4 \gamma_{11}^2 + \frac{36}{23} \lambda^4 \gamma_{11} - 10584 \frac{1}{115} \gamma_{11} \lambda^2 - 3528 \lambda^2 \gamma_{11}.
\]

**Proposition 7:** Under the effect of the delayed feedback given by (10) the multiplicity of the zero spectral value for system (9) is at most 7.

**Proof:** It is easy to see that \( \Delta(0) = \Delta'(0) = 0 \), since \( \lambda^2 \) is a common factor for all \( P_i \), with \( i \in \{0, 1, 2\} \). Moreover, if \( \gamma_{11} \) has the form (11), with the parameters \( \gamma_{12}, \gamma_{21} \) and \( \gamma_{22} \) left free,

\[
\gamma_{11} = \frac{245}{6} - \frac{5}{3} \gamma_{22} - \gamma_{21} - \frac{5}{3} \gamma_{12},
\]

then the multiplicity at the origin is at least 3, since \( \Delta(0) = 0 \). Next, we compute the third derivative of \( \Delta(0) \), under the condition (11), in order to check if there is a real set of \( (\gamma_{11}, \gamma_{12}, \gamma_{21}, \gamma_{22}, \tau_1, \tau_2) \) with \( 0 < \tau_1 < \tau_2 \) that satisfies \( \Delta(3)(0) = 0 \). Thus, we find the condition

\[
\gamma_{21} = \frac{245}{6} \gamma_{22} \gamma_{12} - \frac{5}{3} \gamma_{22} - \frac{49}{\tau_1 - \tau_2}.
\]

Now we know that if the system’s parameters satisfy (11) and (12), \( \gamma_{12}, \gamma_{21}, \tau_1 \) and \( \tau_2 \) are left free and \( 0 < \tau_1 < \tau_2 \), then the multiplicity at the origin is at least 4 (since \( \Delta(0) \) and its first three derivatives at origin are zero). Following the same reasoning, we are looking for constraints on \( \gamma_{12}, \gamma_{22}, \tau_1 \) and \( \tau_2 \) such that the next derivative of \( \Delta \) at the origin vanishes, and we obtain

\[
\gamma_{12} = \frac{2401}{6} \gamma_{22} \gamma_{12} - \frac{539}{15} \gamma_{12}.
\]

So, under (11)-(13) the multiplicity at the origin is at least 5. Furthermore, if \( \gamma_{22} = \frac{49}{\tau_1 - \tau_2} \), then \( \gamma_{22} \gamma_{12} = \frac{490 \gamma_{22} \gamma_{12} - 245 \gamma_{22} \gamma_{12} - 44 \gamma_{12}}{\tau_1 - \tau_2} \) hold, the
multiplicity at the origin is at least 6, and in addition, for the sixth derivative of \( \Delta \) at the origin to vanish, the condition (14) must be also satisfied,
\[
-\frac{2593080}{23} \tau_1^3 \tau_2 + \frac{779240}{23} \tau_1^{2} \tau_2^{2} - \frac{2593080}{23} \tau_1 \tau_2^{3} - 63504 \tau_1 \tau_2 + 720 = 0.
\]

Given that the delays are real positive numbers, the condition (14) restricts the domain in which \( \tau_1 \) and \( \tau_2 \) can take values to \( \tau_1 \epsilon (0, 0.55) \) and \( \tau_2 \epsilon (0, 0.65) \), as we can see in figure 3. Next, we can easily check that \( \Delta^{(7)} = 0 \), i.e. there is no set of real values for \( \tau_1 \) and \( \tau_2 \) with \( 0 < \tau_1 < \tau_2 \), that satisfies \( \Delta^{(7)} = 0 \), so the multiplicity at the origin is 7.

Remark 8: If we chose a value for \( \tau_1 \) contained in the restricted domain \( \tau_1 = 0.1 \) for instance, we obtain \( \gamma_{11} = 709.783, \gamma_{12} = -245.367, \gamma_{21} = -620.637, \gamma_{22} = 216.379 \) and \( \tau_2 = 0.115 \). If we replace those values in the polynomials \( P_0, P_1 \) and \( P_2 \), the coefficients obtained verify (A.1) for \( 1 \leq k \leq 6 \) and \( 1 \leq i \leq 2 \). Then, the spectra can be represented like in figure 4. We notice that we have no spectral values in the right half-plane.

VI. CONCLUSION

This paper addressed the problem of identifying the maximal dimension of the generalized eigenspace associated with a zero singularity for a class of quasipolynomials. Under the assumption that all the imaginary roots are located at the origin, our result gives the relation between \( d \) the maximal dimension of the projected state on the center manifold associated with the generalized Bogdanov-Takens singularities from one side and \( N \) the number of the delays and \( n \) the degree of the polynomial \( P_0 \) from the other side. When \( n_0 \) the maximal degree of the polynomial family \( (P_i)_{1 \leq i \leq N} \) is less than \( n - 1 \) then a sharper upper bound for the dimension of the state in the center manifold is established. More general systems with coupled delays even in the case of sparse polynomials will be considered in the future.

APPENDIX

We need first to introduce some notations. Let denote by \( \Delta^{(k)}(\lambda) \) the \( k \)-th derivative of \( \Delta(\lambda) \) with respect to the variable \( \lambda \). We say that zero is an eigenvalue of algebraic multiplicity \( m \geq 1 \) for \( (1) \) if \( \Delta^{(0)}(0) = \Delta^{(k)}(0) = 0 \) for all \( k = 1, \ldots, m - 1 \) and \( \Delta^{(m)}(0) \neq 0 \).

Let consider the non zero distinct delays such that \( 0 < \tau_1 < \tau_2 < \ldots < \tau_N \) and the polynomials \( P_i \) such that \( P_0 \) is an unitary polynomial with \( \text{deg}(P_0) = n \) and \( \text{deg}(P_i) \leq n - 1 \) for \( 1 \leq i \leq N \) and let \( n_0 = \max_{1 \leq i \leq N} \text{deg}(P_i) \). We denote by \( a_{i,k} \) the coefficient of the monomial \( \lambda^k \) for the polynomial \( P_i \), thus \( a_{0,n} = 1 \).

Since we are dealing only with the values of \( \Delta_k(0) \) we suggest to translate the problem into the parameter space (the space of the coefficients of the \( P_i \)), this will be more appropriate and will consider parametrization by \( \tau \).

The following lemma allows to establish an \( m \)-set of multivariate algebraic functions (polynomials) vanishing at zero when the multiplicity of the zero root of the transcendental equation \( \Delta(\lambda, \tau) = 0 \) is equal to \( m \).

Lemma 9: Zero is a root of \( \Delta(k)(\lambda) \) for \( k \geq 0 \) if and only if the coefficients of \( P_i \) for \( 0 \leq i \leq N \) satisfy the following assertion
\[
a_{0,k} = -\sum_{i=1}^{N} \left[ a_{i,k} - \sum_{l=0}^{k-2} \frac{(-1)^{l+k+1} a_{i,l} \tau_i^{k-l}}{(k-l)!} \right]. \tag{A.1}
\]

Let denote by
\[
\nabla_k(\lambda) = \sum_{i=0}^{N} \frac{d^k}{d \lambda^k} P_i(\lambda) + \sum_{l=0}^{k-1} (-1)^{l+k} \left[ \sum_{i=1}^{N} \tau_i^{k-l} \frac{d^l}{d \lambda^l} P_i(\lambda) \right].
\]

Now we are able to prove the main result:

**Proof:** [Proof of Proposition 1:] We shall consider the variety associated with the vanishing of the polynomials \( \nabla_k(\text{defined in lemma 9}) \), that is \( \nabla_0(0) = \ldots = \nabla_{m-1}(0) = 0 \) and \( \nabla_m(0) \neq 0 \) and we aim to find the maximal \( m \) (codimension of the zero singularity). Consider the first elements from the family \( \nabla_k \)
\[
\nabla_0(0) = 0 \iff \sum_{i=0}^{N} a_{i,0} = 0.
\]
\[
\nabla_1(0) = 0 \iff \sum_{i=0}^{N} a_{i,1} - \sum_{i=1}^{N} a_{i,0} \tau_i = 0.
\]
\[
\nabla_2(0) = 0 \iff 2! \sum_{i=0}^{N} a_{i,1} - 2! \sum_{i=1}^{N} a_{i,0} \tau_i + \sum_{i=1}^{N} a_{i,0} \tau_i^2 = 0.
\]
if we consider \( a_{i,k} \) and \( \tau \) as variables, the obtained algebraic system is nonlinear and solving it in all generality (without attributing values for \( n \) and \( N \)) becomes a very difficult task. Indeed even by using Gröbner basis methods [23] this task is still complicated since the set of variables depends on \( N \), \( n \) and \( n_0 \). Since our aim is to establish an upper bound, we assume here that all the polynomials \( P_l \) satisfy the condition \( \text{deg}(P_l) = n_0 \) for all \( 1 \leq i \leq N \). We chose to consider \( a_{i,k} \) as variables and \( \tau \) as parameters and we adopt the following notation \( a_0 = (a_{0,0}, a_{0,1}, \ldots, a_{0,n_0-1})^T \) and \( a_i = (a_{i,0}, a_{i,1}, \ldots, a_{i,n_0})^T \) for \( 1 \leq i \leq N \) and denote by \( \tau = (\tau_1, \tau_2, \ldots, \tau_N) \) and \( a = (a_1, a_2, \ldots, a_N)^T \). Consider first the ideal \( I_1 \) generated by the \( n \) polynomials 
\[
< \nabla_0(0), \nabla_1(0), \ldots, \nabla_{n-1}(0) > .
\]
It can be observed that the variety \( V_2 \) associated with \( I_2 \) can be written as \( M_2(\tau) a = 0 \) which is nothing else than an homogeneous linear system with \( M_2 \in \mathcal{M}(\tau_1, \ldots, \tau_N) \).

Now consider the polynomial defined by \( \nabla_n(0) \), by lemma 9 (see appendix)

\[
\nabla_n(0) = 0 \iff 1 = \sum_{i=1}^{N} \sum_{l=0}^{n-1} \frac{(-1)^{l+n+1} a_{i,l} \tau_i^{n-l}}{(n-l)!}
\]

substituting the unique solution of \( V_2 \) into the last equality leads to an incompatibility result. In conclusion, the maximal codimension of the zero singularity is less or equal to \( N(n_0 + 1) + n \).
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