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Abstract. This work is concerned with the modelling of limit order books us-
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dynamics.
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1. Introduction

Since their introduction, Hawkes processes have been applied to a wide range of
research areas, from seismology in the pioneering work [17] to credit risk, financial
contagion and more recently, to the modelling of market microstructure [4, 3, 5, 23,
24, 25, 12, 11].

In market microstructure, and particularly limit order book modelling, the rele-
vance of these processes is amply demonstrated by two empirical properties of the
order flow of market and limit orders at the microscopic level:

• Time clustering: order arrivals are highly clustered in time, see e.g. [9][12].
• Mutual dependence: order flow exhibit non-negligible cross-dependences.

For instance, as documented in [23][2][14], market orders excite limit or-
ders, and limit orders that change the price excite market orders.

At the microscopic level, point process-based microstructure models capture,
by construction, the intrinsic discreteness of prices and volumes. In this respect,
they offer a natural framework in which to model the finer scales properties of
order-fdriven markets. They do however exhibit a level of complexity that hides
some more macroscopic properties of the markets. A question of interest in this
context is then the microscopic-to-macroscopic transition in the price dynamics.
This strand of research has attracted a lot of interest of late [1, 5, 10, 19, 6, 25], and
this work is a contribution to the domain. By casting a Hawkes process-based limit
order book model into a markovian setting and using techniques from the ergodic
theory of Markov processes, we show that the order book is ergodic and leads to a
diffusive price limit at large time scales. Furthermore, we provide formulae for the
asymptotic trend and variance.
The paper is organized as follows: Section 2 recalls some well-known facts about
Hawkes processes with exponential kernels, while Section 3 describes the limit
order book model we consider. In Section 4, the ergodicity of the limit order book
is proven under reasonable assumptions, and the results on the price dynamics are
presented in Section 5.

2. Hawkes processes

We recall in this section several classical results on multivariate Hawkes pro-
cesses. Let then

−→
N = (N1, ...,ND) be a D-dimensional point process with intensity

vector
−→
λ = (λ1, ..., λD).



LONG TIME BEHAVIOUR OF A HAWKES PROCESS-BASED LIMIT ORDER BOOK 3

Definition 2.1. We say that
−→
N = (N1, . . . ,ND) is a multivariate Hawkes process

when

λm(t) = λm
0 +

D∑
j=1

αm j

∫ t

0
e−βm j(t−s)dN j

s (1)

for 1 6 m 6 D.

Proposition 2.1. Denote by µi j the processes defined by µi j
t = αi j

∫ t
0 e−βi j(t−s)dN j

s , 1 ≤ i, j ≤ D,

and −→µ = {µi j}1≤i, j≤D. Then, the process (
−→
N ,−→µ ) is markovian.

Proof. The idea of the proof is given below 1. Let t2 > t1. Since

µ
m j
t2 = e−βm j(t2−t1)µ

m j
t1 +

∫ t2

t1
e−βm j(t2−s)dN j

s , (2)

and

λm
t2 = λm

0 +

M∑
j=1

µ
m j
t2 , (3)

the law of (
−→
N t2 ,
−→µ t2) conditional on {(

−→
N t,
−→µ t) : 0 ≤ t ≤ t1} is the same as when

conditioning on (
−→
N t1 ,
−→µ t1) only, which proves the Markov property. �

2.0.1. Stationarity. Extending the early stability and stationarity result in [18], [7]
proves a general result for multivariate Hawkes processes just introduced:

Proposition 2.2. Let the matrix A be defined by

Ai j =
αi j

βi j
, 1 ≤ i, j ≤ D. (4)

If its spectral radius ρ(A) satisfies the condition

ρ(A) < 1, (5)

then there exists a (unique) multivariate point process
−→
N = (N1, . . . ,Nm) whose

intensity is specified as in Definition 2.1. Morevover, this process is stable, and
reaches its unique stationary distribution exponentially fast.

The interested reader is referred to the original paper [7] for the proof of this
result. Note that, in Appendix A, a straightforward, explicit construction of a Lya-
punov function for such a process is given. This function actually provides an
alternate proof of stability, together with the exponential convergence towards the
stationary distribution, based on the concept of V-geometric ergodicity of [22].

1a rigourous proof can be found e.g. in [25]
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3. Limit order book driven by Hawkes processes

3.1. Model setup. A stylized order book model whose dynamics is governed by
Hawkes processes is now introduced. Since a similar limit order book model with
Poissonian arrivals has been discussed at length in [1], the description provided
here is brief.

Assume therefore that each side of the order book is fully described by a finite
number of limits K, ranging from 1 to K ticks away from the best available opposite
quote. We use the notation

(−→a ;
−→
b ) = (a1, . . . , aK ; b1, . . . , bK) , (6)

where −→a = (a1, . . . , aK) designates the ask side of the order book and ai the number
of shares available i ticks away from the best opposite quote, and

−→
b = (b1, . . . , bK)

designates the bid side of the book.
Three types of events can modify the limit order book:

• arrival of a new limit order;
• arrival of a new market order;
• cancellation of an already existing limit order.

The arrival of market and limit orders are described by mutually exciting Hawkes
processes:

• M±(t): arrival of new buy or sell market order, with intensity λM+

and λM− ;
• L±i (t): arrival of a limit order at level i, with intensity λL±

i ;

whereas the arrival of a cancellation order is modelled as in [1] by a doubly sto-
chastic Poisson process:

• C±i (t): cancellation of a limit order at level i, with intensity λC+

i ai and
λC−

i |bi|.

Here, q denotes the size of an incoming order, and the superscript “+” (respectively
“−”) refers to the ask (respectively bid) side of the book. Buy limit orders L−i (t)
arrive below the ask price PA(t), and sell limit orders L+

i (t) arrive above the bid
price PB(t). Furthermore, we impose constant boundary conditions outside the
moving frame of size 2K: every time the moving frame leaves a price level, the
number of shares at that level is set to a∞ or b∞, depending on the side of the book.
The quantities a∞ and b∞ represent two "reservoirs" of liquidity.

Our choice of a finite moving frame and constant boundary conditions has three
motivations: firstly, it assures that the order book does not become empty and that
PA, PB are always well defined. Secondly, it keeps the spread S = PA − PB and
the increments of PA, PB and of the mid-price Pmid = (PA + PB)/2 bounded - this
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Figure 1. Order book dynamics: in this example, K = 9, q = 1,
a∞ = 4, b∞ = −4. The shape of the order book is such that
a(t) = (0, 0, 0, 0, 1, 3, 5, 4, 2) and b(t) = (0, 0, 0, 0,−1, 0,−4,−5,−3).
The spread S (t) = 5 ticks. Assume that at time t′ > t a sell
market order dM−(t′) arrives, then a(t′) = (0, 0, 0, 0, 0, 0, 1, 3, 5),
b(t′) = (0, 0, 0, 0, 0, 0,−4,−5,−3) and S (t′) = 7. Assume instead
that at t′ > t a buy limit order dL−1 (t′) arrives one tick away from
the best opposite quote, then a(t′) = (1, 3, 5, 4, 2, 4, 4, 4, 4), b(t′) =

(−1, 0, 0, 0,−1, 0,−4,−5,−3) and S (t′) = 1.

will be important when addressing the scaling limit of the price. Thirdly, it makes
the model markovian, as we do not need to keep track of the price levels that have
been visited by the moving frame at some prior time.

Figure 1 is a schematic representation of the order book.

3.2. The infinitesimal generator. A markovian (2K + 2)-dimensional Hawkes
process now models the intensities of the arrivals of market and limit orders. With
the same notations as in [1], one can work out the infinitesimal generator associ-
ated with the process describing the joint evolution of the limit order book, now
characterized by the D-dimensional process (−→a ;

−→
b ;−→µ ) of the available quantities

and the intensities of the Hawkes processes decomposed as in Section 2, where
D = (2K + 2)2 + 2K is the dimension of the state space.
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In fact, one can write that

LF(−→a ;
−→
b ;−→µ ) = λM+

(F
(
[ai − (q − A(i − 1))+]+; JM+

(
−→
b );−→µ + ∆M+

(−→µ )
)
− F)

+

K∑
i=1

λL+

i (F
(
ai + q; JL+

i (
−→
b );−→µ + ∆L+

i (−→µ )
)
− F)

+

K∑
i=1

λC+

i ai(F
(
ai − q; JC+

i (
−→
b )

)
− F)

+ λM−
(
F

(
JM−(−→a ); [bi + (q − B(i − 1))+]−;−→µ + ∆M−(−→µ )

)
− F

)
+

K∑
i=1

λL−
i (F

(
JL−i (−→a ); bi − q;−→µ + ∆L−i (−→µ )

)
− F)

+

K∑
i=1

λC−
i |bi|( f

(
JC−i (−→a ); bi + q

)
− f )

−

D∑
i, j=1

βi jµi j
∂F
∂µi j

. (7)

In order to ease the already cumbersome notations, we have written F(ai;
−→
b ;−→µ )

instead of
F(a1, . . . , ai, . . . , aK ;

−→
b ;−→µ ). Moreover, the notations ∆(...)(−→µ ) stands for the jump

of the intensity vector −→µ corresponding to a jump of the process N(...) (see Appen-
dix A). As for the J’s, they are shift operators corresponding to the renumbering
on one side of the limit order book following an event affecting the other side.
For instance the shift operator corresponding to the arrival of a sell market order
(∆M−(t) = 1) of size q is

JM−(a) =

0, 0, . . . , 0︸      ︷︷      ︸
k times

, a1, a2, . . . , aK−k

 , (8)

with

k := inf{p :
p∑

j=1

|b j| > q} − inf{p : |bp| > 0}. (9)

Similar expressions are derived for the other events affecting the order book. We
refer to [1] for a detailed analysis of the operator just introduced, and simply note
that it is a combination of

• standard difference operators corresponding to the arrival or cancellation
of orders at each limit;
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• shift operators expressing the moves in the best limits and therefore, in
the origins of the frames for the two sides of the order book. These shifts
depend on the profile of the order book on the opposite side, namely the
cumulative depth up to level i defined by

A(i) :=
i∑

k=1

ak, (10)

and

B(i) :=
i∑

k=1

|bk|, (11)

and their generalized inverse functions

A−1(q′) := inf{p :
p∑

j=1

a j > q′}, (12)

and

B−1(q′) := inf{p :
p∑

j=1

|b j| > q′}; (13)

• drift terms coming from the mean-reverting behaviour of the intensities of
the Hawkes processes between jumps.

Combining the approach in [1] and the results in Appendix A, a Lyapunov function
can be built, as we now show.

4. Stability of the order book

In this section, we study the long-time behaviour of the limit order book, pro-
viding a Lyapunov function that ensures ergodicity of the limit order book under
the natural assumption (5). More precisely, there holds:

Proposition 4.1. For η > 0 small enough, the function V defined by

V(−→a ;
−→
b ;−→µ ) =

K∑
i=1

ai +

K∑
i=1

|bi| +
1
η

(2K+2)2∑
i, j=1

δi jµi j = V1 +
1
η

V2 (14)

where V1 (resp. V2) corresponds to the part that depends only on (−→a ;
−→
b ) (resp. −→µ ),

is a Lyapunov function satisfying a geometric drift condition

LV 6 −ζV + C, (15)

for some ζ > 0 and C ∈ R. The coefficients δ’s are defined in (52) in Appendix A.

Proof. Let then specialize V2 to be identical - up to a change in the indices - to the
function defined by (4.1) in Appendix A. Regarding the "small" parameter η > 0,
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it will become handy as a penalization parameter, as we shall see below.
Thanks to the linearity of L, there holds

LV = LV1 +
1
η
LV2. (16)

The first term LV1 is dealt with exactly as in [1]:

LV1(x) ≤ −(λM+

+ λM−)q +

K∑
i=1

(λL+

i + λL−
i )q −

K∑
i=1

(λC+

i ai + λC−
i |bi|)q

+

K∑
i=1

λL+

i (iS − i)+a∞ +

K∑
i=1

λL+

i (iS − i)+|b∞| (17)

≤ −(λM+

+ λM−)q + (ΛL− + ΛL+

)q − λCqV1(x)

+ K(ΛL−a∞ + ΛL+

|b∞|), (18)

where

ΛL± :=
K∑

i=1

λL±
i and λC := min

1≤i≤K
{λC±

i } > 0. (19)

Computing LV2 yields an expression identical to that obtained in Appendix A:

L(V2) =
∑
i, j

λ
j
0δi jαi j + (κ − 1)

∑
j,k

εkµ jk, (20)

so that there holds

LV ≡ LV1 +
1
η
LV2 6 −λ

CqV1 −
γ

η
V2 −

−→
G .−→µ + C, (21)

where γ is as in Equation (55),
−→
G .−→µ is a compact notation for the linear form in the

µi j’s obtained in (18), and C is some constant. Now, thanks to the positivity of the
coefficients in V2 and of the µi j’s, one can choose η small enough that there holds

∀
−→µ , |
−→
G .−→µ | 6

γ

2η
V2(−→µ ), (22)

which yields

LV ≡ LV1 +
1
η
LV2 6 −λ

CqV1 −
γ

2η
V2 + C, (23)

and finally
LV 6 −ζV + C, (24)

with ζ = Min(λCq, γ2η ) and C is some constant. �
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5. Large scale limit of the price process

This section is devoted to a study of the asymptotics of the price process. The
ergodic theory of Markov processes, see [8], is combined with the classical mar-
tingale convergence theorem [15], to obtain the results. This approach is extremely
general and flexible, and prone to many generalizations for markovian models of
limit order books. It is somewhat similar to that used in [19][6], where various
long-time, large scale behaviour of limit order books are studied. However, we
emphasize that the stochastic behaviour of the intensities of the point processes
triggering the order book events make the situation we consider slightly different.
We first derive the expression of the price dynamics in our limit order book model.
Consider for instance the best ask and bid prices, denoted by PA(t) and PB(t). One
can easily see that they satisfy the following SDE’s:

dPA(t) = ∆P[(A−1(q) − A−1(0))dM+(t)

−

K∑
i=1

(A−1(0) − i)+dL+
i (t) + (A−1(q) − A−1(0))dC+

iA(t)], (25)

and

dPB(t) = −∆P[(B−1(q) − B−1(0))dM−(t)

−

K∑
i=1

(B−1(0) − i)+dL−i (t) + (B−1(q) − B−1(0))dC−iB
(t)] (26)

describing the various events that affect them: change due to a market order, change
due to limit orders inside the spread, and change due to the cancellation of a limit
order at the best limit.
Let us recast these equations under a general form as follows:

Pt =

∫ t

0

2K+2∑
i=1

Fi(Xu)dNi
u, (27)

where the Ni are the point processes driving the limit order book, and X is the mar-
kovian process with value in RD describing its state. For instance, in the Poisson
case dealt with in [1], X = (−→a ,

−→
b ) and the Ni are the Poisson processes driving the

arrival of market, limit and cancellation orders. In the context of Hawkes processes
considered in this work, X = (−→a ,

−→
b ,−→µ ) and the Ni are the Poisson and Hawkes pro-

cesses driving the limit order book. Also, note that the Fi are bounded functions,
as the price changes are bounded by the total number of limits in the book, thanks
to the non-zero boundary conditions a∞, b∞.
A preliminary result is the
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Proposition 5.1. Under the assumptions, the limit order book process X is ergodic.
It converges exponentially fast towards its unique stationary distribution.

Proof. Given the existence of the Lyapunov function and the geometric drift con-
dition previously shown, the result is proven exactly as in [1] using [22]. �

Denote now by Π the stationary distribution of X. Then, the ergodic theorem for
Markov processes states the following:

Theorem 5.1 ([8][21]). Let H be in L1(Π(dX)). Then,
a.s.
lim

t→+∞

1
t

∫ t

0
G(Xt)dt =

∫
RD

G(X)Π(dX). (28)

Using this powerful result, together with the classical, deep Theorem 7.1.4 of
[15] regarding the convergence of martingales, one can show the

Proposition 5.2. Consider the price2 process described by Equation (27) above,
and introduce the sequence of martingales P̂n formed by the centered, rescaled
price

P̂n
t ≡

Pnt − Qnt
√

n
, (29)

where Q is the predictable compensator of P

Qt =

∫ t

0

∑
i

Fi(Xt)λi
tdt. (30)

Then, P̂n converges in distribution to a Wiener process σ̂W, with a volatility σ̂
given by

σ̂2 = lim
t→+∞

1
t

∫ t

0

∑
i

(Fi(Xt))2λi
tdt =

∫
RD

∑
i

(Fi(X))2λiΠ(dX). (31)

Proof. Proposition 5.2 will follow from the convergence of the predictable qua-
dratic variation of P̂n. By construction, there holds

< P̂n, P̂n >t=
1
n

∫ nt

0

∑
i

(Fi(Xt))2λi
tdt, (32)

or else

< P̂n, P̂n >t= t(
1
nt

∫ nt

0

∑
i

(Fi(Xt))2λi
tdt), (33)

and Theorem 5.1 ensures that
a.s.
lim

t→+∞

1
nt

∫ nt

0

∑
i

(Fi(Xt))2λi
tdt =

∫
RD

∑
i

(Fi(X))2λiΠ(dX) (34)

2The price can be the bid or ask price, or any other relevant aggregated quantity such as the mi-
crostructure price
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whenever the integrability conditions of Theorem 5.1 are satisfied. But they are
easily seen to hold true, since the Lyapunov function V itself is in L1(Π(dx), see
e.g. [16], and the integrand in the predictable quadratic variation, being linear in
the λ’s and bounded as a function of the ai, bi’s, is bounded by a multiple of V .
The other condition for the martingale convergence theorem to apply is trivially
satisfied, since the size of the jumps of P̂n is bounded by C√

n
, C being some con-

stant. �

Appealing as it first seems, Proposition 5.2 is not satisfactory: in order to give
a more precise characterization of the dynamics of the rescaled price process, it
is necessary to understand thoroughly the behaviour of its compensator Qnt. As a
matter of fact, Qnt itself satisfies an ergodic theorem, and if its asymptotic variance
is not negligible w.r. to nt, one cannot conclude directly from Proposition 5.2 that
the rescaled price process Pnt√

n
behaves like a Wiener process with a deterministic

drift. In the case of a Poisson-driven limit order book as in [1], Proposition 5.2 is
actually sufficient, but in the case of Hawkes processes as in the present paper, or
for more general Markovian limit order books, the situation becomes more intri-
cate.
The next result provides a more accurate answer, valid under general ergodicity
conditions.

Theorem 5.2. Write as above the price

Pt =

∫ t

0

∑
i

Fi(Xt)dNi
t (35)

and its compensator

Qt =

∫ t

0

∑
i

Fi(Xt)λi
tdt. (36)

Define
h =

∑
i

Fi(X)λi (37)

and let

α =
a.s.
lim

t→+∞

1
t

∫ t

0

∑
i

(Fi(Xs))λi
sdt =

∫
RD

h(X)Π(dX). (38)

Introduce finally the solution g to the Poisson equation

Lg = h − α (39)

and the associated martingale

Zt = g(Xt) − g(X0) −
∫ t

0
Lg(Xs)ds ≡ g(Xt) − g(X0) − Qt + αt. (40)
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Then, the deterministically centered, rescaled price

P̄n
t ≡

Pnt − αnt
√

n
(41)

converges in distribution to a Wiener process σ̄W, where σ̄ satisfies the following
identity

σ̄2 = lim
t→+∞

1
t

∫ t

0

∑
i

((Fi − ∆i(g))(Xs))2λi
sds ≡

∫
RD

∑
i

((Fi − ∆i(g))(X))2λiΠ(dx),

(42)
where as before, ∆i(g)(X) denotes the jump of the process g(X) when the process
Ni jumps and the limit order book is in the state X.

Proof. The martingale method, see e.g. [16][13][20], consists in rewriting the price
process under the form

Pt = (Pt − Qt) − Zt + g(Xt) − g(X0) + αt = (Mt − Zt) + g(Xt) − g(X0) + αt, (43)

so that
P̄n

t =
Vnt + g(Xt) − g(X0)

√
n

, (44)

where V = M − Z is a martingale. Therefore, the theorem is proven iff one can
show that g(Xt)−g(X0)

√
n

converges to 0 in L2(Π(dx)), or simply, that g ∈ L2(Π(dx)).
Theorem 4.4 of [16] states that the condition

h2 6 V (45)

(where V is a Lyapunov function for the process) is sufficient for g to be in L2(Π(dx)).
The linear Lyapunov function V introduced in (14) does not yield the result3, since
h is linearly increasing in the λ’s. However, see Lemma A.1 in Appendix A, one
can design a Lyapunov function having a polynomial growth of arbitrary high order
in the λ ’s at infinity, thereby ensuring that Condition (45) holds. �

3It is however suitable for a Poisson-driven limit order book, as in this case h is in fact, a bounded
function. This remark allows for a more direct proof of the results in [1]
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Appendix A. Lyapunov functions for Hawkes processes

For the sake of completeness, an explicit construction of a Lyapunov function
for a multi-dimensional Hawkes processes

−→
N = (Ni) with intensities

λi
t = λi

0 +
∑

j

∫ t

0
αi je−βi j(t−s)dN j

s

is provided here.
Introduce as in Section 2

µ
i j
t ≡

∫ t

0
αi je−βi j(t−s)dN j

s ,

so that there holds
λi

t = λi
0 +

∑
j

µ
i j
t . (46)

We assume for simplicity 4 the following

∀i, j, αi j > 0, βi j > 0, (47)

as well as the spectral condition (5). The infinitesimal generator associated to the
markovian process (µi j), 1 6 i, j 6 D, is the operator

LHF(−→µ ) =
∑

j

λ j(F(−→µ + ∆ j(−→µ )) − F(−→µ )) −
∑
i, j

βi jµi j
∂F
∂µi j

, (48)

where −→µ is the vector with components µi j and λ j is as in (46). The notation ∆ j(−→µ )
characterizes the jumps in those of the entries in −→µ that are affected by a jump of
the process N j. For a fixed index j, it is given by the vector with entries αi j at the
relevant spots, and zero entries elsewhere.
A Lyapunov function for the associated semi-group is sought under the form

V(−→µ ) =
∑
i, j

δi jµi j (49)

(since the intensities are always positive, a linear function will be coercive). As-
suming (49), there holds

LHV =
∑

j

λ j(
∑

i

δi jαi j) −
∑
i, j

βi jµi jδi j (50)

or
LHV =

∑
i, j

(λ j
0 +

∑
k

µ jk)δi jαi j − βi jµi jδi j. (51)

4The classical irreducibility assumption would be sufficient, as long as all the β’s are strictly positive
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At this stage, it is convenient to introduce −→ε the maximal eigenvector of M. Denote
by κ the associated eigenvalue. By Assumption (5), one has that 0 < κ < 1 and
furthermore, by Perron-Frobenius theorem, there holds: ∀i, εi > 0.
Assuming that

δi j ≡
εi

βi j
, (52)

the expression for V becomes

V(−→µ ) =
∑
i, j

εi
µi j

βi j
. (53)

Plugging (53) in (51) yields

LHV =
∑
i, j

λ
j
0δi jαi j +

∑
i, j,k

µ jkεi
αi j

βi j
−

∑
j,k

β jkµ jkδ jk

=
∑
i, j

λ
j
0δi jαi j + (κ − 1)

∑
j,k

εkµ jk, (54)

using the identity
∑

j M jiεi = κε j. A comparison with (53) easily yields the upper
bound

LHV 6 −γV + C, (55)

with γ = (1−K)βmin, βmin ≡ In fi, j(βi j) > 0 by assumption, and C =
∑

i, j λ
j
0δi jαi j ≡

κ−→ε .
−→
λ0.

Sufficient as it is to prove Theorem 5.1 based on the construction of a Lyapunov
function for the limit order book detailed in Proposition 4.1, a linearly growing
Lyapunov function is too weak to prove Theorem 5.2: as already noted, Theorem
4.4 in [16] requires a Lyapunov function with quadratic growth, in order that the
Poisson equation with a linearly growing RHS have a solution in L2(Π(dx)). A
useful extension of Proposition 4.1 is given in the following

Lemma A.1. Under the prevailing assumptions (5) and (47), one can construct a
Lyapunov function of arbitrary high polynomial growth at infinity.

Proof. Let n ∈ N∗, and V be the function defined in (53). The function Vn satisfies

LHVn(−→µ ) =
∑

j

λ j(Vn(−→µ + ∆ j(−→µ )) − Vn(−→µ )) − nVn−1(
∑
i, j

βi jµi j
∂V
∂µi j

). (56)

Upon factoring Vn(−→µ + ∆ j(−→µ )) − Vn(−→µ ):

Vn(−→µ + ∆ j(−→µ ))−Vn(−→µ ) = (V(−→µ + ∆ j(−→µ ))−V(−→µ ))(
n−1∑
k=0

Vn−1−k(−→µ + ∆ j(−→µ ))Vk(−→µ )),

(57)
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the linearity of V yields the following expression

Vn(−→µ + ∆ j(−→µ )) − Vn(−→µ ) = nVn−1(−→µ )(V(−→µ + ∆ j(−→µ )) − V(−→µ )) +M jV(−→µ ), (58)

whereM jV(−→µ ) can be bounded by a polynomial function of order n− 1 at infinity
in −→µ . Therefore, one can rewrite (56) as follows

LHVn(−→µ ) = nVn−1LHV(−→µ ) +MV(−→µ ), (59)

where M(V)(−→µ ) is a polynomial of order n − 1 in −→µ . Combining (53) with (59)
shows that Vn is also a Lyapunov function for the Hawkes process. �
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