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METASTABILITY FOR THE CONTACT PROCESS ON THE

PREFERENTIAL ATTACHMENT GRAPH

VAN HAO CAN

Abstract. We consider the contact process on the preferential attachment graph. The
work of Berger, Borgs, Chayes and Saberi [BBCS1] confirmed physicists predictions that
the contact process starting from a typical vertex becomes endemic for an arbitrarily
small infection rate λ with positive probability. More precisely, they showed that with
probability λΘ(1), it survives for a time exponential in the largest degree. Here we obtain
sharp bounds for the density of infected sites at a time close to exponential in the number
of vertices (up to some logarithmic factor).

1. Introduction

The paper aims at proving a metastability result for the contact process on the prefer-
ential attachment random graph, improving [BBCS1]’s result in two aspects: obtaining a
better bound on the extinction time, and estimating more accurately the density of the
infected sites.

The contact process is one of the most studied interacting particle systems, see in
particular Liggett’s book [L], and is also often interpreted as a model to describing how a
virus spreads in a network. Mathematically, it can be defined as follows: given a locally
finite graph G = (V,E) and λ > 0, the contact process on G with infection rate λ is
a Markov process (ξt)t≥0 on {0, 1}V . Vertices of V (also called sites) are regarded as
individuals which are either infected (state 1) or healthy (state 0). By considering ξt as a
subset of V via ξt ≡ {v : ξt(v) = 1}, the transition rates are given by

ξt → ξt \ {v} for v ∈ ξt at rate 1, and

ξt → ξt ∪ {v} for v 6∈ ξt at rate λ degξt(v),

where degξt(v) denotes the number of edges between v and other infected sites (Note that
if G is a simple graph, i.e. contains no multiple edges, then degξt(v) is just the number of

infected neighbors of v at time t). Given that A ⊂ V, we denote by (ξAt )t≥0 the contact
process with initial configuration A. If A = {v} we simply write (ξvt ).

Originally the contact process was studied on integer lattices or homogeneous trees.
More recently, probabilists started investigating this process on some families of random
graphs like the Galton-Watson trees, configuration models, random regular graphs, and
preferential attachment graphs, see for instance [P, CD, CS, D, MVY, MV, BBCS1].

The preferential attachment graph (a definition will be given later) is well-known as a
pattern of scale-free or social networks. Indeed, it not only explains the power-law degree
sequence of a host in real world networks, but also reflects a wisdom that the rich get
richer - the newbies are more likely to get acquainted with more famous people rather
than a relatively unknown person. Therefore there has been great interest in this random
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graph as well as the processes occuring on it, including the contact process. In [BBCS1],
by introducing a new representation of the graph, the authors proved a remarkable result
which validated physicists predictions that the phase transition of the contact process
occurs at λ = 0. More precisely, they showed that there are positive constants θ, c and
C, such that for all λ > 0

λc ≤ Pn

(

ξuexp(θλ2√n) 6= ∅

)

≤ λC ,(1)

where (ξut ) is the contact process starting from a uniformly chosen vertex.
Recently, in [BBCS2] they used their new representation to show that the preferential

attachment graph converges weakly to a limit, called the Pólya-point graph.

In this paper we will use this convergence as well as the new representation to improve
(1). Here is our main result.

Theorem 1.1. Let (Gn) be the sequential model of the preferential attachment graph with

parameters m ≥ 2 and α ∈ [0, 1). Consider the contact process (ξt) with infection rate

λ > 0 starting from full occupancy on Gn. Then there exist positive constants c and C,

such that for λ small enough,

(2) Pn

(

cλ1+
2

ψ | log λ|− 1

ψ ≤ |ξtn|
n

≤ Cλ1+
2

ψ | log λ|− 1

ψ

)

= 1− o(1).

where ψ = 1−α
1+α

and (tn) is any sequence satisfying tn → ∞ and tn ≤ Tn = exp
(

cλ2n
(log n)1/ψ

)

.

By a well-known property of the contact process called self-duality (see [L], Section I.1)
for any t ≥ 0 we have

∑

v∈Vn

1({ξvt 6= ∅}) (L)
= |ξt|.(3)

Therefore the survival probability as in (1) is just the expected value of the density of
infected sites as in Theorem 1.1, so that our result is a stronger form of the one in [BBCS1].
Additionally we get a more precise estimate of the density and we allow (tn) to be larger.
Let us comment on its proof now.

First, to obtain the time Tn we will use the maintenance mechanism as in [CD] instead
of the one in [BBCS1]. In the latter the authors used that in the preferential attachment
graph the maximal degree is of order

√
n, plus the well-known fact that for any vertex

v, the process survives a time exponential in the degree of v, once it is infected, yielding
(1). In the former, on the other hand, when considering the contact process on the
configuration model, Chatterjee and Durrett employed many vertices with total degree of
order n1−ε, for any ε > 0, and derived a much better bound on the extinction time. Here,
our strategy is to find vertices with degree larger than Cd(Gn), where C = C(λ) > 0 is a
constant and d(Gn) is the diameter of Gn, which is of order log n. Thanks to Proposition 1
in [CD], we can deduce that the virus propagates along these vertices for a time exponential
in their total degree. Moreover, the degree distribution of the graph, denoted by p, has
a power-law with exponent ν = 2 + 1/ψ. Thus the number of these vertices is of order
n(logn)1−ν and their total degree is of order n(logn)−1/ψ, which explains the bound on
tn in Theorem 1.1.

It is worth noting that for any graph with order n edges, like Gn, the extinction time
of the contact process is w.h.p. smaller than exp(Cn), for some C > 0. Hence our bound
on tn is nearly optimal.
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Secondly, to gain the precise estimate on the density, we use ideas from [P, BBCS1, CD,
MVY]: if the virus starting at a typical vertex wants to survive a long time, it has to infect
a big vertex of degree significantly larger than λ−2. Then the virus is likely to survive
in the neighborhood of this vertex for a time which is long enough to infect another big
vertex, and so on. We can see that the time required for a virus to spread from one big
vertex to another is at least λ−Θ(1) (corresponding to the case when the distance between
them is constant). Besides, it was shown that if deg(v) ≥ K/λ2, then the survival time
of the contact process on the star graph formed by v and it neighbors is about exp(cK).
Hence the degree of big vertices should be larger than Cλ−2| log λ|. Then we consider Λ,
the set of vertices which have a big neighbor. The probability for a vertex in Λ to infect
its big neighbor is of order λ. Moreover, we will show in Section 4 that any big vertex
has a positive probability to make the virus survive up to time Tn. This means that the
probability for the dual process starting from any vertex in Λ to be active at time Tn is
of order λ. Furthermore, we will see that these events are asymptotically independent.
Therefore the density of vertices from where the dual process survives up to Tn is about λ

times the density of Λ. This is of order λ×p
(

[λ−2| log λ|,∞
))

λ−2| log λ| ≍ λ1+
2

ψ | log λ|− 1

ψ

yielding the desired lower bound.
We notice that the density of big vertices is of order p

(

[λ−2| log λ|,∞
))

, which is not
optimal. Hence we need to consider also their neighbors. In fact this idea of using Λ was
first introduced in [CD] for the configuration model (CM).

For the upper bound, we look at the local structure of Gn. In particular, we will show
that its weak limit, the Pólya-point graph, is locally dominated by Galton-Watson trees.
Then the results in [MVY] will be applied to deduce our desired bound.

It is interesting to note also that if we consider the contact process on the CM with the

same power-law degree distribution, the density is of order λ1+
2

ψ | log λ|− 2

ψ (see [MVY,
Theorem 1.1]), which is slightly smaller than the one in (2). This difference is due to the
fact that the distance between big vertices in the CM is about | log λ|, instead of constant
here.

Finally, the above strategy works properly when studying the contact process on the
Pólya-point graph. In fact, proving the following result helped us pave the way to potential
solutions for Theorem 1.1.

Proposition 1.2. Let (ξot ) be the contact process on the Pólya-point graph with infection

rate λ > 0 starting from the root o. There exist positive constants c and C, such that for

λ small enough,

cλ1+2/ψ| log λ|−1/ψ ≤ P(ξot 6= ∅ ∀t) ≤ Cλ1+2/ψ| log λ|−1/ψ.

Theorem 1.1 (resp. Proposition 1.2) implies that for all λ > 0, the contact process
becomes endemic (resp. survives forever) with positive probability. We say that the
critical values of the contact process on the preferential attachment graph and its weak
limit are all zero. This is a new example of a more general phenomena that there is
a relationship between the phase transition for the contact process on a sequence of
finite graphs and the one on its weak local limit in the sense of Benjamini–Schramm’s
convergence. Here are some known results on this topic: the contact process on the
integer lattice Zd and on finite boxes J1, nKd exhibit a phase transition at the same critical
value λc = λc(d), see [L, Part I] for all d ≥ 1; the phase transition of the process on the
random regular graph of degree d and its limit, the homogeneous tree Td, occurs at the
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same constant λ1(Td), see [MV]; the phase transition of the contact process on Tℓd (the
d-homogeneous tree of height ℓ) and its limit, the canopy tree CTd, happens at λ2(Td),
see [CMMV, MV]; the critical value of the contact process on the configuration model
with heavy tail degree distributions or on its limit, the Galton-Watson tree, is zero, see
[P, CD, MVY, MMVY, CS].

Now the paper is organized as follows. In the next section, based on [BBCS2], we give
the definition of the sequential model of the preferential attachment graph as well as its
weak local limit, the Pólya-point graph. We also prove preliminary results on the graph
structure and fix some notation. In Section 3, we prove Proposition 1.2. Finally, the main
theorem is proved in Section 4.

2. Preliminaries

2.1. Construction of the random graph and notation. Let us give a definition
following [BBCS2] of the sequential model of the preferential attachment graph with
parameters m ≥ 2 and α ∈ [0, 1). We construct a sequence of graphs (Gn) with vertex
set Vn = {v1, . . . , vn} as follows:

First G1 contains one vertex v1 and no edge, and G2 contains 2 vertices v1, v2 and m
edges connecting them. Given Gn−1, we define Gn the following way. Add the vertex
vn to the graph, and draw edges between vn and m vertices wn,1, . . . , wn,m (possibly with

repetitions) from Gn−1 as follows: with probability α
(i)
n , the vertex wn,i is chosen uniformly

at random from Vn−1. Otherwise, wn,i = vk with probability

deg
(i)
n−1(vk)

Z
(i)
n−1

,

where

α(i)
n =

{

α if i = 1,

α 2m(n−1)
2m(n−2)+2mα+(1−α)(i−1)

= α +O(n−1) if i ≥ 2,

deg
(i)
n−1(vk) = degn−1(vk) + #{1 ≤ j ≤ i− 1 : wn,j = vk},

is the degree of vk before choosing wn,i, and

Z
(i)
n−1 =

n−1
∑

k=1

deg
(i)
n−1(vk) =

n−1
∑

k=1

degn−1(vk) + i− 1 = 2m(m− 2) + i− 1,

with degn−1(vk) the degree of vk in Gn−1.
This construction might seem less natural than in the independent model where with

probability α we choose wn,i uniformly from Vn−1 and with probability 1− α it is chosen
according to a simpler rule: wn,i = vk with probability degn−1(vk)/2m(m− 2). However
the sequential model is easier to analyze because it is exchangeable, and as a consequence
it admits an alternative representation which contains more independence. In [BBCS2],
the authors called it the Pólya urn representation which we now recall in the following
theorem. To this end, we denote by β(a, b) the Beta distribution, whose density is propor-
tional to xa−1(1 − x)b−1 on [0, 1], and by Γ(a, b) the Gamma distribution, whose density
is proportional to xa−1e−bx on [0,∞). For any a < b, U([a, b]) stands for the uniform
distribution on [a, b].
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Theorem 2.1. [BBCS2, Theorem 2.1.] Fix m ≥ 2, α ∈ [0, 1) and n ≥ 1. Set r =
α/(1− α), ψ1 = 1, and let ψ2, . . . , ψn be independent random variables with law

ψj ∼ β(m+ 2mr, (2j − 3)m+ 2mr(j − 1)).

Define

ϕj = ψj

n
∏

t=j+1

(1− ψt), Sk =

k
∑

j=1

ϕj, and Ik = [Sk−1, Sk).

Conditionally on ψ1, . . . , ψn, let {Uk,i}k=1,...,n,i=1,...,m be a sequence of independent random

variables, with Uk,i ∼ U([0, Sk−1]). Start with the vertex set Vn = {v1, . . . , vn}. For

j < k, join vj and vk by as many edges as the number of indices i ∈ {1, . . . , m}, such that

Uk,i ∈ Ij. Denote the resulting random graph by Gn.
Then Gn has the same distribution as the sequential model of the preferential attachment

graph.

From now on, we always consider the random multi-graph Gn constructed as in this
theorem.

We now look at the local structure of Gn. It was shown in [BBCS2] that Gn is locally
tree-like, with some subtle degree distribution that we now recall. First we fix some
constants:

χ =
1 + 2r

2 + 2r
and ψ =

1− χ

χ
=

1

1 + 2r
.

Note that 1/2 ≤ χ < 1 and 0 < ψ ≤ 1. Let F ∼ Γ(m+2mr, 1) and F ′ ∼ Γ(m+2mr+1, 1).
We will construct inductively a random rooted tree (T, o) with vertices identified with

elements of ∪ℓ≥1N
ℓ (where vertices at generation ℓ are elements of Nℓ) and a map which

associates to each vertex v a position xv in [0, 1]. Additionally each vertex (except the
root) will be assigned a type, either R or L.

• The root o = (0) has position xo = Uχ
0 , where U0 ∼ U([0, 1]).

• Given v ∈ T and its position xv, define

mv =

{

m if v is the root or of type L,
m− 1 if v is of type R.

and

γv ∼
{

F if v is the root or of type R,
F ′ if v is of type L.

The children of v are (v, 1),. . . ,(v,mv), (v,mv+1),. . . ,(v,mv+qv), the first mv’s are
of type L and the remaining ones are of typeR. Conditionally on xv, x(v,1), . . . , x(v,mv)
are i.i.d. uniform random variable in [0, xv], and x(v,mv+1), . . . , x(v,mv+qv) are the
points of the Poisson point process on [xv, 1] with intensity

ρv(x)dx = γv
ψxψ−1

xψv
dx.

This procedure defines inductively an infinite rooted tree (T, o), which is called
the Pólya-point graph and (xv)v∈T is called the Pólya-point process.

For any vertex v in a graph G and any integer R, we call BG(v, R) the ball of radius R
around v in G, which contains all vertices at distance smaller than or equal to R from v
and all edges connecting them.
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Theorem 2.2. [BBCS2, Theorem 2.2.] Assume that the random graph Gn is constructed

as in Theorem 2.1. Let u be a vertex chosen uniformly at random in Gn and let R be some

fixed constant. Then BGn(u,R) converges weakly to the ball BT (o, R) in the Pólya-point

graph.

Now we introduce some notation. We call Pn a probability measure on a space in which
the random graph Gn is defined together with the contact process. Since we will fix λ,
we omit it in the notation. We also call P a probability measure on a space in which the
Pólya-point graph as well as the contact process are defined.

We denote the indicator function of a set A by 1(A). For any vertices v and w we write
v ∼ w if there is an edge between them (in which case we say that they are neighbors or
connected), and v 6∼ w otherwise. We call size of G the cardinality of its set of vertices,
and we denote it by |G|.

A graph in which all vertices have degree one, except one which is connected to all the
others is called a star graph. The only vertex with degree larger than one is called the
center of the star graph, or central vertex.

If f and g are two real functions, we write f = O(g) if there exists a constant C > 0,
such that f(x) ≤ Cg(x) for all x; f & g (or equivalently g . f) if g = O(f); f ≍ g if
f = O(g) and g = O(f); f = o(g) if g(x)/f(x) → 0 as x → ∞. Finally for a sequence of
r.v.s (Xn) and a function f : N → (0,∞), we say that Xn ≍ f(n) holds w.h.p. if there
exist positive constants c and C, such that Pn(cf(n) ≤ Xn ≤ Cf(n)) → 1.

2.2. Preliminary results on the random graph. We first recall a version of the
Azuma-Hoeffding inequality for martingales which we will use throughout this paper (see
for instance [CL]).

Lemma 2.3. Let (Xi)i≥0 be a martingale satisfying |Xi −Xi−1| ≤ 1 for all i ≥ 1. Then

for any n and t > 0, we have

P (|Xn −X0| ≥ t) ≤ 2 exp(−t2/2n).
From this inequality we can deduce a large deviations result. Let (Xi)i≥1 be a sequence
of independent Bernoulli random variables. Assume that 0 < 2p ≤ En(Xi) ≤ Mp for all
i. Then there exists c = c(M) > 0, such that for all n

P

(

np ≤
n
∑

i=1

Xi ≤ 2Mnp

)

≥ 1− exp(−cnp).(4)

Now we present some estimates on the sequences (ϕi), (ψj) and (Sk).

Lemma 2.4. Let (ϕi)i, (ψj)j and (Sk)k be sequences of random variables as in Theorem

2.1. Then there exist positive constants µ and θ0, such that for all θ ≤ θ0, the following

assertions hold.

(i) En(ψj) =
χ
j
+O( 1

j2
), En(ψ

2
j ) ≍ 1

j2
.

(ii) For any ε > 0, there exists K = K(ε) <∞, such that

Pn(Eε) ≥ 1− ε,

where

Eε = {|Sk − (k/n)χ| ≤ ε(k/n)χ ∀K(ε) ≤ k ≤ n}.
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(iii) For any i < j, define S
(j)
i =

j
∏

t=i+1

(1− ψt). Then

En(S
(j)
i ) ≤ (i/j)χ .

(iv) Pn (µ/j ≥ ψj ≥ θ/j) ≥ 2θ.

(v) En(ϕj1(ψj ≥ θ/j)) ≥ θEn(ϕj).

Proof. Let us start with Part (i). Observe that if ψ ∼ β(a, b), then

E(ψ) =
a

a+ b
and E(ψ2) =

a(a + 1)

(a+ b)(a + b+ 1)
.

Hence the result follows from the fact that ψj ∼ β(m+ 2mr, (2j − 3)m+ 2mr(j − 1)).
Part (ii) is exactly Lemma 3.1 in [BBCS2]. We now prove (iii). From the first observa-

tion in Part (i), we have En(ψt) ≥ χ/t for all t ≥ 1. Moreover, the (ψt) are independent,
hence we get that

En(S
(j)
i ) =

j
∏

t=i+1

(1− En(ψt)) ≤
j
∏

t=i+1

(

1− χ

t

)

≤
j
∏

t=i+1

(

1− 1

t

)χ

=

(

i

j

)χ

.

Here we have used that if 0 ≤ χ, x ≤ 1, then (1− χx) ≤ (1− x)χ.
For Part (iv), Markov’s inequality gives that for any δ ∈ (0, 1)

Pn (|ψj − En(ψj)| > (1− δ)En(ψj)) ≤
Varn(ψj)

(1− δ)2En(ψj)2
.

Moreover, if ψ ∼ β(a, b), then

Var(ψ)

E(ψ)2
=

E(ψ2)

E(ψ)2
− 1 =

(a+ 1)(a+ b)

a(a+ b+ 1)
− 1 =

b

a(a + b+ 1)
≤ 1

a
.

Therefore for any j

Pn(ψj ∈ (δEn(ψj), (2− δ)En(ψj))) ≥ 1− 1

(1− δ)2(m+ 2mr)
.

Hence thanks to (i) we can choose positive constants µ and θ, such that for all j

(5) Pn

(

ψj ∈
(

θ

j
,
µ

j

))

≥ 2θ.

For (v), we notice that

En(ϕj1(ψj ≥ θ/j)) = En(ψj1(ψj ≥ θ/j))En

(

n
∏

t=j+1

(1− ψt)

)

≥ cEn(ψj)En

(

n
∏

t=j+1

(1− ψt)

)

= cEn(ϕj),

for some c > 0, independent of j. Thus the result follows by taking θ small enough. �
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The preferential attachment graph is known as a prototype of small world networks
whose diameter and typical distance (the distance between two randomly chosen vertices)
are of logarithmic order. In fact, these quantities in the independent model were well-
studied, see for instance [DVH] or [V]. In the following two lemmas, we prove similar
estimates for the sequential model. These estimates are in fact weaker but sufficient for
our purpose.

Lemma 2.5. Let d(Gn) be the diameter of the random graph Gn, i.e. the maximal distance

between pair of vertices in Gn. Then there exists a positive constant b1, such that

Pn(d(Gn) ≤ b1 log n) = 1− o(1).

Proof. Let ε ∈ (0, 1/2) be given, and recall the definitions of K(ε) and Eε given in Lemma
2.4 (ii). We first bound d(v1, vn). Define a decreasing sequence (ni)i≥0 by n0 = n, and
the condition that vni+1

and vni are neighbors (note that the choice of (ni) is not unique
in general). Define

Xi = 1({ni ≤ ni−1/2}) and Fi = σ(nj : j ≤ i) ∨ σ((ϕt)).
Denote by

σn = inf{i : ni+1 ≤ logn}.
If i ≤ σn, then ni > log n ≥ 2K(ε). Therefore due to the construction of the graph, for
such i we have on Eε

Pn(ni+1 ≤ ni/2 | Fi) =
S[ni/2]

Sni−1
≥ 1− ε

(1 + ε)2χ
≥ 1

2χ+2
= p > 0.

In other words, on Eε we have

En(Xi+1 | Fi)1(i ≤ σn) ≥ p1(i ≤ σn).(6)

Let

Yk =

k
∑

i=1

(Xi − En(Xi | Fi−1)) .

Then (Yk) is a martingale with respect to the filtration (Fk) and |Yk − Yk−1| ≤ 1. By
using Lemma 2.3 we get that

Pn (Yk ≤ −kp/2 | (ϕt)) ≤ 2 exp(−kp2/8),
which implies by using (6) that on Eε

Pn

(

k
∑

i=1

Xi ≤ kp/2, σn ≥ k | (ϕt)
)

≤ 2 exp(−kp2/8).(7)

Moreover, if
∑k

1 Xi ≥ (log2 n − log2 log n), then nk ≤ log n (or equivalently σn ≤ k).
Hence it follows from (7) that on Eε

Pn(σn ≥ C logn | (ϕt)) ≤ Pn

(

C logn
∑

i=1

Xi ≤ log2 n− log2 log n | (ϕt)
)

= O(n−2),

for some C = C(p) > 0.
On the other hand, if σn ≤ C logn, then d(v1, vn) ≤ (C + 1) logn. We thus obtain that
on Eε
(8) Pn(d(v1, vn) ≥ (C + 1) logn | (ϕt)) = O(n−2).
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Let dGk(vi, vj) be the distance between vi and vj in Gk for i, j ≤ k ≤ n. Note that

dGk(vi, vj) ≥ d(vi, vj) = dGn(vi, vj).

Similarly to (8), we deduce that on Eε, for all i ≥ C log n,

Pn(d(v1, vi) ≥ (C + 1) log i | (ϕt)) ≤ Pi(dGi(v1, vi) ≥ (C + 1) log i | (ϕt)) = O(i−2).

Hence on Eε
Pn(d(v1, vi) ≤ (C + 1) logn ∀ i ≥ C log n | (ϕt)) = 1− o(1).

Therefore by taking expectation with respect to (ϕt) and using Lemma 2.4 (ii), we get

Pn(d(Gn) ≤ 2(C + 1) logn) ≥ 1− 2ε,

which proves the result by letting ε tend to 0. �

Before proving the lower bound on the typical distance, we make a remark which will
be used frequently in this paper. It follows from the definition of Gn that for all i < j,

Pn(vi 6∼ vj | (ϕt)) =
(

1− ϕi
Sj−1

)m

.

Hence
ϕi
Sj−1

≤ Pn(vi ∼ vj | (ϕt)) ≤
mϕi
Sj−1

.

Then by using the following identities

Sj−1 =

j−1
∑

t=1

ϕt =

n
∏

t=j

(1− ψt) and ϕi = ψi

n
∏

t=i+1

(1− ψt),

we obtain that

(9) ψiS
(j−1)
i ≤ Pn(vi ∼ vj | (ϕt)) ≤ mψiS

(j−1)
i ,

where we recall that

S
(j)
i =

j
∏

t=i+1

(1− ψt).

Lemma 2.6. Let w1 and w2 be two uniformly chosen vertices from Vn. Then there is a

positive constant b2, such that w.h.p.

d(w1, w2) ≥
b2 logn

log log n
.

Proof. We will use an argument from [V, Lemma 7.16]. We call a sequence of distinct
vertices π = (π1, . . . , πk) a self-avoiding path. We write π ⊂ Gn if πi and πi+1 are
neighbors for all 1 ≤ i ≤ k−1. Let Π(i, j, k) be the set of all self-avoiding paths of length
k starting from vi and finishing at vj . We then claim that for all i, j, k ≥ 1,

(i) Pn(d(vi, vj) = k) ≤ gk(i, j) :=
∑

π∈Π(i,j,k)

Pn(π ⊂ Gn),

(ii) gk+1(i, j) ≤
∑

s 6=i,j
g1(i, s)gk(s, j).
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The first claim is clear, because if d(vi, vj) = k then there exists a self-avoiding path in
Π(i, j, k) which is in Gn. For the second one, we note that for any self-avoiding path
π = (π1, . . . , πk),

Pn(π ⊂ Gn) = Pn(π1 ∼ π2)Pn(π̄ ⊂ Gn),

where π̄ = (π2, . . . , πk). Indeed, if j < k, then the event that vj ∼ vk depends only on the
(Uk,i)i≤m. Hence this result follows from the facts that the vertices in π are distinct and
that the {(Uk,i)i≤m}k are independent. We are now in position to prove (ii):

gk+1(i, j) =
∑

s 6=i,j

∑

vi 6∈π̄
π̄∈Π(s,j,k)

Pn(vi ∼ vs, π̄ ⊂ Gn)

≤
∑

s 6=i,j

∑

π̄∈Π(s,j,k)

Pn(vi ∼ vs)Pn(π̄ ⊂ Gn)

=
∑

s 6=i,j
g1(i, s)gk(s, j).

We prove by induction on k that there is a positive constant C, such that

gk(i, j) ≤
(C log n)k√

ij
.(10)

For k = 1, thanks to (9) and Lemma 2.4 (iii), for all i < j we have

g1(i, j) = Pn(vi ∼ vj)

≤ mEn(ψi)En(S
(j−1)
i )

≤ mEn(ψi)

(

i

j − 1

)χ

≤ C√
ij
,(11)

for some C > 0. The existence of C follows from the facts that En(ψi) ≍ 1/i and χ ≥ 1/2.
Assume now that the result is true for some k, and let us prove it for k + 1. By using

the induction hypothesis, (ii) and (11) we get that

gk+1(i, j) ≤
∑

s 6=i,j
g1(i, s)gk(s, j)

≤
∑

s 6=i,j

C√
is

(C log n)k√
sj

≤ (C logn)k+1

√
ij

,
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which proves the induction step. Now it follows from (i) and (10) that

Pn(d(w1, w2) ≤ K) ≤ 1

n2

K
∑

k=1

∑

1≤i,j≤n
gk(i, j)

≤ 1

n2

K
∑

k=1

∑

1≤i,j≤n

(C log n)k√
ij

≤ (C logn)K+1

n
.

Therefore if K = logn/(2C log log n), then Pn(d(w1, w2) ≤ K) = o(1). This gives the
desired lower bound with b2 = 1/(2C). �

Remark 2.7. The bound in the above lemma is probably not sharp. Indeed for the
independent model, it is proved in [DVH] or [V] that if α > 0 (or equivalent χ > 1/2),
then w.h.p. d(w1, w2) ≥ c logn; and otherwise, w.h.p. d(w1, w2) ≥ logn/(C + log log n),
for some positive constants c and C.

2.3. Contact process on star graphs. We will see that star graphs play a crucial
role in the conservation of the virus on the preferential attachment graph. Hence, it is
important to understand the behavior of the contact process on a single star graph as
well as the transmission between them. These have been studied for a long time by many
authors, for instance in [P, BBCS1, CD, MVY]. The results we need will be summarized
in Lemma 2.8 and 2.9 below, but first a definition: we say that a vertex v is lit (the term
is taken from [CD]) at some time t if the proportion of its infected neighbors at time t is
larger than λ/(16e).

Lemma 2.8. Let (ξt) be the contact process on a star graph S with center v. There exists

a positive constant c∗, such that the following assertions hold.

(i) P (v is lit at time 1 | ξ0(v) = 1) ≥ c∗(1− exp(−c∗λ|S|)).

(ii) P (∃t > 0 : v is lit at time t | ξ0(v) = 1) → 1 as |S| → ∞.

(iii) If λ2|S| ≥ 64e2, and v is lit at time 0, then v is lit during the time interval

[exp(c∗λ2|S|), 2 exp(c∗λ2|S|)] with probability larger than 1− 2 exp(−c∗λ2|S|).
Proof. Parts (i) and (ii) are exactly Lemma 3.1 (i), (iii) in [MVY]. For (iii) we need an
additional definition: a vertex v is said to be hot at some time t if the proportion of
its infected neighbors at time t is larger than λ/(8e). Then in [CD] the authors proved
(with different constants in the defintion of lit and hot vertices, but this does not effect
the proof) that

• if v is lit at some time t, then it becomes hot before t + exp(c∗λ2 deg(v)) with
probability larger than 1− exp(−c∗λ2 deg(v)),

• if v is hot at some time t, then it remains lit until t + 2 exp(c∗λ2 deg(v)) with
probability larger than 1− exp(−c∗λ2 deg(v)).

Now (iii) follows from these results. �

The following result is Lemma 3.2 in [MVY].

Lemma 2.9. Let us consider the contact process on a graph G = (V,E). There exist

positive constants c∗ and λ0, such that if 0 < λ < λ0, the following holds. Let v and w be
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two vertices satisfying deg(v) ≥ 7
c∗

1
λ2

log
(

1
λ

)

d(v, w). Assume that v is lit at time 0. Then

w is lit before exp(c∗λ2 deg(v)) with probability larger than 1− 2 exp(−c∗λ2 deg(v)).

3. Proof of Proposition 1.2

In this section we study the contact process on the Pólya-point graph (T, o). In fact
like with other examples mentioned in the introduction, we will see in the next section
that the results and proofs on this graph will give us some insight in dealing with the
original finite graph’s problem.

We first make some observation on the degrees of the neighbors of the root (0). We
denote by w0 = (0), and x0 = xw0

. For any i ≥ 1, let

wi = (0, 1, ..., 1) and xi = xwi.

Then wi’s degree conditioned on xi is m+1 plus a Poisson random variable with parameter

γ

xψi

∫ 1

xi

ψxψ−1dx = γ
1− xψi
xψi

,

where γ is a Gamma random variable with parameters a = m+2mr+1 and 1. Therefore
letting κ = (1− xψi )/x

ψ
i , we have

q(k | xi) := P(deg(wi) = m+ 1 + k | xi) = E

(

e−γκ

k!
(γκ)k

∣

∣

∣
xi

)

=
κkΓ(k + a)

(κ+ 1)k+aΓ(a)k!

=
Γ(k + a)

Γ(a)k!
(1− xψi )

kxaψi ,(12)

where Γ(b) =
∫∞
0
xb−1e−xdx.

3.1. Proof of the upper bound. The idea of this part is to show that locally the Pólya-
point graph can be viewed as a subgraph of a certain Galton-Watson tree and then apply
some proofs from [MVY]. For all i and k ≥ 0, we denote by

qi(k) = P(deg(wi) = m+ 1 + k).

The following lemma gives estimates on the tail distributions of these laws.

Lemma 3.1. There exist positive constants c and C, such that for all k ≥ 0

ck−2−1/ψ ≤ q0(k) ≤ Ck−2−1/ψ and(13)

ck−1−1/ψ ≤ qi(k) ≤ C(log k)i−1k−1−1/ψ for all i ≥ 1.(14)

Moreover, the sequence (qi) is stochastically increasing i.e. qi � qi+1 for all i ≥ 0.

Proof. Assume that i ≥ 1. Due to the construction of the Pólya-point process, xi is

distributed as Ui . . . U1U
1/(1+ψ)
0 , where (Uj)j≥0 is a sequence of i.i.d. uniform random

variables in [0, 1]. Hence by changing the order of integration,

qi(k) = E(P(deg(wi) = m+ 1 + k | xi))

=

∫ 1

0

(ψ + 1)xψ0 dx0

∫ x0

0

dx1
x0

. . .

∫ xi−2

0

dxi−1

xi−2

∫ xi−1

0

q(k | xi)
dxi
xi−1

= (ψ + 1)

∫ 1

0

q(k | xi)dxi
∫ 1

xi

dxi−1

xi−1

. . .

∫ 1

x2

dx1
x1

∫ 1

x1

xψ−1
0 dx0.(15)
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By induction we can show that

g(xi) :=

∫ 1

xi

dxi−1

xi−1

....

∫ 1

x2

dx1
x1

∫ 1

x1

xψ−1
0 dx0 = (−1)i−1

[

1− xψi
ψi

+
i−1
∑

j=1

(log xi)
j

ψi−jj!

]

=
(−1)i−1

ψi

[

1− xψi +
i−1
∑

j=1

(log xψi )
j

j!

]

.(16)

By combining (12), (15), (16) and using the change variables y = xψi , we obtain

qi(k) =
(ψ + 1)Γ(k + a)

ψΓ(a)k!

∫ 1

0

(1− y)kya+
1

ψ
−1h(y)dy,(17)

where

h(y) =
(−1)i−1

ψi

(

1− y +

i−1
∑

j=1

(log y)j

j!

)

.

Since g(·) is decreasing, so is the function h(·). Therefore

∫ 1

0

(1− y)kya+
1

ψ
−1h(y)dy ≥ h(1/2)

∫ 1/2

0

(1− y)kya+
1

ψ
−1dy.(18)

On the other hand for k ≥ a− 1 + 1/ψ, we have

∫ 1

1/2

(1− y)kya+
1

ψ
−1dy =

∫ 1/2

0

yk(1− y)a+
1

ψ
−1dy ≤

∫ 1/2

0

(1− y)kya+
1

ψ
−1dy.

Hence,
∫ 1/2

0

(1− y)kya+
1

ψ
−1dy &

∫ 1

0

(1− y)kya+
1

ψ
−1dy.

Combining this with (18) yields that
∫ 1

0

(1− y)kya+
1

ψ
−1h(y)dy & h(1/2)B(k + 1, a+ 1/ψ),(19)

where B(a, b) =
∫ 1

0
(1− y)a−1yb−1dy = Γ(a)Γ(b)

Γ(a+b)
. Note that

Γ(k + a)

Γ(k)
≍ ka.(20)

By using this in (17) and (19) we deduce that

qi(k) & k−1−1/ψ,

which implies the lower bound in (14). For the upper bound, observe that

∫ 1

0

| log y|j(1− y)kya+
1

ψ
−1dy ≤

∫ 1/k

0

| log y|jya+ 1

ψ
−1dy +

∫ 1

1/k

| log y|j(1− y)kya+
1

ψ
−1dy

≤ C(log k)jk−a−1/ψ,
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for some C = C(j) > 0, where we have used that the function | log y|ya+ 1

ψ
−1 is increasing

in a neighborhood of the origin to bound the first term and the approximation (20) for
the second term. On the other hand by using (20) again, we get

∫ 1

0

(1− y)k+1ya+
1

ψ
−1dy . k−a−1/ψ.

Now the result follows from these estimates and by using (20) again for the term in front
of the integral in (17).

When i = 0, the proof is simpler, as the distribution of x0 is just Uχ
0 . We safely leave

it to the reader.
For the last assertion, we note that deg(wi) is m+1 plus a Poisson random variable with

parameter γ(1− xψi )/x
ψ
i , with γ ∼ Γ(m+ 2mr + 1, 1). On the other hand, xi+1 ≤ xi for

all i ≥ 0 (as xi+1 ∼ U([0, xi])). The result now follows from the well-known monotonicity
property of Poisson random variables. �

Remark 3.2. The logarithmic correction in (14) can not be droped, at least not com-
pletely. For instance, it follows from (17) and (20) that

q2(k) & ka−1

∫ 1/k

1/2k

(| log y|+ y − 1)(1− y)kya+
1

ψ
−1dy

& k−1−1/ψ log k.

We are now ready to show the relation between the Pólya-point graph and Galton-
Watson trees. To do that we introduce some new notation and definition. Given distri-
butions p,p′,p′′, we denote by GW(p,p′,p′′) the Galton-Watson tree defined as follows:
the root o has degree distriution p, all children of o have degree distribution p′ and all
other vertices have degree distribution p′′. Then for i ≥ 2, we let

(Ti, o) = GW (q0,q1,qi−1),

where we recall that qi is the degree distribution of wi.
Let (T1, o1) and (T2, o2) be two random rooted trees. We say that (T1, o1) is stochasti-

cally dominated by (T2, o2), and write it (T1, o1) � (T2, o2), if there exists a coupling of
the two trees such that a.s. T1 is a subgraph of T2 and o1 = o2.

Lemma 3.3. For any integer i ≥ 2, the ball in the Pólya-point graph of radius i around

the root is stochastically dominated by the corresponding ball in the Galton-Watson tree

GW(q0,q1,qi−1), i.e. BT (w0, i) � BTi
(o, i).

Proof. We first observe that

(i) By construction of the Pólya-point graph, for any n ≥ 0, conditionally on the
positions of the vertices at generation n (i.e. at distance n from w0), their degree
distributions are independent.

(ii) If v and w have the same type and xv � xw, then deg(w) � deg(v). Indeed,
this follows from the construction of the graph and the monotonicity property of
Poisson random variables.

(iii) If w = (v, ℓ) with ℓ > mv, then deg(w) � deg(v). Indeed, since w is of type R,
we have xw ≥ xv and γw � γv (recall that Γ(α, 1) is stochastically increasing in α,
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and thus F � F ′). Hence the claim follows as well from the monotonicity property
of Poisson random variables.

We now prove the lemma by induction on i. Let us start with i = 2. The claim follows
from the following facts:

• The degree distribution of the root is q0.

• If v = (0, ℓ) is some child of the root of type L (i.e. with ℓ ≤ m), then v has the
same degree distribution as (0, 1), which is q1. Otherwise by using (iii) above, we
get that deg(v) � deg((0)) � q1 (recall that q0 � q1).

• Conditionally on (xv), the random variables {deg(v) : d(w0, v) = 1} are indepen-
dent.

Suppose now that the result holds for some i, and let us prove it for i+1. Let S(i) = {v ∈
BT (w0, i) : d(w0, v) = i}. Then as above the induction step follows from the following
three facts:

• BT (w0, i) � BTi
(o, i) � BTi+1

(o, i) by using the induction hypothesis and that
qi � qi+1.

• Conditionally on (xv), the random variables {deg(v) : v ∈ S(i)} are independent.

• If v ∈ S(i), then deg(v) � qi. Indeed,
− if v is of type R, then v = (w, ℓ), with ℓ > mw. By using (iii) above and

the induction hypothesis, we obtain that deg(v) � deg(w) � qi−1.

− if v is of type L, there are two possibilities. First, if v = (0, ℓ1, . . . , ℓi),
with ℓj ≤ m((0, ℓ1, . . . , ℓj−1)) for all 1 ≤ j ≤ i, then xv has the same distri-
bution as xi (note that for simplicity, here we use the notation m(v) for mv).
Therefore, deg(v) ∼ qi. Otherwise, there are indices 1 ≤ k ≤ i − 1 such that
ℓk > m((0, ℓ1, . . . , ℓk−1)). Let j be the largest such index, and let w = (0, . . . , ℓj−1)
and w′ = (w, 1, . . . , 1) (with (i− j)’s 1). We now see that xv has the same law as
x(w,ℓj)U1 . . . Ui−j and xw′ has the same law as xwU1 . . . Ui−j , where (Ui) is a sequence
of i.i.d. uniform random variables in [0, 1]. As ℓj > m(w), we get x(w,ℓj) ≥ xw
and hence, xw′ � xv. Since both v and w′ are of type L, it follows from (ii) that
deg(v) � deg(w′) � qi−1 (note that w′ ∈ BT (w0, i)).

This concludes the proof of the lemma. �

Proof of the upper bound. We first recall a key estimate on the survial probability of the
contact process on (T2, o) = GW(q0,q1). Note that q0(k) ≍ k−ν and q1(k) ≍ k−ν+1 with
ν = 2 + 1/ψ. In [MVY], more precisely in Sections 6.1, 6.2 and 6.3, the authors proved
that when the exponent ν is larger than 5/2, there exist positive constants C = C(ν) and
R = R(ν), such that

(21) P(LT2
(o, R)) ≤ Cλ2ν−3| log λ|2−ν ,

where

LT2
(o, R) = {(o, 0) ↔ BT2

(o, R)c × R+},
is the event that the contact process starting from o infects vertices outside BT2

(o, R).
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Importantly, all their proofs involve only what happens inside the ball BT2
(o, R) with

R = R(ν) fixed. On the other hand, it follows from Lemma 3.1 that

cq1(k) ≤ qR−1(k) ≤ C(log k)R−2q1(k),(22)

with c and C independent of λ. In fact the logarithmic term on the right-hand side does
not make any difference in all the proofs in [MVY] (we refer to their Sections 6.2 and 6.3
for more details) 1 . Hence one can prove exactly as (21) that

(23) P(LTR
(o, R)) ≤ Cλ2ν−3| log λ|2−ν ,

with the same constant R = R(ν) and a possibly different C = C(ν), and where

LTR
(o, R) = {(o, 0) ↔ BTR

(o, R)c × R+}.
Thanks to Lemma 3.3, BT (w0, R) � BTR

(o, R). Hence it follows from (23) and the
monotonicity property of the contact process that

(24) P(LT (w0, R)) ≤ P(LTR
(o, R)) ≤ Cλ1+2/ψ| log λ|−1/ψ,

where

LT (w0, R) = {(w0, 0) ↔ BT (w0, R)
c × R+}.

On the other hand, the contact process starting from w0 survives forever only if the virus
infects vertices outside the balls BT (w0, R) for all R. Therefore

P(ξw0

t 6= ∅ ∀ t ≥ 0) ≤ P(LT (w0, R)) ≤ Cλ1+2/ψ| log λ|−1/ψ,

which proves the desired upper bound. �

Remark 3.4. In the case ν > 3, in [MVY], the authors improved (21) as follows

P(LT2
(o, R)) ≤ Cλ2ν−3| log λ|2(2−ν),

for some positive constants C = C(ν) and R = R(ν, λ). Although in the case of (TR, o) the
exponent ν = 2+ 1/ψ is larger than 3, we can not apply this result, since here R = R(λ)
depends on λ. Therefore the distribution qR−1 also depends on λ and (22) does not hold
anymore, so the proof in [MVY] can not be used here.

3.2. Proof of the lower bound. In this part, we first estimate the probability that
there is an infinite sequence of vertices, including w1, with larger and larger degree and
a small enough distance between any two consecutive elements of the sequence. We then
repeatedly apply Lemma 2.8 and 2.9 to bound from below the probability that the virus
propagates along these vertices, and like this survives forever. To this end, we denote by

ϕ(λ) =
7

c∗
1

λ2
log

(

1

λ

)

,(25)

with c∗ as in Lemma 2.8 and 2.9.

1

• In their proof, we need to replace the event {ξo
t
6= ∅ ∀ t ≥ 0} by {(o, 0) ↔ B(o,R)c × R+}.

• In Section 6.3 of their proof, in order to estimate the probability of B5
2 and B5

4 , take ǫ′1 =
min(2ν − 5, 2)/2 instead of ǫ′1 = (2ν − 5)/2.
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Lemma 3.5. There is a positive constant c, such that for λ small enough,

P(N ) ≥ cϕ(λ)−1/ψ,

where

N = {∃(jℓ)ℓ≥1 : j1 = 1, deg(wjℓ) ≥ 2ℓ+1ϕ(λ)/ψ ≥ ϕ(λ)d(wjℓ, wjℓ+1
) ∀ℓ ≥ 1}.

Proof. It follows from Markov’s inequality that for any k ≥ 1,

(26) P(U1 . . . Uk > 2−(k+1)/2) ≤ 2−(k−1)/2,

where (Ui) is a sequence of i.i.d. uniform random variables in [0, 1].
Now recall that for any i,

P(deg(wi) = m+ 1 + k | xi) =
Γ(k + a)

Γ(a)k!
(1− xψi )

kxaψi ,

with a = m+ 2mr + 1. Let C be some constant, such that for all k ≥ 1,

Γ(k + a)

Γ(a)k!
≤ Cka−1.

The existence of C is guaranteed by the fact that Γ(k + b)/Γ(k) ≍ kb when b is fixed.
Then

(27) P(deg(wi) ≤ m+ 1 + (c/xψi ) | xi) ≤
c/xψi
∑

k=0

Cka−1xaψi ≤ Cca,

for any c > 0. Set j1 = 1 and jℓ = 4ℓ/ψ for ℓ ≥ 2. Then define

Nℓ =
{

xjℓ ≤ (4ℓϕ(λ)/(cψ))−1/ψ, deg(wjℓ) ≥ 2ℓ+1ϕ(λ)/ψ
}

for all ℓ ≥ 1, where c is a positive constant to be chosen later.

As 2ℓ+1ϕ(λ)/ψ ≥ 4ϕ(λ)/ψ = ϕ(λ)d(wjℓ, wjℓ+1
), we have

(28) N ⊃
∞
⋂

ℓ=1

Nℓ.

Since xjℓ is distributed as x1U1 . . . Ujℓ−1, applying (26) gives that

P(xjℓ ≤ x14
−ℓ/ψ) ≥ 1− 2(4−ℓ/ψ).

Therefore

(29) P
(

xjℓ ≤ (4ℓϕ(λ)/(cψ))−1/ψ | N1

)

≥ 1− 2(4−ℓ/ψ).

By using (27) with (21−ℓc) instead of c we obtain that

(30) P
(

deg(wjℓ) ≥ 2ℓ+1ϕ(λ)/ψ | xjℓ ≤ (4ℓϕ(λ)/(cψ))−1/ψ
)

≥ 1− C(21−ℓc)a.

Then it follows from (29) and (30) that

(31) P

( ∞
⋂

ℓ=2

Nℓ | N1

)

≥ 1− 2
∞
∑

ℓ=2

4−ℓ/ψ − C
∞
∑

ℓ=2

(21−ℓc)a ≥ 1/4,

provided c is small enough. We now estimate P(N1). Let

γ(λ) = (4ϕ(λ)/(cψ))−1/ψ.
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Recall that x1 is uniformly distributed on [0, x0], with x0 ∼ Uχ
0 and U0 ∼ U([0, 1]).

Therefore

P(x1 ≤ γ(λ)) = E

(

min{γ(λ), x0}
x0

)

≥ γ(λ)P(x0 ≥ γ(λ))

= γ(λ)(1− γ(λ)1/χ)

≥ γ(λ)/2,(32)

for λ small enough. On the other hand, (27) gives that for c small enough

(33) P(N1 | x1 ≤ γ(λ)) ≥ 1− Cca ≥ 1/2.

We thus can choose c such that the two inequalities in (31) and (33) are satisfied. Now it
follows from (28), (31), (32) and (33) that

P(N ) & γ(λ),

which implies the result. �

Proof of the lower bound. By repeatedly applying Lemma 2.9 to the couple of vertices
(wiℓ, wiℓ+1

), we obtain that

P(ξt 6= ∅ ∀t ≥ T | N , w1 is lit at some time T ) ≥ 1− 2
∞
∑

ℓ=1

exp(−c∗λ22ℓ+1ϕ(λ)/ψ)

≥ 1− 2
∞
∑

ℓ=1

exp(−7(2ℓ+1)| log λ|/ψ)

≥ 1/2.(34)

On the other hand, by using Lemma 2.8 (i), we have

P(w1 is lit at some time T | N , o is infected at time 0)

≥ cλE(1− exp(−c∗λ deg(w1)) | N ) ≥ cλ/2,(35)

for some c > 0 (note that on N , we have c∗λ deg(w1) ≥ 7). Now the result follows from
(34), (35) and Lemma 3.5. �

4. Proof of Theorem 1.1.

By using the self-duality of the contact process (3), we see that to prove (2), it is
sufficient to show that

Pn

(

1

n

∑

v∈Vn

1({ξvtn 6= ∅}) ≤ Cλ1+2/ψ| log λ|−1/ψ

)

= 1− o(1),(36)

and

Pn

(

1

n

∑

v∈Vn

1({ξvtn 6= ∅}) ≥ cλ1+2/ψ| log λ|−1/ψ

)

= 1− o(1),(37)

for some positive constants c and C. We will prove these two statements in the next two
subsections.
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4.1. Proof of (36). For any v ∈ Vn and R, we define

Ln(v, R) = {(v, 0) ↔ BGn(v, R)
c × R+}

and
Xv = 1(Ln(v, R)).

Theorem 2.2 yields that for any R ≥ 1

(38) lim
n→∞

Pn(Ln(u,R)) = P(LT (w0, R)),

where u is a uniformly chosen vertex from Vn. By combing this with (24) we obtain that

lim
n→∞

Pn(Xu = 1) ≤ Cλ1+2/ψ| log λ|−1/ψ,

or equivalently

lim
n→∞

1

n

∑

v∈Vn

Pn(Xv = 1) ≤ Cλ1+2/ψ| log λ|−1/ψ.(39)

Now, let us consider the set

Wn = {(v, v′) ∈ Vn × Vn : d(v, v′) ≥ 2R + 3},
with R = R(ν) as in (23). Since R + 1 ≤ b2 log n/(log log n) for n large enough, Lemma
2.6 implies that

∑

v,v′∈Vn

Pn((v, v
′) 6∈ Wn) = o(n2).

On the other hand, if (v, v′) ∈ Wn then Xv and Xv′ are independent. Therefore
∑

v,v′∈Vn

Cov(Xv, Xv′) = o(n2).(40)

Thanks to (39) and (40) by using Chebyshev’s inequality we get that

Pn

(

1

n

∑

v∈Vn

Xv ≤ 2Cλ1+2/ψ| log λ|−1/ψ

)

= 1− o(1).(41)

Since the contact process on a finite ball in the Pólya-point graph a.s. dies out,

lim
t→∞

P(LT (w0, R)
c ∩ {ξw0

t 6= ∅}) = 0.

Hence for any ε > 0, there exists tε, such that

P(LT (w0, R)
c ∩ {ξw0

tε 6= ∅}) ≤ ε.(42)

For any v ∈ Vn, define
Xv,ε = 1(Ln(v, R)c ∩ {ξvtε 6= ∅}).

Then for n large enough such that tn ≥ tε, we have

1({ξvtn 6= ∅}) ≤ Xv +Xv,ε.(43)

It follows from Theorem 2.2 and (42) that

lim
n→∞

En(Xu,ε) = P(LT (w0, R)
c ∩ {ξw0

tε 6= ∅}) ≤ ε.

By using this and Markov’s inequality we get that for n large enough, and for any η > 0,

Pn

(

1

n

∑

v∈Vn

Xv,ε > η

)

≤
∑

v∈Vn En(Xv,ε)

nη
=

En(Xu,ε)

η
≤ 2ε

η
.(44)
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By combining (41), (43) and (44), then letting ε tend to 0, we obtain that

Pn

(

1

n

∑

v∈Vn

1({ξvtn 6= ∅}) ≤ 3Cλ1+2/ψ| log λ|−1/ψ

)

= 1− o(1),

which proves (36). �

4.2. Proof of (37). This subsection is divided into three parts. In the first one, we will
show that w.h.p. there are many vertices with large degree (larger than κ∗ log n). By
using on the other hand that the diameter of the graph is smaller than b1 logn, we can
deduce that if one of these large degree vertices is infected, then the virus survives w.h.p.
for a time exp(cn/(log n)1/ψ), see Proposition 4.2. In the second part, we measure the
density of potential vertices which are promising for spreading the virus to some of these
large degree vertices. In the last part, we estimate the proportion of potential vertices
which really send the virus to large degree vertices, getting this way (37).

4.2.1. Lower bound on the extinction time. Our aim in this part is to find large degree
vertices as mentioned above. We then prove that if one of them is infected, the virus is
likely to survive a long time.

Lemma 4.1. Let κ > 0 be given. Then there exists a positive constant c̄ = c̄(κ), such

that An holds w.h.p. with

An = {Gn contains c̄n/(log n)1/(1−χ) disjoint star graphs of size larger than κ log n}.
Proof. Let ε ∈ (0, 1/3) be given, and let K = K(ε) and Eε be as in Lemma 2.4. Set
an = (M log n)1/(1−χ), with M to be chosen later. Denote by

A = {vi : i ∈ [n/an, 2n/an] and ψi ∈ (θ/i, µ/i)}
and

E = Eε ∩ {|A| ≥ θn/an},
with θ, µ as in Lemma 2.4. Recall that the events {ψi ∈ (θ/i, µ/i)} are independent and
have probability larger than 2θ. Therefore (4) implies that w.h.p. |A| ≥ θn/an. Hence
for n large enough

Pn(E) ≥ 1− 2ε.

We now suppose that E happens. In particular, |S(k)
j − (j/k)χ| ≤ ε(j/k)χ for all K(ε) ≤

j ≤ k. Denote the elements of A as {vj1, ..., vjℓ} with ℓ ∈ [θn/an, n/an]. Then define

A1 = {vj : n/2 ≤ j ≤ n}.
We will show that all vertices in A have a large number of neighbors in A1. First, it
follows from (9) that if j < k, then vj and vk are neighbors with probability of order

ψjS
(k−1)
j . Therefore there are positive constants c and C depending on θ, µ such that for

all vj ∈ A and vk ∈ A1,

(45)
ca1−χn

n
≤ Pn(vj ∼ vk | E) ≤

Ca1−χn

n
.

Conditionally on (ψj), the events {{vj1 ∼ vk}}k∈A1
are independent. Hence thanks to (4)

we get that there are positive constants θ1, c1, C1 (depending on c and C), such that

Pn

(

c1a
1−χ
n ≤

∑

vk∈A1

1(vj1 ∼ vk) ≤ C1a
1−χ
n | E

)

≥ 1− exp(−θ1a1−χn ),
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or equivalently

(46) Pn(E1 | E) ≥ 1− exp(−θ1a1−χn ),

where

E1 = {c1a1−χn ≤ |B1| ≤ C1a
1−χ
n }

and

B1 = {vk ∈ A1 : vj1 ∼ vk}.
Note that in this proof, the values of the constants θ1, c1 and C1 may change from line to
line. Now let us consider

A2 = A1 \B1 and B2 = {vk ∈ A2 : vj2 ∼ vk}.
We notice that on E1 ∩ E , the cardinality of A2 is larger than n/2−C1a

1−χ
n ≥ n/4. Thus,

similarly to (46) we can show that

Pn(E2 | E1 ∩ E) ≥ 1− exp(−θ1a1−χn ),

where

E2 = {c1a1−χn ≤ |B2| ≤ C1a
1−χ
n }.

Likewise for all 2 ≤ s ≤ ℓ, define recursively

As = As−1 \Bs−1, Bs = {vk ∈ As : vjs ∼ vk},
Es = {c1a1−χn ≤ |Bs| ≤ C1a

1−χ
n }.

On E ∩ s−1∩
i=1

Ei, we have |As| ≥ n/2− sC1a
1−χ
n ≥ n/4, and

Pn

(

Es | E ∩ s−1∩
i=1

Ei
)

≥ 1− exp−(θ1a
1−χ
n ).

Hence

Pn

(

ℓ∩
i=1

Ei | E
)

≥ 1− n exp(−θ1a1−χn )/an.

Taking M large enough such that c1a
1−χ
n ≥ κ log n and n exp(−θ1a1−χn ) ≤ 1 yields that

Pn(|Bs| ≥ κ log n ∀ 1 ≤ s ≤ ℓ | E) ≥ 1− a−1
n .(47)

Moreover, by definition Bs ∩ Bt = ∅ for all s 6= t. Hence, all vertices in A have more
than κ log n distinct neighbors. Finally, take c̄ such that c̄n/(log n)1/(1−χ) ≤ θn/an, for
instance c̄ ≤ θM−1/(1−χ). In conclusion, we have shown that for any given ε ∈ (0, 1/3),

Pn(An) ≥ 1− 2ε− a−1
n ≥ 1− 3ε,

for n large enough. Since this holds for any ε > 0, the result follows. �

To determine the constant κ in the definition of An, we first recall that

Pn(Bn) = 1− o(1),

where

Bn = {d(Gn) ≤ b1 logn}.
Hence to apply Lemma 2.9 to the large degree vertices exhibited in the previous lemma,
we need

κ logn ≥ 7

c∗
1

λ2
log

(

1

λ

)

b1 log n.
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Moreover, at some point later it will be convenient to have also κ ≥ 3/(c∗λ2). So we let

(48) κ
∗ = max

{ 7

c∗
1

λ2
log

(

1

λ

)

b1,
3

c∗λ2

}

.

Then we let c̄∗ = c̄∗(κ∗) and An be defined accordingly as in Lemma 4.1.

A set of vertices V = {w1, . . . , wk} ⊂ Vn is called good if |Swi \ ∪j 6=iSwj | ≥ κ∗ logn for
all 1 ≤ i ≤ k, where Sv denotes the star graph formed by v and its neighbors.

Let V ∗
n be a maximal good set i.e. |V ∗

n | = max{|V | : V ⊂ Vn is good}.
Proposition 4.2. There exists a positive constant c, such that

Pn (ξTn 6= ∅ | ξ0 ∩ V ∗
n 6= ∅) = 1− o(1),

where Tn = exp(cλ2n/(log n)1/ψ).

Proof. Thanks to Lemma 2.5 and 4.1, we can assume that d(Gn) ≤ b1 logn and |V ∗
n | ≥

c̄∗n/(log n)1/(1−χ). Assume also that at time 0 a vertex in V ∗
n , say v, is infected.

Due to the definiton of V ∗
n , for any w ∈ V ∗

n , we can select from the set of w’s neighbors
a subset D(w) of size κ∗ logn, such that D(w) ∩D(w′) = ∅ for all w 6= w′.
We say that a vertex w in V ∗

n is infested at some time t if the proportion of infected sites
in D(w) at time t is larger than λ/(16e) (the term is taken from [MMVY]).

It follows from Lemma 2.8 (ii) that v becomes infested with probability tending to 1,
as n→ ∞. Using Lemma 2.8 (iii) and 2.9 (note that |D(w)| ≥ (7/(c∗λ2))| log λ|d(w,w′)),
we deduce that for any t ≥ 0 and w ∈ V ∗

n ,

Pn(v makes w infested at t+ 2 exp(c∗λ2κ∗ logn) | v is infested at t)

≥ 1− 4 exp(−c∗λ2κ∗ log n).

Therefore

Pn(v makes all vertices in V ∗
n infested at t+ 2 exp(c∗λ2κ∗ log n) | v is infested at t)

≥ 1− 4n exp(−c∗λ2κ∗ logn)

≥ 1− n−1,

where for the last inequality we have used that c∗λ2κ∗ ≥ 3. Now if all vertices in V ∗
n are

infested at the same time, then the proof of Proposition 1 in [CD] shows that the virus
survives a time exponential in

∑

v∈V ∗

n
deg(v). More precisely, let In,t be the number of

infested vertices in V ∗
n at time t. Then there is a positive constant η, such that for all

k ≤ |V ∗
n |,

Pn (In,sk ≥ k/2 | In,0 ≥ k) ≥ 1− s−1
k ,

where sk = exp(ηλ2kκ∗ logn). The result follows by taking k = c̄∗n/(logn)1/(1−χ). �

4.2.2. Density of potential vertices. In this part we will estimate the proprotion of poten-

tial sites from where the virus can be sent with positive probability to a vertex at distance
quite small (of order (log log n)2) and with large degree (larger than κ∗ log n).

This proportion approximates the probability that there is an infection path from the
uniformly chosen vertex u to a vertex with degree larger than κ∗ log n. To bound from
below this probability, based on the idea of Section 3.2, in particular Lemma 3.5, we find
a sequence of vertices starting from a neighbor of u and finishing at a large degree vertex,
satisfying the hypothesis of Lemma 2.9 for spreading the virus from u to the ending vertex,
see Lemma 4.4.
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Here are just some comments on the order of magnitude above. First, if a vertex with
degree larger than κ∗ log n is infected, then w.h.p. it will infect a site in V ∗

n , and then we
can conclude with Proposition 4.2. Secondly, (log log n)2 is the distance from a potential
vertex to a large degree vertex and is much smaller than the typical distance between
two different potential vertices. Hence the propagation of the virus from these potential
vertices to their closest large degree vertex are approximately independent events.

Set
Rn = (log log n)2.

For w ∈ Vn, define k0(w) by w = vk0(w), and for i ≥ 1 define ki(w) by the conditions
ki(w) < ki−1(w) and vki(w) ∼ vki−1(w) (note that the choice of ki(w) is not necessarily
unique). We define also

Hn(w) = {k0(w) ≥ n/ log n} ∩ {ki+1(w) ≥ ki(w)/ log ki(w) ≥ n1/2 ∀ 0 ≤ i ≤ Rn}.
Lemma 4.3. There is a positive constant θ0, such that for all θ ≤ θ0, for all ε ∈ (0, 1/2),
and for any vertex w, we have

Pn

(

max
v∈BGn (w,i)

deg(v) ≥ θeθi(n/k0(w))
1−χ | Eε ∩Hn(w)

)

≥ 1− e−θi,

for all i ≤ Rn, and

Pn (Hn(w) | k0(w) ≥ n/ logn, Eε) = 1− o(1/ log logn).

Proof. Let us begin with the second assertion. Due to the construction ofGn, if ki(w)/ log ki(w) ≥
K(ε), then

Pn(ki+1(w) ≤ ki(w)/ log ki(w) | Eε, ki(w), (ϕt)) =
S[ki(w)/ log ki(w)]

Ski(w)−1

≤ 1 + ε

1− ε

(

1

log ki(w)

)χ

.

Hence for all i ≤ Rn = (log log n)2,

Pn

(

ki+1(w) ≥ n/(logn)i+2 | Eε, ki(w) ≥ n/(logn)i+1
)

= 1− o((log n)−χ/2),

which proves the result by using a union bound.
For the first inequality, we claim that there is a positive constant c0, such that for any

c < c0, there exists c′ = c′(c) > 0, such that for all i ≤ Rn

(i) Pn

(

k[i/2](w) ≤ e−cik0(w) | Eε ∩Hn(w)
)

≥ 1− e−c
′i,

(ii) Pn

(

∃j ∈ (i/2, i) : ψkj(w) ≥ c/kj(w) | Eε ∩ Hn(w)
)

≥ 1− e−c
′i,

(iii) Pn(deg(vk) ≥ c′(n/k)1−χ | ψk ≥ c/k, Eε) ≥ 1− exp(−c′(n/k)1−χ), for any vk ∈ Vn.

From these claims we can deduce the result. Indeed, (i) and (ii) imply that with probabil-
ity larger than 1− 2 exp(−c′i) there is an integer j ∈ (i/2, i) such that kj(w) ≤ e−cik0(w)
and ψkj(w) ≥ c/kj(w). Then (iii) gives that deg(vkj(w)) ≥ c′ec(1−χ)i(n/k0(w))

1−χ with

probability larger than 1 − exp(−c′ec(1−χ)i). Hence the result follows by taking θ small
enough.

To prove (i), similarly to Lemma 2.6, we consider

Xj(w) = 1({kj(w) ≤ kj−1(w)/2}) and Fj(w) = σ(kt(w) : t ≤ j) ∨ σ((ϕt)).
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On Hn(w), we have K(ε) ≤ √
n ≤ kj(w) for all j ≤ Rn. Then by using the same argument

as in Lemma 2.6 we obtain that on Hn(w) ∩ Eε,

En(Xj(w) | Fj−1(w)) ≥
S[kj(w)/2] − S[kj(w)/ log kj(w)]

Skj(w)−1

≥ p

and

Pn





[i/2]
∑

j=1

Xj(w) ≥ ip/4



 ≥ 1− 2 exp(−ip2/16),(49)

for some constant p > 0. Since k[i/2](w) ≤ 2−ip/4k0(w) as soon as
∑[i/2]

j=1 Xj(w) ≥ ip/4,
the result follows from (49).

We now prove (ii). Let θ be the constant as in Lemma 2.4 (v). Fix some j ∈ (i/2, i)
and set k = kj(w)− 1 and ℓ = [kj(w)/ log kj(w)]. On Hn(w)∩Eε, we have k ≥ kj+1(w) ≥
ℓ ≥ √

n ≥ K(ε), and

Pn

(

ψkj+1(w) ≥ θ/kj+1(w) | k, ℓ
)

= En

(

1

Sk − Sℓ

k
∑

t=ℓ+1

ϕt1(ψt ≥ θ/t) | k, ℓ
)

≥ En

(

nχ

(1 + ε)kχ

k
∑

t=ℓ+1

ϕt1(ψt ≥ θ/t) | k, ℓ
)

≥ nχ

(1 + ε)kχ
En

(

θ

k
∑

t=ℓ+1

ϕt | k, ℓ
)

≥ θnχ

(1 + ε)kχ
En (Sk − Sℓ | k, ℓ)

≥ θnχ

(1 + ε)kχ
[(1− ε) (k/n)χ − (1 + ε) (ℓ/n)χ]

≥ θ/4,(50)

for ε ∈ (0, 1/2), where for the second inequality we have used Lemma 2.4 (v). Now (ii)
follows from the same argument as (i). Finally, (iii) can be proved as (46). �

Lemma 4.4. Let u be a uniformly chosen vertex from Vn. Then there exists a positive

constant c, such that

Pn(M) ≥ cλϕ(λ)−1/ψ,

where

M = {∃w ∈ BGn(u,Rn) : deg(w) ≥ κ
∗ log n} ∩ {(ξu. ) makes w lit inside BGn(u,Rn)}.

Proof. Define k0 by vk0 = u and for i ≥ 1 define ki by the conditions ki < ki−1 and
vki ∼ vki−1

. Let us denote u1 = vk1 and define also

Hn := Hn(u1) = {k1 ≥ n/ logn} ∩ {ki+1 ≥ ki/ log ki ≥ n1/2 ∀ 1 ≤ i ≤ Rn + 1}.
In this proof, we assume that ε = o(λϕ(λ)−1/ψ). Similarly to Lemma 4.3 by using that k0
is chosen uniformly from {1, . . . , n}, we have Pn(Hn | Eε) = 1 − o(1/ log log n) and hence
Pn(Eε ∩Hn) = 1− o(λϕ(λ)−1/ψ). We assume now that these two events happen.
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We recall the claim (iii) in the proof of Lemma 4.3: there is a positive constant c0, such
that for any c < c0, there exists c′ = c′(c) > 0, such that

Pn(deg(vk) ≥ c′(n/k)1−χ | ψk ≥ c/k) ≥ 1− exp(−c′(n/k)1−χ),(51)

for any vk ∈ Vn. Let us consider

M1 =
{

k1 ≤ n/γ̃(λ)
}

,

where γ̃(λ) = (4ϕ(λ)/c′θ2)1/1−χ, with θ a small enough constant (smaller than θ0 as in
Lemma 2.4 and 4.3 and than c0), and c′ = c′(θ). Define

M2 = M1 ∩
{

∀ 1 ≤ ℓ ≤ R′
n ∃wℓ : d(u1, wℓ) ≤ rℓ, deg(wℓ) ≥ ϕ(λ) exp(θrℓ)

}

,

where rℓ = 4ℓ/θ2 for 1 ≤ ℓ ≤ R′
n := θ2Rn/8.

By using Lemma 4.3 for u1 we get that for any ℓ ≤ R′
n

Pn

(

max
v∈BGn (u1,rℓ)

deg(v) ≥ θeθrℓ(n/k1)
1−χ
)

≥ 1− e−θrℓ .

If k1 ≤ n/γ̃(λ), then θ exp(θrℓ)(n/k1)
1−χ ≥ θ exp(θrℓ)γ̃(λ)

1−χ ≥ ϕ(λ) exp(θrℓ). Thus

Pn (∃v : d(v, u1) ≤ rℓ, deg(v) ≥ ϕ(λ) exp(θrℓ) | M1) ≥ 1− e−4ℓ/θ.

Hence

Pn (M2 | M1) ≥ 1−
R′

n
∑

ℓ=1

exp(−4ℓ/θ) ≥ 1− 2 exp(−4/θ).(52)

Define

M3 = M1 ∩ {deg(u1) ≥ 4ϕ(λ)/θ2}.
Similarly to (50), we can show that

Pn (ψk1 ≥ θ/k1 | k1 ≤ n/γ̃(λ)) ≥ θ/4.

It follows from (51) and the fact that c′γ̃(λ)1−χ = 4ϕ(λ)/θ2, that

Pn

(

deg(u1) ≥ c′(n/k1)
1−χ | k1 ≤ n/γ̃(λ), ψk1 ≥ θ/k1

)

≥ 1− exp(−4ϕ(λ)/θ2) ≥ 1/2.

From the last two inequalities we deduce that

Pn(M3 | M1) ≥ θ/8.

Combining this with (52) we obatin that

Pn(M2 ∩M3 | M1) ≥ θ/8− 2 exp(−4/θ) ≥ θ/16.(53)

We now bound from below Pn(M1). Observe that

Pn

(

k1 ≤ n/γ̃(λ)
∣

∣

∣
k0, (ϕj)

)

≥ S[n/γ̃(λ)]1({k0 > n/γ̃(λ)})
Sk0−1

& γ̃(λ)−χ
(

k0
n

)χ

1({k0 > n/γ̃(λ)}).

Since k0 is distributed uniformly on {1, . . . , n}, we get

En ((k0/n)
χ1({k0 > n/γ̃(λ)})) = 1

n

n
∑

k=n/γ̃(λ)

(k/n)χ ≍ 1.
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Therefore

Pn (M1) & γ̃(λ)−χ & ϕ(λ)−1/ψ.

This and (53) give that

Pn (M2 ∩M3) & ϕ(λ)−1/ψ.(54)

Observe that on M2 ∩M3, we have deg(u1) ≥ ϕ(λ)r1 ≥ ϕ(λ)d(u1, w1) and

deg(wℓ) ≥ ϕ(λ) exp(θrℓ) ≥ 2ϕ(λ)rℓ+1 ≥ ϕ(λ)d(wℓ, wℓ+1)

for all 1 ≤ ℓ ≤ R′
n. In other words, u1 and the vertices (wℓ) satisfy the condition in

Lemma 2.9, and thus applying this lemma inductively yields that

Pn(wR′

n
is lit inside BGn(u1, Rn) | M2 ∩M3, u1 is lit)

≥ 1−
R′

n
∑

ℓ=1

exp(−c∗λ2ϕ(λ)eθrℓ)

& 1.(55)

Similarly to (35), the probability that (ξu. ) makes u1 lit is of order λ. It follows from this
and (55) that

Pn((ξ
u
. ) makes wR′

n
lit inside BGn(u,Rn) | M2 ∩M3) & λ.(56)

In addition, deg(wR′

n
) ≥ κ∗ logn. Therefore

M ⊃ M2 ∩M3 ∩ {(ξu. ) makes wR′

n
lit inside BGn(u,Rn)}.

Combining this with (54) and (56) gives the result. �

4.2.3. Proof of (37). For any v ∈ Vn, we define

Yv = 1({∃w ∈ BGn(v, Rn) : deg(w) ≥ κ
∗ log n} ∩ {(ξv. ) makes w lit inside BGn(v, Rn)})

and
Zv = Yv1({ξvTn 6= ∅}),

where Tn is as in Proposition 4.2. Then
∑

v∈Vn

Zv ≤
∑

v∈Vn

1({ξvTn 6= ∅}),

and thus (37) follows from Lemma 4.5 below and an application of Markov’s inequality.

Lemma 4.5. The following assertions hold:

(i) Pn

(

1
n

∑

v∈Vn
Yv ≥ cλϕ(λ)−1/ψ

)

= 1− o(1), for some c > 0, independent of λ.

(ii) Pn (Zv = 1 | Yv = 1) → 1, as n→ ∞ uniformly in v ∈ Vn.

Proof. For (i), let ε ∈ (0, 1/2) be given. We have to show that the probability in the
left-hand side is larger than 1− 2ε for n large enough. First, Lemma 4.4 implies that

Pn(Yu = 1) & λϕ(λ)−1/ψ,

or equivalently

1

n

∑

v∈Vn

Pn(Yv = 1) & λϕ(λ)−1/ψ.
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Using Chebyshev’s inequality, the result follows from this and the following claim: on Eε
∑

v,v′∈Vn

Cov(Yv, Yv′) = o(n2).(57)

To prove it, we consider

Vn = {(vi, vj) : i, j ≥ n/ logn, d(vi, vj) ≥ 2Rn + 3}.
Since Rn + 1 ≤ b2 logn/(log logn) for n large enough, it follows from Lemma 2.6 that

∑

v,v′∈Vn

Pn((v, v
′) 6∈ Vn) = o(n2).(58)

On the other hand, Lemma 4.3 gives that if i ≥ n/ logn, then on Eε
Pn (∃w ∈ BGn(vi, Rn) : deg(w) ≥ κ

∗ log n) = 1− o(1/ log log n).

Moreover, given the graph Gn, Yv and Yv′ only depend on the Poisson processes defined
on the vertices and edges on the balls BGn(v, Rn) and BGn(v

′, Rn) respectively. Hence on
Eε for all (v, v′) ∈ Vn,

Cov(Yv, Yv′) = o(1/ log log n).(59)

Now (57) follows from (58) and (59).
We now prove (ii). If Yv = 1, then there exists a vertex w such that deg(w) ≥ κ∗ log n

and w is lit at some time. Besides, on Bn the diameter of the graph is bounded by b1 log n
w.h.p. Hence similarly to Lemma 2.9, we can show that on Bn

Pn(w infects a vertex in V ∗
n ) ≥ 1− exp(−c∗κ∗λ2 log n).

If one of the vertices in V ∗
n is infected, it follows from Proposition 4.2 that w.h.p. the

virus survives up to time Tn. Hence we obtain (ii) by using that Bn holds w.h.p. �

Remark 4.6. Using Proposition 6.2 in [CS] and the facts that Gn is connected and
d(Gn) = O(log n), we can obtain another metastability result. Let τn be the extinction
time of the contact process with infection rate λ > 0 starting from full occupancy. Then
the following convergence in law holds

τn
En(τn)

(L)−→
n→∞

E(1),

with E(1) an exponential random variable with mean one.
As mentioned in the introduction, the bound on tn in Theorem 1.1 is nearly optimal, but

by Remark 6.4 in [CS] one could improve it if one could prove that w.h.p. τn ≥ exp(cn),
for some c > 0. We expect the last assertion to hold like in the case of the configuration
model [MMVY, CS] for instance.
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