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# LOCAL SMOOTHING ESTIMATES FOR THE MASSLESS DIRAC-COULOMB EQUATION 

FEDERICO CACCIAFESTA AND ÉRIC SÉRÉ


#### Abstract

We prove local smoothing estimates for the massless 3D Dirac equation with a Coulomb potential. Our strategy is inspired by [9] and relies on partial wave subspaces decomposition and spectral analysis of the Dirac-Coulomb operator.


## 1. Introduction and generalities

The 3D massless Dirac equation with an electric Coulomb potential reads as

$$
\left\{\begin{array}{l}
i u_{t}+\mathcal{D} u+\frac{\nu}{|x|} u=0, \quad u(t, x): \mathbb{R}_{t} \times \mathbb{R}_{x}^{3} \rightarrow \mathbb{C}^{4}  \tag{1.1}\\
u(0, x)=f(x)
\end{array}\right.
$$

where $\mathcal{D}$ is the 3D massless Dirac operator, i.e.

$$
\mathcal{D}=-i \sum_{k=1}^{3} \alpha_{k} \partial_{k}=-i(\alpha \cdot \nabla)
$$

and the $4 \times 4$ Dirac matrices can be written as

$$
\alpha_{k}=\left(\begin{array}{cc}
0 & \sigma_{k}  \tag{1.2}\\
\sigma_{k} & 0
\end{array}\right), \quad k=1,2,3
$$

in terms of the Pauli matrices

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{1.3}\\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

The Dirac equation represents one of the most important and investigated models in quantum mechanics, and it has been widely and successfully used in physics to describe relativistic particles having a spin- $1 / 2$ (see e.g. [22], [28]). From a mathematical viewpoint, there have been many results in the recent years on the stationary (massive) Dirac equation (we refer to the recent survey [17]). On the other hand, the state-of-the-art understanding of its dynamics is still far from being satisfactory.

The $\alpha_{j}$ matrices satisfy the following anticommutation relations

$$
\alpha_{i} \alpha_{k}+\alpha_{k} \alpha_{i}=2 \delta_{i k} \mathbb{I}_{4}, \quad i, k=1,2,3,
$$

which imply that $\mathcal{D}^{2}=-\Delta$ (we recall that the spectrum of $\mathcal{D}$ is the whole line $\mathbb{R}$ ); in particular, this means that

$$
\left(i \partial_{t}-\mathcal{D}\right)\left(i \partial_{t}+\mathcal{D}\right)=\left(\Delta-\partial_{t t}^{2}\right) I_{4},
$$

which strictly links the dynamics of the free massless Dirac equation to a system of wave equations. Therefore, dynamical properties for the free Dirac equation can easily be derived from their wave counterparts: dispersive properties of the flow are thus mainly encoded in the celebrated family of Strichartz estimates, which are given by

$$
\begin{equation*}
\left\|e^{i t \mathcal{D}} f\right\|_{L_{t}^{p} \dot{H}_{x}^{\frac{1}{q}-\frac{1}{p}-\frac{1}{2}}} \lesssim\|f\|_{L^{2}} \tag{1.4}
\end{equation*}
$$

where the exponents $(p, q)$ are wave admissible, i.e. satisfy

$$
\frac{2}{p}+\frac{2}{q}=1, \quad 2<p \leq \infty, \quad 2 \leq q<\infty
$$

and $e^{i t \mathcal{D}}$ represents the propagator for the solutions to (3.2). We stress the fact that the estimate corresponding to the couple $(p, q)=(2, \infty)$, the so called endpoint, that is

$$
\begin{equation*}
\left\|e^{i t \mathcal{D}} f\right\|_{L_{t}^{2} L_{x}^{\infty}} \lesssim\|f\|_{\dot{H}^{1}} \tag{1.5}
\end{equation*}
$$

is known to fail as the corresponding one for the 3D wave flow. In [23] the authors proved a refined version of this estimate involving angular spaces, and this allowed them to prove well-posedness for the celebrated cubic nonlinear Dirac equation assuming initial data in $H^{1}$ with slight additional regularity on the angular variable. The problem was afterwards completely solved in [5].

Another family of a priori estimates encoding informations about dispersion are the so called local-smoothing type estimates, for which different forms are available: to the best of our knowledge the most general one in this setting is the following

$$
\begin{equation*}
\left\|w_{\sigma}^{-1 / 2} e^{i t \mathcal{D}} f\right\|_{L_{t}^{2} L_{x}^{2}} \leq C\|f\|_{L^{2}} \tag{1.6}
\end{equation*}
$$

where $w_{\sigma}(x)=|x|(1+|\log | x| |)^{\sigma}, \sigma>1$. (Here and in the following we shall use the notation $\dot{H}^{s}$ for the homogeneous Sobolev space with the norm $\|f\|_{\dot{H}^{s}}=\left.\| \| D\right|^{s} f \|_{L^{2}}$ where $|D|=(-\Delta)^{1 / 2}$, and $L_{t}^{p} L_{x}^{q}=L^{p}\left(\mathbb{R}_{t} ; L^{q}\left(\mathbb{R}_{x}^{n}\right)\right)$ for the mixed space-time Strichartz spaces). Both estimates (1.4) and (1.6) can be found in [14] (see also [16], [7]).

In recent years a lot of effort has been spent in order to investigate what happens to dispersive flows when potential perturbations come into play. In [14] the authors proved that both (1.4) and (1.6) hold for the flow $e^{i t(D+V)}$ under the assumption

$$
|V(x)| \leq \frac{\delta}{w_{\sigma}(x)}, \quad \sigma>1
$$

for some $\delta$ sufficiently small, which by the way is a sufficient condition to guarantee that the operator $\mathcal{D}+V$ is selfadjoint (see [28]). Similar results are available for magnetic potentials as well (see e.g. [8], [13]). In [11], [12] the authors generalized the angular endpoint estimates proved in [23] to small potential perturbations by introducing some new mixed Strichartz-smoothing estimates.

At the same time, some effort has been spent in order to find examples of potentials such that the correspoding flow does not disperse (in the sense we have discussed above). This problem has been tackled for the magnetic Dirac equation in [3], essentially showing that for vector potentials of the form $A(x) \cong|x|^{-\delta} M x$ with $\delta \in(1,2)$ most of the mass of the solution is localized around a non-dispersive function. Other previous results in this direction include [20] for the Schrödinger equation. These arguments suggest that, heuristically, the degree of homogeneity of the operator works as a threshold for
the validity of dispersive estimates: therefore, for the Dirac equation, the Coulomb potential is to be thought of as a critical case (we stress the fact that the restriction to the massless case seems unavoidable now). In the very last years the problem of understanding dispersive estimates for scaling invariant potentials has been approached for other dynamics: in [9] and [10] the authors have proved indeed that Morawetz and Strichartz estimates can be recovered for both the Schrödinger and wave equations with inverse square potentials, and in [18] the $L^{1} \rightarrow L^{\infty}$ time decay estimate is proved in the electromagnetic case.

The aim of this paper is to try to adapt the techniques of [9] to the massless Dirac Coulomb model, and to prove local smoothing estimates for solutions to (3.2). The strategy of proof of [9] is fairly straightforward: the basic idea is to use a sphÉrical harmonics decomposition to reduce the equation to a radial one and then rely on the Hankel transform to diagonalize it. Several problems arise when trying to adapt this strategy to the Dirac setting. The first difficulty is given by the fact that the Dirac operator does not preserve radiality, and therefore one needs a more complex, but still classical, sphÉrical harmonics decomposition related to the $S U_{2}$ group action (see [28]). Another issue is that we cannot use the Hankel transform, and we have to build up a relativistic analogue. To do this, we need to study the continuous spectrum of the DiracCoulomb model. The corresponding (approximated) eigenfunctions are well known (see for instance [22]), but their rich structure will raise some additional technical difficulties. We stress the fact that, to the best of our knowledge, this is the first result concerning dispersive properties of Dirac-Coulomb, an operator which plays a fundamental role in relativistic quantum chemistry. We hope that our result will be useful in the study of the dynamics of nonlinear models involving, for instance, several relativistic electrons in a molecule.

Before stating our main Theorem, we introduce some notations that will be used throughout the paper.

Notation We will indicate with $L^{p}$ and $H^{s}$, respectively, the standard Lebesgue and Sobolev spaces. The Dirac operator with the Coulomb potential will be

$$
\mathcal{D}_{\nu}=\mathcal{D}+\frac{\nu}{|x|} ;
$$

we will need the fractional powers of this operator as well, that we will denote with $\left|\mathcal{D}_{\nu}\right|^{\alpha}$, that will be precisely defined the next section (see Proposition 2.3). With $\Omega^{s}$ we will denote the operator

$$
\left(\Omega^{s} \phi\right)(x)=|x|^{s} \phi(x)
$$

and with a little abuse of notation we will use the same symbol to indicate the operators which are pointwise equal for all times,

$$
\left(\Omega^{s} \psi\right)(t, x)=|x|^{s} \psi(t, x)
$$

Moreover, for any $j=1 / 2+n$ for $n \in \mathbb{N}$ we will denote with $\mathcal{H}_{\geq j}$ the direct sum

$$
\mathcal{H}_{\geq j}=\bigoplus_{m_{j}, k_{j}} h_{j, m_{j}, k_{j}}
$$

where the $h$ spaces are defined in details in the next section.
We are now ready to state our main result.

Theorem 1.1. Let $u$ be solution of (3.2) and let $j=1 / 2+n$ for $n \in \mathbb{N}$. Then for any $1 / 2<\alpha<\sqrt{(j+1 / 2)^{2}-\nu^{2}}+1 / 2$ and any $f \in L^{2}((0, \infty)) \otimes \mathcal{H}_{\geq j}$ there exists a constant $C=C(\nu, \alpha, k)$ such that the following estimate holds

$$
\begin{equation*}
\left\|\Omega^{-\alpha}\left|\mathcal{D}_{\nu}\right|^{1 / 2-\alpha} u\right\|_{L_{t}^{2} L_{x}^{2}} \leq C\|f\|_{L^{2}} \tag{1.7}
\end{equation*}
$$

Remark 1.1. The essential self-adjointness of the Dirac operator with a Coulomb potential is in fact guaranteed if $|\nu| \leq \frac{\sqrt{3}}{2}$. On the other hand, in the interval $\frac{\sqrt{3}}{2}<|\nu|<1$ it is anyway possible to build a distinguished selfadjoint extension. We refer to [4] and references therein for a detailed discussion of the topic in a more general setting. We stress here the fact that, for $\nu$ approaching 1 , the range of admissible exponents when $j=1 / 2$ for our estimate (1.7) shrinks to zero.
Remark 1.2. The endpoint case $\alpha=1 / 2$ in (1.7) would permit to recover with a standard argument the full set of Strichartz estimates for the perturbed flow (see e.g. [9]); even though we don't have a concrete counterexample, this estimate seems to fail. Forthcoming remark 3.1 gives more details on the issue.

The plan of the paper is the following: in section 2 we build the setup, reviewing the theory of partial wave subspaces, the spectrum of the Dirac-Coulomb operator and defining our analogue of the Hankel transform, while section 3 is devoted to the proof of Theorem (1.1). An appendix containing some generalities on special functions is included at the end.
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## 2. The setup.

We devote this section to recall some classical facts about the radial Dirac operator and his spectrum, including a short discussion on how to explicitly calculate the eigenstates of the continuous spectrum. We refer to [22] and [28] for many more informations on the topic. Also, we construct an integral transform that will be crucial in our proof.
2.1. Partial wave decomposition and continuous spectrum. In the following proposition we collect some classical facts about the so called partial wave decomposition

Proposition 2.1. There is a unitary isomorphism between the Hilbert spaces $L^{2}\left(\mathbb{R}^{3}\right)^{4}$ and $L^{2}((0, \infty)) \otimes h_{j, m_{j}, k_{j}}$ where the indices vary as

$$
j=\frac{1}{2}, \frac{3}{2}, \ldots, \quad m_{j}=-j,-j+1, \ldots,+j, \quad k_{j}= \pm(j+1 / 2)
$$

where each 2-dimensional space $h_{j, m_{j}, k_{j}}$ is spanned by the couple of orthogonal angular vectors $\Xi_{m_{j}, k_{j}}^{ \pm}$where

$$
\Xi_{m_{j}, \mp(j+1 / 2)}^{+}=\binom{i \Omega_{j \mp 1 / 2}^{m_{j}}}{0}, \quad \Xi_{m_{j}, \mp(j+1 / 2)}^{-}=\binom{0}{\Omega_{j \pm 1 / 2}^{m_{j}}}
$$

$$
\begin{gathered}
\Omega_{j-1 / 2}^{m_{j}}=\frac{1}{\sqrt{2 j}}\binom{\sqrt{j+m_{j}} Y_{j-1 / 2}^{m_{j}-1 / 2}}{\sqrt{j-m_{j}} Y_{j-1 / 2}^{m_{j}+1 / 2}} \\
\Omega_{j+1 / 2}^{m_{j}}=\frac{1}{\sqrt{2 j+2}}\binom{\sqrt{j+1-m_{j}} Y_{j+1 / 2}^{m_{j}-1 / 2}}{-\sqrt{j+1-m_{j}} Y_{j+1 / 2}^{m_{j}+1 / 2}}
\end{gathered}
$$

and $Y_{l}^{m}$ are the usual sphÉrical harmonics. The isomorphism is explicit by the expansion

$$
\begin{gather*}
\Phi(x)=\sum_{j, m_{j}, k_{j}} f_{m_{j}, k_{j}}(r) \Xi_{m_{j}, k_{j}}^{+}(\theta, \phi)+g_{m_{j}, k_{j}}(r) \Xi_{m_{j}, k_{j}}^{-}(\theta, \phi)  \tag{2.1}\\
=\sum_{j, m_{j}, k_{j}}\binom{i f_{m_{j}, k_{j}}(r) \Omega_{\substack{m_{j} \\
m_{j}}}(\theta, \phi)}{g_{m_{j}, k_{j}}(r) \Omega_{j \pm 1 / 2}^{m_{j}}(\theta, \phi)}
\end{gather*}
$$

for any state $\Phi \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$.
Moreover, the Dirac-Coulomb operator leaves invariant the partial wave subspaces $C_{0}^{\infty}((0, \infty)) \otimes h_{j, m_{j}, k_{j}}$ and, with respect to the basis $\left\{\Xi_{m_{j}, k_{j}}^{+}, \Xi_{m_{j}, k_{j}}^{-}\right\}$is represented by the radial matrix

$$
d_{m_{j}, k_{j}}=\left(\begin{array}{cc}
\frac{\nu}{r} & -\frac{d}{d r}+\frac{k_{j}}{r}  \tag{2.2}\\
\frac{d}{d r}+\frac{k_{j}}{r} & \frac{\nu}{r}
\end{array}\right) .
$$

The Dirac-Coulomb opeator $\mathcal{D}+\frac{\nu}{r}$ on $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{4}$ is unitary equivalent to the direct sum of "partial wave Dirac operators" $d_{m_{j}, k_{j}}$,

$$
\mathcal{D}+\frac{\nu}{r} \cong \bigoplus_{j, m_{j}, k_{j}} d_{m_{j}, k_{j}}
$$

and the restricted operators $d_{m_{j}, k_{j}}$ are selfadjoint if and only if the operator $\mathcal{D}+\frac{\nu}{r}$ is selfadjoint.

Proof. See [28].
Remark 2.1. Notice that the radial Dirac operators as defined in (2.2) only depend on the quantum number $k$ which in turns depends on $j$.

It is therefore natural to seek the wave function of the stationary states of (3.2) in the form

$$
\begin{equation*}
\Psi_{\epsilon}^{\nu, m_{j} k_{j}}(r, \theta, \phi)=\binom{f_{\epsilon}^{\nu, m_{j}, k_{j}}(r) \Xi_{m_{j}, k_{j}}^{+}(\theta, \phi)}{g_{\epsilon}^{\nu, m_{j}, k_{j}}(r) \Xi_{m_{j}, k_{j}}^{-}(\theta, \phi)} \tag{2.3}
\end{equation*}
$$

For the rest of this section we fix the values of the parameters $j, m_{j}$, and we will omit the corresponding subscripts for the radial functions in order to keep notations light. Also, we will omit the dependance on $j$ of the quantic number, simply writing $k$ for $k_{j}$.

In view of (2.2) we have the following system for radial components of the continuos spectrum (we start from positive values of $\epsilon$ ):

$$
\left\{\begin{array}{l}
f^{\prime}+\frac{1+k}{r} f-\left(\epsilon-\frac{\nu}{r}\right) g=0  \tag{2.4}\\
g^{\prime}+\frac{1-k}{r} g+\left(\epsilon-\frac{\nu}{r}\right) f=0
\end{array}\right.
$$

We seek for the functions $f$ and $g$ in the form

$$
\begin{gathered}
f=\sqrt{\epsilon} e^{-\frac{1}{2} \rho} \rho^{\gamma-1}\left(Q_{1}+Q_{2}\right) \\
g=-i \sqrt{\epsilon} e^{-\frac{1}{2} \rho} \rho^{\gamma-1}\left(Q_{1}-Q_{2}\right),
\end{gathered}
$$

with $\rho=-2 i \epsilon r$. With this substitution and some algebraic manipulations we are led to the system

$$
\begin{gather*}
\rho Q_{1} "+(2 \gamma+1-\rho) Q_{1}^{\prime}-(\gamma-i \nu) Q_{1}=0  \tag{2.5}\\
\rho Q_{2} "+(2 \gamma+1-\rho) Q_{2}^{\prime}-(\gamma+1-i \nu) Q_{1}=0
\end{gather*}
$$

which we recognize to be confluent hypergeometric differential equations, giving as solutions

$$
f_{\epsilon}, g_{\epsilon}=C_{\gamma, \nu}(2 \epsilon r)^{\gamma-1} \times\left\{\begin{array}{c}
\operatorname{Im}  \tag{2.6}\\
\operatorname{Re}
\end{array}\right\}\left\{e^{i(\epsilon r+\xi)}{ }_{1} F_{1}(\gamma-i \nu, 2 \gamma+1,-2 \epsilon r)\right\}
$$

where $\gamma=\sqrt{k^{2}-\nu^{2}}$ where $e^{-2 i \xi}=\frac{\gamma-i \nu}{k}$ is the phase shift and the constant

$$
C_{\epsilon, \gamma, \nu}=\left\{\begin{array}{l}
1  \tag{2.7}\\
i
\end{array}\right\} \frac{4}{\sqrt{\pi}} e^{\frac{1}{2} \pi \nu} \frac{\mid \Gamma(\gamma+1+i \nu \mid}{\Gamma(2 \gamma+1)}
$$

where we mean that to $f$ corresponds the choice $(+, \operatorname{Im})$, while to $g(-, \operatorname{Re}) .{ }_{1} F_{1}(a, b, x)$ here represents the confluent hypergeometric function (see the Appendix for definition and basic properties). Notice that with this choice the following normalization condition holds for (2.3)

$$
\begin{equation*}
\int_{0}^{+\infty} \bar{\Psi}_{\epsilon}(r) \Psi_{\epsilon^{\prime}}(r) r^{2} d r=\frac{\delta\left(\epsilon-\epsilon^{\prime}\right)}{\epsilon^{2}} \tag{2.8}
\end{equation*}
$$

meaning with that that the function

$$
K\left(r, r^{\prime}\right)=r^{2} \int \varepsilon^{2} e^{-l \varepsilon} \bar{\Psi}_{\epsilon}(r) \Psi_{\epsilon^{\prime}}(r) d \varepsilon
$$

is a $\delta$-approximation for $l \rightarrow 0$.
Remark 2.2. Due to our choice of normalization (2.8) we have that for every $\epsilon>0$ $f_{\epsilon}(r)=f_{r}(\epsilon)=f(r \epsilon)$ and the same for $g$.

Remark 2.3. Note that the wave functions for repulsive fields are obtained by simply changing the sign of $\nu$.

Remark 2.4. It is not difficult to show, using a charge conjugation argument or simply working on radial equations (2.4), that the corresponding formulas for the continuous spectrum for negative $\epsilon$ are understood by the relation

$$
\begin{equation*}
\Psi_{-\epsilon}^{\nu, m_{j} k_{j}}(r, \theta, \phi)=\binom{g_{\epsilon}^{-\nu, m_{j},-k_{j}}(r) \Xi_{m_{j}, k_{j}}^{+}(\theta, \phi)}{f_{\epsilon}^{-\nu, m_{j},-k_{j}}(r) \Xi_{m_{j}, k_{j}}^{-}(\theta, \phi)} \tag{2.9}
\end{equation*}
$$

This allows us to use (2.6)-(2.7) to easily write down the the functions $\Psi_{\epsilon}$ for any value of $\epsilon \in \mathbb{R}$.
2.2. The integral transform. We now introduce the crucial integral transform, that consists in a projection on the continuous spectrum of the Dirac-Coulomb operator.
Definition 2.2. Let $\Phi_{k} \in L^{2}((0, \infty), d r) \otimes h_{j, m, k}$ for some fixed $k$ and let $\varphi_{k}(r)=$ $\left(\varphi_{k}^{1}(r), \varphi_{k}^{2}(r)\right) \in C_{c}^{\infty}(0, \infty)$ be the vector of its radial coordinates in decomposition (2.1). We define the following integral transform

$$
\begin{gather*}
\mathcal{H}_{k} \varphi_{k}(\epsilon)=\binom{\mathcal{H}_{k}^{+} \varphi_{k}(\epsilon)}{\mathcal{H}_{k}^{-} \varphi_{k}(\epsilon)}=\binom{\int_{0}^{+\infty} \Psi_{\epsilon}^{\nu, k}(r) \varphi_{k}(r) r^{2} d r}{\mathcal{C}\left(\int_{0}^{+\infty} \Psi_{-\epsilon}^{\nu, k}(r) \varphi_{k}(r) r^{2} d r\right)}  \tag{2.10}\\
=\int_{0}^{+\infty} H_{k}(\epsilon r) \cdot \varphi_{k}(r) r^{2} d r
\end{gather*}
$$

where we have introduced the matrix (see Remark 2.4)

$$
\begin{equation*}
H_{k}=\binom{f^{k, \nu}(\epsilon r) g^{k, \nu}(\epsilon r)}{g^{-k,-\nu}(\epsilon r) f^{-k,-\nu}(\epsilon r)} \tag{2.11}
\end{equation*}
$$

We collect in the following proposition some important properties of the operator $\mathcal{H}_{k}$.
Proposition 2.3. For any fixed $k$ and any $\Phi_{k} \in L^{2}((0, \infty), d r) \otimes h_{j, m, k}$ the following properties hold:
(1) $\mathcal{H}_{k}$ is an $L^{2}$-isometry.
(2) $\mathcal{H}_{k} d_{k}=\Omega \mathcal{H}_{k}$.
(3) The inverse transforms of $\mathcal{H}_{k}$ is given by

$$
\begin{equation*}
\mathcal{H}_{k}^{-1} \varphi_{k}(r)=\int_{0}^{+\infty} H_{k}^{*}(\epsilon r) \cdot \varphi_{k}(\epsilon) \epsilon^{2} d \epsilon \tag{2.12}
\end{equation*}
$$

where $H_{k}^{*}=\binom{f^{k, \nu}(\epsilon r) g^{-k,-\nu}(\epsilon r)}{g^{k, \nu}(\epsilon r) f^{-k,-\nu}(\epsilon r)$. } with the same notations as in Definition 2.2.
(4) For every $\sigma \in \mathbb{R}$ we can define the fractional operators

$$
\begin{equation*}
A_{k}^{\sigma} \varphi_{k}(r)=\mathcal{H}_{k} \Omega^{\sigma} \mathcal{H}_{k}^{-1} \varphi_{k}(r)=\int_{0}^{+\infty} S_{k}^{\sigma}(r, s) \cdot \varphi_{k}(s) s^{2} d s \tag{2.13}
\end{equation*}
$$

where the integral kernel $S_{k}(r, s)$ is a $2 \times 2$ matrix given by

$$
S_{k}(r, s)=\int_{0}^{+\infty} H_{k}(\epsilon r) \cdot H_{k}^{*}(\epsilon s) \epsilon^{2+\alpha} d \epsilon
$$

Remark 2.5. Property (1) allows, by standard arguments, to extend the definition of the operator $\mathcal{H}_{k}$ to functions in $L^{2}$.

Remark 2.6. When summing on $k$, Property (2.13) defines in a standard way fractional powers of the operator $\left|\mathcal{D}_{\nu}\right|$, which are used in the statement of Theorem (1.1).

Proof. Property (1) and (2) come from the definition of $\mathcal{H}_{k}$, once noticed that

$$
\mathcal{H}_{k}^{ \pm}\left(d_{k} \varphi_{k}\right)=\left\langle\Psi_{ \pm \epsilon}^{\nu, k}, d_{k} \varphi_{k}\right\rangle=\left\langle d_{k} \Psi_{ \pm \epsilon}^{\nu, k}, \varphi_{k}\right\rangle=\epsilon\left\langle\Psi_{ \pm \epsilon}^{\nu, k}, \varphi_{k}\right\rangle
$$

and from normalization relation (2.8). Property (3) is a consequence of (1) ( $H_{k}^{*}$ is the adjoint of $\mathcal{H}_{k}$ ).

To prove property (4) we use the definition of $A_{k}$ to write

$$
\begin{aligned}
A_{k}^{\sigma} \varphi_{k}(r) & =\mathcal{H}_{k} \Omega^{\sigma} \mathcal{H}_{k}^{-1} \varphi_{k}(r) \\
& =\int_{0}^{+\infty} H_{k, \nu}(\epsilon r) \epsilon^{2+\sigma}\left(\int_{0}^{+\infty} H_{k, \nu}^{*}(\epsilon s) \varphi_{k}(s) s^{2} d s\right) d \epsilon
\end{aligned}
$$

Exchanging the order of the integrals yields (4).

## 3. Proof of Theorem 1.1

We here prove our main result. Following [9], we rely on partial wave decomposition and on Proposition 2.3 to explicitly write the solutions on the single subspaces; then, a detailed and careful analysis of the kernel $S_{k}(r, s)$ of the operator $A_{k}$ defined in (2.13) will be performed to sum back.
3.1. The strategy. We start with decomposition (2.1) and work on a single sphÉrical space which will be identified by the triple $\left\{j, m_{j}, k_{j}\right\}$ with $j=\frac{1}{2}, \frac{3}{2}, \ldots, \quad m_{j}=-j,-j+$ $1, \ldots,+j, \quad k_{j}= \pm(j+1 / 2)$ as in Proposition 2.1. Since, as already pointed out, the action of the Dirac-Coulomb operator on each of this subspace only depends on the quantic number $k$, we will omit the dependence on $j$ and $m_{j}$ and work on spinors $\Phi_{k}$ for $k \in \mathbb{Z} \backslash\{0\}$. We denote with $L_{k} f$ the solution to the initial value problem

$$
\left\{\begin{array}{l}
i u_{t}+d_{k} u=0  \tag{3.1}\\
u(0, x)=f(x)
\end{array}\right.
$$

with $d_{k}$ as in (2.2). We apply the operator $\mathcal{H}_{k}$, which is an $L^{2}$-isometry to the LHS sides of estimate (1.7) and use Proposition 2.3 to obtain

$$
\left\|\mathcal{H}_{k} \Omega^{-\alpha}\left|d_{k}\right|^{1 / 2-\alpha} L_{k} f\right\|_{L_{t}^{2} L_{x}^{2}}=\left\|A_{k}^{-\alpha} \Omega^{1 / 2-\alpha} \mathcal{H}_{k} L_{k} f\right\|_{L_{t}^{2} L_{x}^{2}} \leq C\left\|\mathcal{H}_{k} f\right\|_{L^{2}}
$$

where we have used (2.13). Now, $\mathcal{H}_{k} L_{k} f$ solves (see (2) of Proposition 2.1)

$$
\left\{\begin{array}{l}
i \partial_{t} \mathcal{H}_{k} L_{k} f+\Omega \mathcal{H}_{k} L_{k} f=0  \tag{3.2}\\
\mathcal{H}_{k} L_{k} f(0, \xi)=\mathcal{H}_{k} f(\xi)
\end{array}\right.
$$

so that the solution to this problem is given by

$$
\mathcal{H}_{k} L_{k} f(t, \xi)=e^{i t \xi} \mathcal{H}_{k} f(\xi)
$$

Fourier transforming in time (since $\mathcal{F}_{t \rightarrow \tau}$ is an $L^{2}$-isometry which commutes with $A_{k}^{\sigma}$ ) then gives

$$
\left(\mathcal{F}_{t} \mathcal{H}_{k} L_{k} f\right)(\tau, \xi)=\left(\mathcal{H}_{k} f\right)(\rho) \delta(\tau+\xi)
$$

We can then write

$$
\begin{aligned}
\left(A_{k}^{-\alpha} \Omega^{1 / 2-\alpha} \mathcal{F}_{t} \mathcal{H}_{k} L_{k} f\right)(\tau, \xi) & =\int_{0}^{+\infty} S_{k}^{-\alpha}(\xi, s) \delta(\tau+s) \mathcal{H}_{k} f(s) s^{2+1 / 2-\alpha} d s \\
& =-S_{k}^{-\alpha}(\xi, \tau) \mathcal{H}_{k} f(\tau) \tau^{5 / 2+\alpha}
\end{aligned}
$$

In view of proving (1.7) we now need to calculate the $L^{2}$ norm in time and space of the quantity above which then gives

$$
\begin{equation*}
\int_{0}^{+\infty} \int_{0}^{+\infty}\left(\left(\mathcal{H}_{k} f\right)^{*}(\tau) S_{k}^{-\alpha}(\rho, \tau)^{T}\right) \cdot\left(S_{k}^{-\alpha}(\rho, \tau)\left(\mathcal{H}_{k} f\right)(\tau)\right) \tau^{5-2 \alpha} \rho^{2} d \rho \tag{3.3}
\end{equation*}
$$

Since $S_{k}^{p}(\rho, \tau)^{T}=S_{k}^{p}(\tau, \rho)$, the integral in $d \rho$ yields $S_{k}^{-2 \alpha}(\tau, \tau)$ and we are therefore left with

$$
\begin{equation*}
\int_{0}^{+\infty}\left(\mathcal{H}_{k} f\right)^{*}(\tau) S_{k}^{-2 \alpha}(\tau, \tau)\left(\mathcal{H}_{k} f\right)(\tau) \tau^{5-2 \alpha} d \tau \tag{3.4}
\end{equation*}
$$

To conclude the proof of the estimate on the $k$-th space we need to bound (3.4) with the $L^{2}$-norm of $\mathcal{H}_{k} f$ (which we recall to be the $L^{2}$ norm of $f$ ). The crucial and concluding step therefore relies in proving that
$\int_{0}^{+\infty}\left(\mathcal{H}_{k} f\right)^{*}(\tau) S_{k}^{-2 \alpha}(\tau, \tau)\left(\mathcal{H}_{k} f\right)(\tau) \tau^{5-2 \alpha} d \tau \leq \int_{0}^{+\infty} \operatorname{Tr}\left(S_{k}^{-2 \alpha}(\tau, \tau)\right)\left|\mathcal{H}_{k} f\right|^{2}(\tau) \tau^{5-2 \alpha} d \tau$

$$
\begin{align*}
& \leq C_{k} \|\left.\mathcal{H}_{k} f\right|^{2}(\tau) \tau^{2} d \tau  \tag{3.5}\\
& =C_{k}\|f\|_{L^{2}}
\end{align*}
$$

with $C_{k}$ a bounded constant of $k$, and therefore of $\gamma$. Expanding $f$ in partial waves, and using the triangle inequality together with the orthogonality of sphÉrical harmonics concludes the proof.
3.2. The main integral. The crucial step is thus to calculate

$$
\begin{align*}
\operatorname{Tr}\left(S^{-2 \alpha}(\tau, \tau)\right) & =\operatorname{Re}\left[\int_{0}^{+\infty}\left(f^{k, \nu}(\epsilon \tau) f^{k, \nu}(\epsilon \tau)+g^{k, \nu}(\epsilon \tau) g^{k, \nu}(\epsilon \tau) \epsilon^{2-2 \alpha} d \epsilon\right]\right. \\
& +\operatorname{Re}\left[\int_{0}^{+\infty}\left(f^{-k,-\nu}(\epsilon \tau) f^{-k,-\nu}(\epsilon \tau)+g^{-k,-\nu}(\epsilon \tau) g^{-k,-\nu}(\epsilon \tau) \epsilon^{2-2 \alpha} d \epsilon\right]\right.  \tag{3.6}\\
& =\operatorname{Re}\left[I_{1}(\tau)+I_{2}(\tau)\right] .
\end{align*}
$$

More than giving an explicit solution of such integrals, which seems to be possible but significantly complicated, we are more interested in proving that

$$
\begin{equation*}
\operatorname{Tr}\left(S^{-2 \alpha}(\tau, \tau)\right) \cong \tilde{C}_{k} \tau^{-3+2 \alpha} \tag{3.7}
\end{equation*}
$$

where the constant $\tilde{C}_{k}$ is bounded with respect to the parameter $k$. Recalling the structure of the eigenstates (2.6), we notice that integral (3.6) takes the form

$$
\operatorname{Tr}\left(S^{-2 \alpha}(\tau, \tau)\right)=-\operatorname{Re} \int Z_{k, \nu} \cdot Z_{k, \nu} \epsilon^{2-2 \alpha}-\operatorname{Re} \int Z_{-k,-\nu} \cdot Z_{-k,-\nu} \epsilon^{2-2 \alpha}
$$

where

$$
Z_{k, \nu}=\frac{4}{\sqrt{\pi}} e^{\frac{1}{2} \pi \nu} \frac{\mid \Gamma(\gamma+1+i \nu \mid}{\Gamma(2 \gamma+1)}(2 \epsilon r)^{\gamma-1} e^{i(\epsilon r+\xi)}{ }_{1} F_{1}(\gamma-i \nu, 2 \gamma+1,-2 \epsilon r)
$$

Therefore, integral $I_{1}$ reduces to the form (3.8)
$I_{1}(\tau)=C_{k, \nu} \tau^{2 \gamma-2} \int_{0}^{+\infty} \epsilon^{2 \gamma-2 \alpha} e^{2 i \epsilon \tau}{ }_{1} F_{1}(\gamma-i \nu, 2 \gamma+1,-2 i \epsilon \tau)_{1} F_{1}(\gamma-i \nu, 2 \gamma+1,-2 i \epsilon \tau) d \epsilon$
with

$$
C_{k, \nu}=\frac{2^{2 \gamma+2}}{\pi} e^{\pi \nu} \frac{\mid \Gamma\left(\gamma+1+\left.i \nu\right|^{2}\right.}{\Gamma(2 \gamma+1)^{2}} e^{2 i \xi} .
$$

Notice that the only difference between $I_{1}$ and $I_{2}$ is encoded in the sign of $\nu$ since the quantic number $k$ only appears squared into $\gamma$, and is virtually unessential.

Integrals of these forms have already been object of study in literature (see [21], [19], [27], [6], [1]) since they are connected with some different physical problems, as for instance matrix multipole elements for the Dirac Coulomb model, and they present some difficulties since they are not a priori convergent at infinity as well as in the origin (see (4.3)). Singularity at the origin can be dealt with by a standard integration by parts argument (as the one used to define $\Gamma$ function for negative real parts) and is discussed in [27] provided $2 \gamma-2 \alpha+1$ is not zero or a negative integer, while singularity at infinity is slightly more difficult to be handled. To make things work, we need first of all to define $I_{j}(r, s)$ off-diagonal and then use a limiting procedure. Also, the introduction of a term of the form $e^{-\delta \epsilon}$ with $\delta \in \mathbb{R}^{+}$in the integral is needed in order to make it convergent; we will now denote with $I_{j}^{\delta}$ this new integral:

$$
\begin{gathered}
I_{j}^{\delta}(r, s) \\
=C_{k, \nu} \tau^{2 \gamma-2} \int_{0}^{+\infty} \epsilon^{2 \gamma-2 \alpha} e^{\epsilon(i(r+s)-\delta)}{ }_{1} F_{1}(\gamma-i \nu, 2 \gamma+1,-2 i \epsilon r)_{1} F_{1}(\gamma-i \nu, 2 \gamma+1,-2 i \epsilon s) d \epsilon
\end{gathered}
$$

This modified integral can be explicilty computed, and its solution is written in terms of a double Appel series, which unfortunately turns to be not convergent for the values we are interested in. To deal with this problem, it will be necessary to introduce an analytic continuation of such a series: we don't include the proofs of these results here as they can be found in corresponding references. Since, as already noticed, the discussion of $I_{1}$ and $I_{2}$ is completely analogous, we will limit ourselves to $I_{1}$.

We begin with the following
Lemma 3.1. Let $k$, $k^{\prime}$ such that $|k|+\left|k^{\prime}\right|<|h|$ and $d$ not a negative integer nor zero. Then

$$
\begin{equation*}
\int_{0}^{+\infty} t^{d-1} e^{-h t} F\left(a_{1}, b_{1}, k t\right) F\left(a_{2}, b_{2}, k^{\prime} t\right) d t=h^{-d} \Gamma(d) F_{2}\left(d ; a_{1}, a_{2} ; b_{1}, b_{2} ; \frac{k}{h}, \frac{k^{\prime}}{h}\right) \tag{3.9}
\end{equation*}
$$

where $F_{2}$ is defined in (4.5).
Proof. See Lemma 1 in [25].
We should now point out that the ray of convergence of $F\left(\alpha ; a_{1}, a_{2} ; b_{1} ; b_{2} ; x, y\right)$ is $|x|+|y|<1$, which provides a first obstacle to the application of this result to our case. To overcome this difficulty, we rely on the following analytic continuation of $F_{2}$.

Lemma 3.2. If $\operatorname{Re}\left(b_{1}-a_{1}\right)>0, \operatorname{Re}\left(a_{1}\right)>0$

$$
\begin{equation*}
F_{2}\left(d ; a_{1}, a_{2}, b_{1}, b_{2} ; 1,1\right) \tag{3.10}
\end{equation*}
$$

$$
\begin{aligned}
& =e^{-i \pi(b-a-d)} \frac{\Gamma\left(b_{1}\right) \Gamma\left(d-b_{1}+1\right)}{\Gamma\left(a_{1}\right) \Gamma\left(d-a_{1}+1\right)} 3_{3} F_{2}\left(d, b_{2}-a_{2}, d-b_{1}+1 ; b_{2}, d-a_{1}+1 ; 1\right) \\
& +e^{i \pi a} \frac{\Gamma\left(b_{1}\right) \Gamma\left(d-b_{1}+1\right)}{\Gamma\left(b_{1}-a_{1}\right) \Gamma\left(d+a_{1}+1-b_{1}\right)}{ }_{3} F_{2}\left(d, a_{2}, d+1-b_{1} ; b_{2}, d+a+1-b_{1} ; 1\right)
\end{aligned}
$$

Proof. See [6].

For the sake of generality we have stated this Lemma with general values of the parameters; we list here for convenience the necessary substitutions to treat our case:

$$
\begin{align*}
d & =2 \gamma+1-2 \alpha  \tag{3.11}\\
a_{1}=a_{2} & =\gamma-i \nu \\
b_{1}=b_{2} & =2 \gamma+1 .
\end{align*}
$$

Since necessary conditions of Lemma 3.2 are fullfilled with these values, this result allows us to pass to the limit $I_{j}^{\delta}(r, s)$ for $\delta \rightarrow 0, s \rightarrow r=: \tau$, and thus leaves us with

$$
\begin{gathered}
I_{1}(\tau) \\
=C_{k, \nu} \tau^{2 \gamma-2}(2 i \tau)^{-(2 \gamma+1-2 \alpha)} \Gamma(2 \gamma+1-2 \alpha) F_{2}(2 \gamma+1-2 \alpha ; \gamma-i \nu, \gamma-i \nu ; 2 \gamma+1,2 \gamma+1 ; 1,1)
\end{gathered}
$$

with

$$
C_{k, \nu}=\frac{2^{2 \gamma+2}}{\pi} e^{\pi \nu} \frac{\mid \Gamma\left(\gamma+1+\left.i \nu\right|^{2}\right.}{\Gamma(2 \gamma+1)^{2}} e^{2 i \xi}
$$

Using now representation (3.10) for $F_{2}$ and plugging in values (3.11), we are led to

$$
\begin{equation*}
I_{1}(\tau)=\tau^{2 \alpha-3} C_{k, \nu}(2 i)^{-(2 \gamma+1-2 \alpha)} \Gamma(2 \gamma+1-2 \alpha)(A+B) \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=e^{i \pi(\gamma-2 \alpha-i \nu)} \frac{\Gamma(2 \gamma+1) \Gamma(1-2 \alpha)}{\Gamma(\gamma-i \nu) \Gamma(\gamma+2-2 \alpha+i \nu)} \\
& \times \sum_{m} \frac{(2 \gamma+1-2 \alpha)_{m}(\gamma+1+i \nu)_{m}(1-2 \alpha)_{m}}{(2 \gamma+1)_{m}(\gamma+2-2 \alpha+i \nu)_{m} m!} \\
& B=e^{i \pi(\gamma-i \nu)} \frac{\Gamma(2 \gamma+1) \Gamma(1-2 \alpha)}{\Gamma(\gamma+1+i \nu) \Gamma(\gamma+1-2 \alpha-i \nu)} \\
& \quad \times \sum_{m} \frac{(2 \gamma+1-2 \alpha)_{m}(\gamma-i \nu)_{m}(1-2 \alpha)_{m}}{(2 \gamma+1)_{m}(\gamma+1-2 \alpha-i \nu)_{m} m!}
\end{aligned}
$$

Both the ${ }_{3} F_{2}$ functions above turn to be convergent: we can indeed explicitly check convergence condition (4.2) to give in both cases $\alpha>0$. Notice also that assumption $\alpha<\gamma+1 / 2$ guarantees boundedness on the term $\Gamma(2 \gamma+1-2 \alpha)$. To conclude with, we
now need to take the real part of (3.12) and show that it is a bounded function of $\gamma$. After some simplifications, we have

$$
\begin{aligned}
\operatorname{Re}\left(I_{1}(\tau)\right) & =\frac{2^{1+2 \alpha} e^{2 \pi \nu}}{\pi} \frac{\Gamma(2 \gamma+1-2 \alpha) \Gamma(1-2 \alpha)}{\Gamma(2 \gamma+1)} \\
& \times \operatorname{Re}\left[e^{-i \frac{\pi}{2}(2 \alpha+1)} \frac{\Gamma(\gamma+1+i \nu)(\gamma-i \nu)}{\Gamma(\gamma+2-2 \alpha-i \nu)} \sum_{m} \frac{(2 \gamma+1-2 \alpha)_{m}(\gamma+1+i \nu)_{m}(1-2 \alpha)_{m}}{(2 \gamma+1)_{m}(\gamma+2-2 \alpha+i \nu)_{m} m!}\right. \\
& \left.+e^{i \frac{\pi}{2}(2 \alpha-1)} \frac{\Gamma(\gamma+1-i \nu)}{\Gamma(\gamma+1-2 \alpha-i \nu)} \sum_{m} \frac{(2 \gamma+1-2 \alpha)_{m}(\gamma-i \nu)_{m}(1-2 \alpha)_{m}}{(2 \gamma+1)_{m}(\gamma+1-2 \alpha-i \nu)_{m} m!}\right]
\end{aligned}
$$

where we have written $i^{-(2 \gamma+1-2 \alpha)}=e^{-i \frac{\pi}{2}(2 \gamma+1-2 \alpha)}$. Using now the basic property of the Pochhammer symbol $(x)_{m}=\Gamma(x+m) / \Gamma(x)$ many other terms simplify, leaving us with

$$
\begin{gathered}
\operatorname{Re}\left(I_{1}(\tau)\right)=\frac{2^{1+2 \alpha} e^{2 \pi \nu}}{\pi} \\
\times \operatorname{Re}\left[e^{-i \frac{\pi}{2}(2 \alpha+1)}(\gamma-i \nu) \sum_{m} \frac{\Gamma(2 \gamma+1-2 \alpha+m) \Gamma(\gamma+1+m+i \nu) \Gamma(1-2 \alpha+m)}{\Gamma(2 \gamma+1+m) \Gamma(\gamma+2-2 \alpha+m-i \nu) m!}\right. \\
\left.+e^{i \frac{\pi}{2}(2 \alpha-1)}(\gamma-i \nu) \sum_{m} \frac{\Gamma(2 \gamma+1-2 \alpha+m) \Gamma(\gamma+m-i \nu) \Gamma(1-2 \alpha+m)}{\Gamma(2 \gamma+1+m) \Gamma(\gamma+1-2 \alpha+m+i \nu) m!}\right] .
\end{gathered}
$$

Stirling formula for Gamma function

$$
\Gamma(z)=\sqrt{\frac{2 \pi}{z}}\left(\frac{z}{e}\right)^{z}\left(1+O\left(\frac{1}{z}\right)\right)
$$

shows that both the series above are asymptotic (in $\gamma$ ) to $\gamma^{-1}$, and therefore the proof is concluded.

Remark 3.1. It should be noticed that when $\alpha \rightarrow 1$ the term $\Gamma(1-2 \alpha)$ produces a singularity of order 1 , as it is seen by applying well known property $\Gamma(z) \Gamma(1-z)=$ $\pi / \sin (\pi z)$. Anyway, it can be checked that this singularity is balanced by the real part. Calculations are very easy in the unperturbed case (i.e. when $\nu=0$ ): in this case indeed everything is real except for the exponential terms, which become respectively $e^{-i \frac{3}{2} \pi}$ and $e^{i \frac{1}{2} \pi}$ which thus have no real part. In the perturbed case things are a bit more complicated, but the problem has already been dealt with in literature by some limiting argument (see [6] and references therein). On the other hand, as $\alpha$ approaches $1 / 2$ the singularity produced by the term $\Gamma(1-2 \alpha)$ is not balanced anymore (exponential terms have a nonzero real part): this rules out the case $\alpha=1 / 2$ and therefore the chance of recovering Strichartz estimates with standard arguments from our proof. The analysis of this problem will be the object of forthcoming works.

## 4. Appendix: special functions, properties and integrals.

For reader's convenience we include a short appendix in which we recall definitions and basic properties of the special functions coming into play. We refer to [26] and [15] for further details and for a deeper insight of the argument.

Definition 4.1. Given $a_{1}, \ldots, a_{p}$ and $b_{1}, \ldots, b_{q}$ complex numbers, we define the generalized hypergeometric function as

$$
\begin{equation*}
{ }_{p} F_{q}\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{q} ; z\right):=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \ldots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \ldots\left(b_{q}\right)_{n}} \frac{z^{n}}{n!} \tag{4.1}
\end{equation*}
$$

provided the sum of the series is finite, where we are using the Pochhammer symbols

$$
(a)_{0}=1, \quad(a)_{n}=a(a+1) \ldots(a+n-1), \quad n \geq 1
$$

The first thing to investigate is, of course, under which conditions these series converge. As a very general framework, we can summarize the situation as follows

- if $p \leq q$ the series is convergent for all values of $z$;
- if $p=q+1$ the series is convergent for $|z|<1$, and for the special values $z=1$ if

$$
\begin{equation*}
\operatorname{Re}\left(\sum_{n=1}^{q} b_{n}-\sum_{m=1}^{p} a_{m}\right)>0 \tag{4.2}
\end{equation*}
$$

and $z=-1$ if

$$
\operatorname{Re}\left(\sum_{n=1}^{q} b_{n}-\sum_{m=1}^{p} a_{m}\right)>-1
$$

- if $p>q+1$ the series never converges except for $z=0$.

In this work we are especially interested in the confluent hypergeometric function ${ }_{1} F_{1}(a, c, z)$, which is thus the case $p=q=1$. This series is therefore known to be convergent for every finite value of $z$ (if $c$ is not zero nor a negative integer). Moreover, if $a$ is a negative integer or zero, ${ }_{1} F_{1}$ reduces to a polynomial of degree $|a|$.

Confluent hypergeometric functions can be thought of as a limiting case of the celebrated Gauss hypergeometric serie, that namely is case $p=2, q=1$ in (4.1), via the relation

$$
{ }_{1} F_{1}(a, c ; z)=\lim _{b \rightarrow \infty}{ }_{2} F_{1}(a, b ; c ; z / b) .
$$

It is not difficult to show that ${ }_{1} F_{1}(a ; c ; z)$ satisfies the differential equation

$$
z u^{\prime \prime}+(c-z) u^{\prime}-a u=0
$$

which in fact recovers (2.5). The asymptotic behaviour of ${ }_{1} F_{1}$ can be derived by writing

$$
\begin{equation*}
{ }_{1} F_{1}(a, b, z) \cong \frac{\Gamma(b)}{\Gamma(b-a)}(-z)^{-a} G(a, a-b+1, z)+\frac{\Gamma(b)}{\Gamma(a)} e^{z} z^{a-b} G(b-a, 1-a, z) \tag{4.3}
\end{equation*}
$$

where $G$ has the asymptotic series representation

$$
G(a, b, z)=1+\frac{a b}{1!z}+\frac{a(a+1) b(b+1)}{2!z^{2}}+\ldots
$$

Among the properties that confluent hypergeometric functions satisfy we recall the following one

$$
\begin{equation*}
F(a, c, z)=e^{z} F(c-a, c,-z) \tag{4.4}
\end{equation*}
$$

Among the possible generalizations of hypergeometric function a very useful one is given by the so called Appell functions (see [2]). Historically, the motivation for introducing series of this type is connected to investigating different kind of products of two
different Gauss functions. In particular, we are here interested in the following, which is sometimes called Appell function of the second type,

$$
\begin{equation*}
F_{2}\left(d ; a_{1}, a_{2} ; b_{1} ; b_{2} ; x, y\right)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(d)_{m+n}\left(a_{1}\right)_{m}\left(a_{2}\right)_{n}}{\left(b_{1}\right)_{m}\left(b_{2}\right)_{n} m!n!} x^{m} y^{n} \tag{4.5}
\end{equation*}
$$

It can be seen that convergence condition for $F_{2}$ is given by $|x|+|y|<1$.
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