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ABSTRACT

The effect of moisture and latent heat release is investigated in the context of a three-level quasigeostrophic

model on the sphere. The model is based on an existing dry model that was shown to be able to reproduce the

midlatitude synoptic and low-frequency variability of the troposphere. In addition to potential vorticity

equations, moisture evolution equations are included with a simple precipitation scheme. The model can be

forced using reanalysis datasets to represent the observed climatology.

After the description of the model, the Northern Hemisphere midlatitude climatic characteristics of the

moist model are compared to its dry counterpart and to the 40-yr ECMWF Re-Analysis (ERA-40). The jet of

the moist model is weakened in its central and northern part and enhanced in its southern part compared to

the dry version, which generally decreases the model biases compared to reanalyses. Latent heating processes

are mainly responsible for the global decrease in westerlies in the jet-core regions. Precipitation mainly occurs

slightly poleward of the jet axes, thereby reducing the meridional temperature gradient and the wind through

thermal wind balance. The mean synoptic activity is reduced according to the decrease in baroclinicity, as well

as the mean low-frequency variability. A diagnosis of synoptic wave breaking is performed and the charac-

teristics of the moist model are closer to the ones found in reanalyses, especially with more occurrence of

cyclonic wave breaking. Weather regimes are slightly better represented in the moist model, although changes

are weak compared to the intrinsic model biases. The behavior of the moist model around its climatology

indicates that it could be used to run sensitivity experiments.

1. Introduction

Understanding what affects the dynamics of mid-

latitude storm tracks and their relation with the low-

frequency variability of the atmosphere has led to

numerous studies in the past (e.g., Lau 1988; Hoskins

and Valdes 1990; Chang et al. 2002). Synoptic-scale at-

mospheric perturbations (i.e., with periods from 2 to 6

days) are produced through barotropic and baroclinic

instabilities of the jet stream. They can extract energy

from the large-scale flow due to these instabilities and

give back to it when they decay at the storm-track exit

(Chang and Orlanski 1993). The interactions between

the jet stream and atmospheric disturbances give rise

to the atmospheric variability (Branstator 1995). In

particular, there exist intrinsic modes of variability,

called weather regimes, which are maintained in time

(Vautard and Legras 1988). In this context, Marshall and

Molteni (1993, hereafter MM93) have developed a

three-layer dry model in spherical geometry (hereafter

the MM93 model) based on the quasigeostrophic (QG)

equations of fluid motion. The model shows interesting

properties in terms of high- and low-frequency variability

in midlatitudes, similar to the observed ones (MM93;

D’Andrea and Vautard 2001). This model therefore

served as a basis for analyses of the midlatitudes (e.g.,

Corti et al. 1997; D’Andrea and Vautard 2001; Rivière

2009).

Most of the studies of the atmospheric storm track

have examined its behavior in a dry context, but several

authors (e.g., Chang et al. 2002; Hoskins and Valdes

1990) have pointed out that moist processes are an im-

portant aspect of its dynamics. Chang (2006) modifies

a primitive equation model in the vein of MM93 to take

into account the smaller static stability due to latent heat
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release by moist processes. Whereas numerous studies

have shown that moist processes strongly enhance syn-

optic perturbations when looking at a particular life

cycle, there are only a few studies addressing this aspect

at a storm-track scale (Zhang 1995; Orlanski 2003;

Solomon 2006; Frierson et al. 2006, 2007; Schneider and

O’Gorman 2008). The main results were that water va-

por affects the stratification of the midlatitude atmo-

sphere by decreasing the eddy activity, but eddies are

more able to transport energy to high latitudes through

moisture fluxes. The importance of water vapor for the

general circulation of the atmosphere can be expected

to become even higher since the humidity content of

the air is expected to increase under warmer conditions

according to the Clausius–Clapeyron relationship. This

should greatly impact the whole climate system, as con-

sistently observed within Intergovernmental Panel on

Climate Change (IPCC) Fourth Assessment Report

(AR4) models (Soden and Held 2006; Held and Soden

2006), and could significantly affect storm-track dy-

namics (Lapeyre and Held 2004, hereafter LH04). The

effect of greenhouse gas (GHG) changes on atmospheric

dynamics can be directly considered in state-of-the-art

ocean–atmosphere coupled models (Solomon et al. 2007).

Nevertheless, it is very difficult to consider the separate

roles of the changes in the purely dynamical mean state of

the atmosphere, its moisture property changes, and their

interaction with storm-track dynamics. Laı̂né et al. (2009)

found the direct effect of latent heat release changes on

the eddy energy budget in simulations with 4 3 CO2 in-

crease to be of second order compared to baroclinic

conversion. However, anomalous latent heat processes

are able to indirectly modify the baroclinic conversion

term through changes in mean baroclinicity (Hoskins and

Valdes 1990) or in synoptic perturbation life cycles

(Orlanski 2003; LH04).

To study the role of moist processes in storm tracks,

we propose to develop and to use a modified version of

the MM93 model, using the approach of LH04 to include

moist processes in a QG model. A QG model based on

the same principles, but including simplified radiative

physics and an ocean component, was also developed

(ECBILT; Opsteegh et al. 1998) to simulate climates of

the past. Frierson et al. (2006, 2007) have developed

a simplified moist version of a dry GCM in which moist

effects are included except for their radiative influence,

thereby isolating their purely dynamical effects. How-

ever, the use of a GCM leads to a more difficult in-

terpretation of the results since the modification of the

Hadley circulation due to moist processes may also im-

pact the midlatitude jet (Son and Lee 2005). We believe

that a QG moist model is a companion model to state-of-

the-art coupled GCMs.

In section 2, we present a moist version (hereafter

‘‘moist model’’) of the MM93 model. Its mean-state

characteristics and its intrinsic variabilities are compared in

section 3 with those of its dry counterpart (hereafter ‘‘dry

model’’) and with the 40-yr European Centre for Medium-

Range Weather Forecasts (ECMWF) Re-Analysis (ERA-

40). Section 4 is dedicated to the main conclusions.

2. Model description

a. Potential vorticity equations

The model is primarily based on the MM93 QG model

(see last paragraph of this subsection for a summary of

the main differences). It integrates the prognostic equa-

tions for QG potential vorticity (PV) at three levels: p1 5

200 hPa (level 1), p2 5 500 hPa (level 2), and p3 5

800 hPa (level 3). Our moist version consists in adding

a latent heating term in the temperature equations and

then including the appropriate term in the PV equation,

similarly to LH04. The PV equations can be expressed as

›q1

›t
5 2J(c1, q1) 2 D1(c1, c2) 1 L11 S1,

›q2

›t
5 2J(c2, q2) 2 D2(c1, c2, c3) 1 L21 S2,

›q3

›t
5 2J(c3, q3) 2 D3(c2, c3) 1 L31 S3, (1)

where q and c denote respectively the PV and the

streamfunction; J is the Jacobian determinant; and Di,

Li, and Si are respectively the dissipation, latent, and

forcing terms described hereafter. PV is defined as

q1 5 =2c1 2
1

R2
1

(c1 2 c2) 1 f ,

q2 5 =2c21
1

R2
1

(c1 2 c2) 2
1

R2
2

(c2 2 c3) 1 f ,

q3 5 =2c31
1

R2
2

(c2 2 c3) 1 f

�
1 1

h

H0

�
, (2)

where R1 5 650 km and R2 5 400 km are the Rossby radii

of deformation for the 200–500-hPa and 500–800-hPa

layers, respectively; f 5 2V sinf, with f being the lati-

tude; and H0 is a scale height set to 9 km. Also, h is the

topographic height, calculated as the height envelope

(mean plus the standard deviation of the topography

within each given grid cell from an original resolution

of 1/28), as described by Lott (1999); D1, D2, and D3 are

linear operators representing respectively the effects

of Newtonian relaxation of temperature, linear drag on

800-hPa wind, and horizontal diffusion of vorticity and

temperature (cf. appendix A of MM93). The different
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parameters used in these dissipative terms are the same as

in MM93 except for the time scale of the horizontal dif-

fusion, which depends on the spectral resolution (0.1 in

T42 compared to 2 days for the T21 of MM93).

The terms L1, L2, and L3 represent the PV changes

associated with the release of latent heat from large-

scale precipitation. They are expressed as

L1 5 g(f)
RairLvap

Cpdf0

R22
1 log

�
p1

p2

�
P12,

L3 5 2g(f)
RairLvap

Cpdf0

R22
2 log

�
p2

p3

�
P23,

L2 5 2(L11 L3), (3)

which is consistent with LH04 (see appendix A for proper

derivation). Here Rair is the gas constant for dry air, Lvap

the latent heat of vaporization, Cpd the specific heat for

dry air, and f0 the Coriolis parameter at 458; P
12

and P
23

represent precipitation rates for the intermediate levels

200–500 and 500–800 hPa, respectively. The next section

details the precipitation scheme. In the QG model, latent

heating is conceived as a PV forcing, as stated by Eqs. (1)

and (3). However, the Coriolis parameter enters in the

denominator of L
i

and our parameterization of latent

heating is not valid anymore in the tropics. Moreover, the

QG assumption is not valid in the tropics (e.g., it does not

reproduce the Hadley cell). We therefore use a non-

dimensional function g(f) to avoid PV creation by latent

heat release in these regions:

g(f) 5 sign(f)
11 tanhf10[sin(f) 2 0:5]g

2
, (4)

where sign(f) indicates the sign of f (positive for the

Northern Hemisphere and negative for the Southern

Hemisphere). The g function equals 0 at the equator,

stays close to 0 until 208N (208S), and then rapidly in-

creases (decreases) to about 1 (21) near 408N (408S) and

up to the poles.

As in MM93, S1, S2, and S3 are time independent but

spatially varying sources of PV used to equilibrate the

model under a given climatology. They are determined

by computing the PV tendencies of the QG model using

the observations as initial conditions, so the forcing

balances the sum of all PV tendencies on average. We

have used 4-times-daily geopotential height fields for

winter months [December–February (DJF)] from 1967

to 2001 of ERA-40 data. The conversion from geo-

potential (F) to streamfunction fields at each level is

obtained from the inversion of the linear Charney bal-

ance =2F 5 $ � ( f $c).

Our model is similar to MM93 with the addition of PV

tendency terms resulting from latent heat release during

precipitation and the possibility of higher resolution

(T42 is used in this paper with a time step of 1800 s). The

differences from the original version concern the topo-

graphic height h (which takes into account the height

envelope instead of the averaged height, consistent with

Lott 1999), smaller Rossby radii of deformation [values

are the ones used in Rivière (2009)], and a linear in-

version to derive the streamfunction from reanalyzed

geopotential heights using Charney balance for the

calculation of the forcing terms. None of these changes

implies large differences in the results of the model, but

they are thought to represent slightly better configura-

tions and were therefore applied.

b. Moisture and temperature equations

The moisture equation that couples the thermody-

namics terms of Eq. (3) is

›mij

›t
5 2J(cij, mij) 2 Mijvij 2 Dij(mij) 2 Pij1 Sm

ij ,

(5)

where mij represents the mean specific humidity of the

layer pi–pj (with ij 5 12, 23). Water vapor is treated at

midlevel, similarly to the temperature. It is advected

horizontally by the geostrophic wind field at midlevel

related to the streamfunction cij 5 (ci 1 cj)/2. In the QG

approximation, it is assumed that the static stability is

constant in the temperature equation (which allows us to

define the Rossby deformation radius). In the same

manner, we choose a vertical moisture gradient constant

in space and time Mij. As shown by LH04, this would

allow us to define a moist enthalpy variable and, for a

saturated atmosphere, the effective Rossby deforma-

tion radius would be diminished in the precipitating re-

gions. The vertical velocity vij is computed at midlevel

using a diagnostic omega equation as in LH04, and as

described in appendix B. The values used in the model

are M12 5 21.51 3 1025 kg kg21 hPa21 and M23 5

21.21 3 1025 kg kg21 hPa21, which are larger than cli-

matological values by an order of magnitude ranging

from 1 to 10 depending on the location. This compensates

underestimates of vij since frontogenetic ageostrophic

motions are not included in the QG model. The Mij val-

ues have been adjusted so that the standard deviation

of the synoptic variations of the vertical advection term

Mijvij has the same order of magnitude as the standard

deviation of v›m/›p calculated from reanalyses.

In Eq. (5), Dij represents dissipation effects and con-

sists of the sum of the same scale-selective horizontal

diffusion Hi as in MM93 but applied to mij, and a re-

laxation term mij/tm, with tm 5 10 days. This allows us to

consider the forcing as a restoring term against some
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climatology, similarly to the PV equation (MM93). Also,

Sm
ij is a forcing term calculated in the same way as for the

PV equations, and P
ij

is the precipitation for the layer

pi–pj.

The precipitation scheme is based on a simple pa-

rameterization of large-scale precipitation such that

moisture condenses whenever it reaches saturation

(using the Clausius–Clapeyron relationship). We found

that if we only consider a saturation threshold depend-

ing on the mean temperature of the layer, the pre-

cipitation only occurs in very cold regions near the poles.

To construct a better scheme, we assume that the spe-

cific humidity mij is constant within the layer (Fig. 1) but

that the temperature varies within the layer such that the

humidity saturation value varies also. As a result, only

a fraction of the layer can precipitate.

The value of moisture at saturation depends on tem-

perature. This latter quantity can be expressed as

T 5 hTi2 1

Rair

›F9

›logp
, (6)

where hTi denotes the spatial-mean temperature over

the entire sphere and the second term on the rhs cor-

responds to the hydrostatic balance in height coordinate.

The latter term is computed at 350 and 650 hPa using

finite differences. The geopotential anomaly (from hori-

zontal mean) F9 can be retrieved through the Charney

balance =2F9 5 $ � ( f $c). The time evolution of the

spatial-mean temperature hTiji (corresponding to the

350- and 650-hPa levels) is given by

›hTiji
›t

5
Lvap

Cpd

hjgðf)j Piji 1 ST
ij 2
hTiji

t
. (7)

The relaxation time scale t is the same as in the PV

equation (t 5 25 days). Note that tST
ij serves as the

temperature toward which relaxation is done (same for

the PV and moisture relaxation terms). The temperature

forcing term ST
ij is computed in the same way as the other

forcing terms Sm
ij and Si in Eqs. (1) and (8). The initial

mean temperature is the winter climatological mean.

The saturation value for water vapor is equal to

msat(x, y, p) 5
Rair ps0

R
y

p
exp

�
2

Lvap

R
y

T(x, y, p)
1

Lvap

R
y
T0

�
,

(8)

where Ry 5 461 J K21 kg21 is the gas constant for water

vapor and ps0 5 6.11 hPa is the reference saturation vapor

pressure at T0 5 273.15 K. Since temperature is calculated

only at midlevels and saturation profiles are needed within

each layer (200–500 or 500–800 hPa), we extrapolate

temperature at the levels 200, 500, and 800 hPa using a

constant vertical temperature gradient ›T/›logp 5 [T(x, y,

p12) 2 T(x, y, p23)]/log(p12/p23) from the knowledge of

Tij. We therefore get msat at three levels within each

layer (200, 350, and 500 hPa or 500, 650, and 800 hPa),

allowing an approximation of the vertical distribution

of saturated moisture as a second-order polynomial in

pressure within each layer: msat (x, y, p) 5 A(x, y) 1

B(x, y)p 1 C(x, y)p2. We then find the level p*
ij

where

m
sat

(x, y, p*
ij
) 5 m

ij
(x, y) and integrate the excess of mois-

ture from this level upward to obtain the precipitation rate

for the given time step Dt of the model; that is,

Pij 5
1

Dt Dp

ðp
i

p*ij

(mij 2 A 2 Bp 2 Cp2) dp, (9)

where Dp 5 300 hPa. This corresponds to the darker

section in Fig. 1. (In some rare occasions, saturated

moisture does not decrease with pressure).

FIG. 1. Simplified sketch of the model. See text for notations and details.
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3. Model results

All the simulations have been run at T42 resolution

for 3500 days, from which only the last 3000 days are

used in the analyses.

a. Climatology

1) ZONAL WIND

Figures 2a–c show the mean zonal wind at 200 hPa

(filled gray contours) for, respectively, ERA-40 data and

the moist and dry models. The jet intensity in ERA-40

peaks in the western North Pacific over Japan at more

than 70 m s21, whereas the models simulate a weaker

zonal wind maximum (around 60 and 65 m s21 for the

moist and dry models, respectively) and a latitudinal

spread in this area too much to the north compared to

ERA-40 (see Figs. 3a,b). The westerlies in the eastern

Pacific cover a large band of latitudes in the reanalyses

whereas they are more concentrated in the northern part

around 608N in the models. In the Atlantic, the jet

maximum is realistically located in the models over the

eastern coast of North America, but it is too weak in the

moist model. The flow exhibits a double-jet structure in

the eastern part of the oceanic basins that is well rep-

resented in the models, especially in the moist model.

The 200-hPa zonal wind of the moist model essentially

differs from its dry model counterpart by a general de-

celeration (Figs. 2b,c), which can reach more than

10 m s21 (Fig. 3c). A slight increase in upper-level sub-

tropical westerlies is found in the moist model (compared

to its dry counterpart), especially in the eastern part of the

oceanic basins and over the western North Pacific, with

values reaching about 5 m s21 (Fig. 3c). The differences

in zonal wind with ERA-40 are larger in the dry model

(Fig. 3b) than in the moist model (Fig. 3a). This is due to

the general northern attenuation and southern enhance-

ment of the zonal wind in the moist model compared to

the dry one. However, the moist model has a too small

intensity in zonal wind in the jet-core regions.

2) WAVE BREAKING

Part of the characteristics of the midlatitude jets de-

pends on the nonlinear eddy feedbacks through eddy

momentum and temperature horizontal fluxes. The sign

of the eddy momentum fluxes is closely related to the

shape of the baroclinic waves and the way they break.

We usually distinguish between anticyclonic (AWB or

LC1) and cyclonic (CWB or LC2) wave breaking

(Thorncroft et al. 1993). An AWB is characterized by

positive momentum fluxes and tends to accelerate the

jet poleward, whereas the reverse is true for a CWB.

Wave-breaking (WB) diagnostics have been recently

shown to be a useful tool to interpret the climatological

locations of the eddy-driven jets (Wernli and Sprenger

2007; Strong and Magnusdottir 2008; Rivière et al. 2010), as

well as their fluctuations due to ENSO, the North Atlantic

Oscillation (NAO), or the Pacific–North America pattern

(PNA) (Benedict et al. 2004; Orlanski 2005; Rivière and

Orlanski 2007; Martius et al. 2007). Here CWB and AWB

events are detected from instantaneous maps of absolute

vorticity using the algorithm presented in Rivière (2009).

The occurrence of AWB (thick black contours in Figs.

2a–c) is accurately located in the models (southeastern

part of the storm tracks), although eddies tend to break

too quickly in the Atlantic region, associated with pos-

itive anomalies in AWB occurrence off the eastern coast

of North America and a deficit in AWB farther south-

eastward (Figs. 3a,b). The magnitude in the frequency of

occurrence of AWB is relatively correct in the Atlantic

whereas it is too large in the Pacific region. In terms of

cyclonic wave breaking (thick white contours in Figs. 2a–c),

both QG models tend to underestimate their occurrence.

A bias toward excessive AWB compared to CWB is ex-

pected in the dry QG model partly because of the use of

the constant Coriolis parameter in the stretching part of

the PV (Rivière 2009). In the moist model, however, la-

tent heating, which is mainly released along the fronts of

the cyclonic eddies, should strengthen the cyclones while

having little direct effect on anticyclones, as shown by

LH04 in QG simulations of baroclinic turbulence. This

asymmetry should favor the occurrence of CWB (Orlanski

2003). As expected, a larger occurrence of CWB takes

place in the moist model than in its dry counterpart and is

consistent with results of Orlanski (2003) using a high-

resolution primitive equation model. This partly com-

pensates for the deficit in CWB compared to reanalyses

in the dry model, although not entirely. Also, the moist

model does not reduce the bias toward too much AWB.

We therefore conclude that the purely dynamical biases

associated with the QG approximation remain although

CWB is better reproduced in the moist QG simulation.

Figures 3a and 3b show that it is possible to relate

the biases in zonal wind properties between the models

and the reanalyses to WB biases. First, zones of more

(less) frequent WB occurrence are associated with

negative (positive) zonal wind anomalies for both types

of wave breaking. The physical link can be directly in-

ferred from the definition of a WB event in the detection

algorithm, which consists of a reversal of the meridional

absolute vorticity gradient and hence of the zonal wind

direction. With regard to eddy momentum fluxes asso-

ciated with WB events and their impact on the zonal

wind, the more frequent occurrence of AWB in the

southern part of the jet and the less frequent occurrence

of CWB to the north of it in the models (e.g., especially

in the Pacific region) are related to a northward jet
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intensification, as expected. Note that there might be

a positive feedback between the type of wave breaking

and the jet latitude as pointed out in Rivière (2009), with

a more northward jet tending to favor AWB rather than

CWB. In the North Atlantic, the relationship between

the biases in the type of WB and in zonal wind is also

consistent.

The direct relationship between too many (too few)

WB occurrences and negative (positive) zonal wind

anomalies still generally holds in the comparison

FIG. 2. (a)–(c) Zonal wind (m s21) and wave breaking frequencies of occurrence for AWB (black contours every 0.1 day21) and CWB

(white contours every 0.05 day21) at 200 hPa for (a) ERA-40 (DJF 1967–2001), (b) the moist model, and (c) the dry model. (d)–(i)

Standard deviation of the variability of the streamfunction (m2 s21), vertically averaged (using 800-, 500-, and 200-hPa levels), for

(d),(g) ERA-40 and (e),(h) the moist and (f),(i) the dry versions of the model, for (d)–(f) synoptic-scale variability and (g)–(i) low-

frequency variability.
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between the dry and moist models (Fig. 3c). Note that

more AWB events in the moist model in the Pacific

sector are accompanied by not only a local deceleration

but also an acceleration of the westerlies to the south in

the subtropics. Indeed, when a given WB event occurs,

acceleration zones are usually present on both sides of

the WB zone [see, e.g., Fig. 20 of Rivière (2009)]. One is

stronger and related to the acceleration of the eddy-

driven jets, but a weak secondary acceleration is often

present on the other side of the breaking area. Never-

theless, WB characteristics do not explain all zonal wind

anomalies in Fig. 3c. In particular, the central part of the

negative jet anomalies in the Pacific region around 408N,

1808W cannot be related to a significant change in WB

FIG. 3. Differences of 200-hPa zonal wind (m s21) and wave breaking frequencies of occurrence between (a) the

moist model and ERA-40, (b) the dry model and ERA-40, and (c) the moist and the dry model. Contours with gray

shading are wind anomalies, with contours every 5 m s21; the zero contour is the thickest and corresponds to the limit

between white and gray shadings (white for negative, gray for positive). Green contours indicate anomalies for AWB

(contours every 0.05 day21 beginning at 0.025 day21); red contours are anomalies for CWB (contours every

0.025 day21). Dashed contours indicate negative values.
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events since the positive anomalies of AWB south of it

and of CWB north of it would have resulted in zonal

wind acceleration in the jet-core region.

3) ZONAL WIND TENDENCIES

Since WB diagnostics are not able to explain the zonal

wind deceleration in the jet-core regions from the dry to

the moist model, a more systematic analysis is made

from Eq. (1). The different terms of this equation can

be directly associated with wind acceleration consider-

ing the transformation from QG potential vorticity to

wind tendencies. To this end, from the definition of

PV [Eq. (2)], we can relate the streamfunction ci to the

PV anomaly q9
i

(from a resting atmosphere), writing

q9i 5Mijcj and ci 5N ijq9j, where N is the inverse ofM
(easily defined in spectral space) and where sums over

j components are implicit. The zonal velocity tendency

equation is obtained from Eq. (1) as

›ui

›t
5

›[N ij J(cj, qj)]

›y
1

›(N ijDj)

›y
2

›(N ijLj)

›y

2
› (N ijSj)

›y
, (10)

since ui 5 2›ci/›y. Figure 4 shows the differences be-

tween the moist and the dry models of the terms on the

rhs of Eq. (10) at 200 hPa. In statistical equilibrium, the

temporal mean of the lhs term is zero such that all terms

on the rhs cancel each other. The dissipation term can be

thought as a relaxation of the zonal wind so that its

pattern (Fig. 4d) is broadly opposite to the pattern of the

FIG. 4. Differences of the terms from the 200-hPa zonal wind Eq. (10) between the moist and the dry models. Contours are every 5 3

1026 m s22; the zero contour is thicker; negative values are indicated as white and contain dashed contours. See text for more details.
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200-hPa zonal wind (Fig. 3c) when comparing moist

minus dry differences. This allows us to interpret the

other terms in Eq. (10) as acting as accelerating or de-

celerating the jet comparing moist and dry simulations.

The term associated with the PV advection (and there-

fore with Eliassen–Palm fluxes; Andrews and McIntyre

1976) alone (Fig. 4b) cannot explain the deceleration

of the jet maxima in the moist model compared to the

dry model. On the contrary, it reflects an acceleration in

the jet-core regions and deceleration on the flanks of the

jets in the moist model as already seen with the WB di-

agnostics. The difference in forcings between the moist

and the dry models (Fig. 4a) does not explain it either

since it leads to a general acceleration on the southern

flank of the jet and a deceleration on the northern flank.

The deceleration in the central part of the jet in the moist

model is due to the latent heat release term (Fig. 4c).

In the dry model, the forcing implicitly takes into ac-

count a stationary latent heating, whereas in the moist

model this latent heating is explicit and is tightly related

to synoptic variability. It is thus more interesting to

compare the sum of the forcing and latent heating terms.

Figure 4e shows that the variable latent heat effect has

a larger contribution than the forcing term alone. The

presence of the persistent precipitation in the storm

track of the moist model increases latent heat release to

the north of the jet, thereby warming the atmosphere

there and leading to a deceleration of the jet through

thermal wind balance.

4) MOISTURE VARIABLES

The mean specific humidity fields in ERA-40 and in the

moist model are presented in Figs. 5a and b. The main

characteristics are realistically reproduced in the model,

with a poleward reduction in specific humidity, strong

latitudinal gradients over the wind jet maxima regions, and

a broadening of the gradient east of them. Nevertheless,

biases are found in the model, especially with too weak

latitudinal gradients in the western part of the oceanic

basins and stronger values in the southeastern part of them

(Fig. 6a for differences). Some of these differences corre-

spond to temperature biases in the mid- and high latitudes,

consistent with a temperature control on humidity through

saturation values (Figs. 6a,b). In the eastern part of the

continents and in high latitudes, too warm temperatures

compared to ERA-40 result in too much water vapor due

to too high saturation values.

In terms of large-scale precipitation (Figs. 5c,d), the

order of magnitude and the large-scale features of the

observed midlatitude climate are roughly reproduced in

the model, especially with strong precipitation in storm-

track regions. Nevertheless, biases exist: too strong

values appear in general (by about a factor of 2), and

more particularly over localized areas in Europe and

Asia, and precipitation rates associated with the Pacific

storm track are too much to the east. The lack of pre-

cipitation in the central Pacific in the model is consistent

with the positive temperature anomalies in this area

(Fig. 6b) that raise the moisture saturation value. The

lack of precipitation in the central Pacific may also ex-

plain the excess precipitation farther eastward through

anomalous moisture advection. An eastward shift of the

Pacific precipitation zone is also present in the ECBILT

model, which also consists of a simple moist version of

the MM93 model [see Fig. 5a of Opsteegh et al. (1998)].

However, contrary to our results, ECBILT tends to have

weaker precipitation rates than reanalyses in general,

with precipitation less localized in storm-track regions.

5) HIGH-FREQUENCY AND LOW-FREQUENCY

EDDY ACTIVITY

The high-frequency variability represents the synoptic-

scale variability associated with atmospheric perturba-

tions. Figures 2d–f show the standard deviation of the

high-frequency variability of the streamfunction, aver-

aged over the three levels. To obtain these maps, we filter

daily output by subtracting a 7-day running average to the

time series. The models overestimate the eddy activity by

about 50% in the moist model and about 70% in the dry

model in the Pacific region; nevertheless, the patterns are

realistic, especially for the moist model, with a peak of

activity around the date line. The North Atlantic storm

track is not successfully reproduced by both QG models

with a lack of separate activity from the Pacific storm

track. This could be partly due to a lack of low-level

baroclinicity associated with SST frontal zone, which is

known to energize the North Atlantic storm tracks (e.g.,

Nakamura et al. 2004). Differences in the high-level

mean-flow baroclinicity (not shown) cannot account for

the differences between the models and the reanalyses

(weaker baroclinicity but stronger eddy activity in models

compared to reanalyses) but seem consistent with the

differences between the models. The decrease in eddy

activity despite the presence of moisture, which allows

extra eddy potential energy input during storm formation

through latent heat release, is similar to the GCM results

of Frierson et al. (2006, 2007). As in their case, the de-

crease in baroclinicity is responsible for the decrease in

eddy activity under moister conditions.

The characteristics of the synoptic variability of spe-

cific humidity are shown in Figs. 5e and 5f for ERA-40

and the moist model. The pattern of synoptic moisture

variability is relatively well reproduced in the model

compared to reanalyses, especially in the Pacific region,

with a peak occurring around 1708E. In the North At-

lantic, the model suffers from the lack of synoptic
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FIG. 5. (a),(b) Mean specific humidity (1024 kg kg21), vertically averaged (using the 800–500- and 500–

200-hPa layers) for (a) ERA-40 and (b) the moist model. (c),(d) Mean precipitation rate (mm day21) and

(e),(f) vertical average of the standard deviation of the synoptic variability of the specific humidity (2.5 3

1024 kg kg21) for ERA-40 (DJF; large-scale precipitation) and the moist model, respectively.
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variability of the North Atlantic storm track, but the

pattern of moisture variability is relatively realistic. The

different processes influencing the synoptic variability of

specific humidity are related to the eddy moisture ad-

vection by the mean flow and by the eddies themselves

and to evaporation and precipitation associated with

the perturbations. Our model uses Sm
ij to supply hu-

midity [Eq. (5)] that can be thought of as representing

evaporation effects and mean vertical fluxes that are not

represented by the QG vertical motions (such as in the

Hadley cell). This fixed term does not provide high-

frequency variability contrary to the reanalyses. This

can explain a general deficiency in the specific humidity

variability in the model despite stronger dynamical

variability (Figs. 2d,e). The generally well-located mois-

ture variability highlights that the eastward shift in pre-

cipitation associated with the Pacific storm track is not

due to a bias in dynamical variability but rather to biased

saturation levels. Indeed, temperature biases between the

moist model and ERA-40 north of 308N (Fig. 6b) are

weaker in the eastern Pacific than in the central Pacific,

which leads to more precipitation in the former region

than in the latter.

The mean low-frequency variability, diagnosed using

the standard deviation of the 7-day running mean of

the vertically averaged streamfunction time series (Figs.

2g–i), is located in the eastern part of the two main

Northern Hemisphere storm tracks. It is the case for

both ERA-40 and the models. The low-frequency vari-

ability is slightly higher by about 10%–20% in the models

than in ERA-40, especially for the dry model. In terms of

patterns, the dry model simulates very realistic structures

and the moist model slightly shifted ones: too far east-

ward in the Pacific region and too far northward in the

North Atlantic.

b. Weather regimes

1) CLUSTER ANALYSIS

To gain a deeper insight into the low-frequency

characteristics, we perform a cluster analysis using the k-

means method. Objective tests on ERA dataset are

performed to assess the relevance of Northern Hemi-

spheric regimes and to determine the numbers of prin-

cipal components (PCs) and of clusters to be chosen.

To partition data into k clusters, k random fields (called

the initial seeds) are chosen among the data. The algo-

rithm (Michelangeli et al. 1995) looks for a minimization

of the sum of the variances in each cluster. Because the

result of the partition depends on the initial random

seeds, this step is repeated 100 times and the best parti-

tion is chosen among them. Then we construct random

FIG. 6. Differences between the moist model and ERA-40 for (a) 650-hPa mean specific humidity (contours every

2.5 3 1024 kg kg21) and (b) 650-hPa mean temperature (contours every 2.5 K). The zero contour is thick; negative

values are white and contain dashed contours.
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time series so that they have the same variance, first-order

autocorrelation (red noise), and cross correlations as the

input ERA-40 PCs. We compare the mean spatial corre-

lation of the cluster patterns obtained from the ERA-40

dataset and for the 95th percentile obtained from random

time series. We consider the test is passed when the cor-

relation is greater for the actual time series than for the

95th percentile of noise time series. This test is similar to

that of Michelangeli et al. (1995). We performed the test

for 2–10 regimes and for 3, 6, and 9 PC inputs from daily

500-hPa streamfunction from 208 to 908N for ERA-40

reanalyses interpolated over a T42 grid and taking only

one grid point over two in both latitude and longitude in

order to isolate large-scale structures. The cluster analysis

passes the test for 6 and 9 PCs and 4 regimes. We hereafter

use 6 PCs and 4 regimes to perform the cluster analysis and

determine the regimes. Note that the models did not pass

the test, but the same parameters are used for comparison.

Figures 7a–d show the four regimes (hereafter de-

noted as regimes 1, 2, 3, and 4, respectively) obtained

from ERA-40 along with the percentage of points

composing the different clusters. Despite relative am-

plitude differences between the maxima within some

regime patterns, the four clusters (regimes 1, 2, 3, and 4)

correspond respectively to clusters A, D, B, and C of

Corti et al. (1999) and to regimes ZNAO, PNA, BNAO,

and RNA of Kimoto and Ghil (1993). Although differ-

ent datasets are used in these studies, the identification

of similar patterns indicates the robustness of the results.

The daily atmospheric configurations are almost equally

distributed among the four regimes, except for a slightly

lower distribution within the fourth cluster (Fig. 7d;

about 20%). Figure 7e shows the sum of the absolute

value of the streamfunction anomalies associated with

each regime and weighted by its relative occurrence. It

indicates the part of the variability explained by the four

regimes only. The good match between Fig. 7e and the

low-frequency variability of Fig. 2g indicates the rele-

vance of interpreting the low-frequency variability in

terms of these four regimes.

The first cluster exhibits four main streamfunction

anomaly centers (Fig. 7a): two distributed meridionally

in the Atlantic, corresponding to a positive NAO phase,

and two distributed zonally in the eastern Pacific, cor-

responding to an intensified Aleutian low and anoma-

lous northward winds off the western North American

FIG. 7. Composite of the four weather regime patterns obtained from the first six PCs of the daily streamfunction at 500 hPa for (a)–(d)

ERA-40, (f)–(i) the moist model, and (k)–(n) the dry model. Contours are every 2.5 m2 s21; the zero contour is thick; negative values are

white and contain dashed contours. (e),( j),(o) Weighted mean (depending on the percentage of points assigned with a cluster) of the

absolute value of the four regime patterns. Contours are every 5 m2 s21 beginning at 5 m2 s21.
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coast, corresponding in turn to a positive PNA phase.

The assignment of models regimes to their corre-

sponding ERA-40 counterparts has been performed

subjectively by considering the shape, localization, and

successions of the main anomaly centers in midlatitudes.

The two models reproduce reasonably well the first re-

gime patterns (Figs. 7f,k), but with strong biases (usually

positive) in the anomaly amplitudes, especially for the

positive anomaly center over the western North Amer-

ican coast. The axis of the anomaly centers also tends to

be shifted in the southwest–northeast direction in the

models compared to ERA-40. The differences between

the models are much weaker than the differences with

respect to ERA-40. ERA-40 regime 2 (Fig. 7b) exhibits

zonal anomalies that correspond to a strongly intensified

Aleutian low and a reduced Icelandic low in the At-

lantic. It corresponds to the negative phase of the Arctic

Oscillation (AO), although the anomaly centers are not

precisely collocated with the AO ones, especially for the

negative anomalies in the Atlantic region, which are

located more westward along the eastern North Amer-

ican coast in the regime. The corresponding regimes

simulated by the models (Figs. 7g,l) contain strong bia-

ses, and the zonal structure disappears because of the

intrusion of strong positive anomaly centers between the

main negative ones, showing characteristics of a wave

train. ERA-40 regime 3 (Fig. 7c) corresponds to some

extent to the opposite structure of regime 2 in the Pacific

but not in the North Atlantic. In the Pacific, the pattern

is similar to the positive phase of the AO with a strongly

reduced Aleutian low, whereas in the Atlantic the neg-

ative anomaly around the Icelandic low is weak, the

strongest anomaly being a positive center off Ireland.

Similarly to regime 2, the simulations of regime 3 exhibit a

stronger negative anomaly center between the positive

ones compared to reanalyses. Finally, ERA-40 regime 4

(Fig. 7d) is relatively similar to the opposite phase of re-

gime 1 in the Pacific and to regime 2 in the Atlantic. Over

the Pacific Ocean, the Aleutian low is reduced, and neg-

ative anomalies are found eastward over western North

America, corresponding to anomalous southward winds

along its western coast. Negative anomalies are also found

south of the positive anomalous center, further decreasing

the jet in the central Pacific. In the models, the structure is

more zonal, shifted northward in the central North Pacific

but reproduced accurately in the Atlantic sector.

2) WIND PATTERNS AND WB PROPERTIES

ASSOCIATED WITH THE REGIMES

Figure 8 shows the zonal wind patterns and the AWB

and CWB frequency of occurrence associated with each

regime. The differences in WB properties and wind anom-

alies are consistent with the meridional displacement of the

eddy-driven jet associated with the type of breaking. In

the northeastern Pacific, for ERA-40, the northward

position of a jet separated from the subtropical jet

(double jet structure) in regimes 1 and 3 (Figs. 8a,c) is

related to a greater occurrence of AWB and a lower oc-

currence of CWB compared to regimes 2 and 4. In the

latter cases, the southern position of a single jet is asso-

ciated with lower (greater) occurrences of AWB (CWB).

In the models, the double-jet structure of regimes 1 and 3

in the northeastern Pacific is well reproduced (except for

regime 3 in the dry model) and related to more AWB

than in regimes 2 and 4. Regime 2, which was poorly re-

produced in terms of streamfunction anomalies in the

models, is also poorly reproduced in terms of jet and WB

characteristics. For ERA-40 and the models, regime 4 is

characterized by greater (lower) CWB (AWB) occur-

rences than the other regimes, consistent with a relatively

southward position of a single jet.

In the North Atlantic, for ERA-40, the clearest dou-

ble jet structure appears in regime 1. It is associated with

greater (lower) AWB (CWB) occurrences than for the

other regimes. The two models accurately reproduce the

double jet structure and the associated WB character-

istics of regime 1 (Figs. 8e,i), typical of the positive phase

of the NAO. Similar properties in jet position and WB

frequencies are found between ERA-40 and the models

for the other regimes, except for regime 2, which is

poorly represented in the dry model in particular.

WB characteristics are consistent with the different

wind patterns associated with the regimes. This high-

lights the role of the eddy forcing on the mean flow as-

sociated with the low-frequency variability in ERA-40

and the models. All the regimes present local latitudinal

shifting and/or pulsing of the Pacific and Atlantic eddy-

driven jets. We have checked similarly to Rivière et al.

(2010) that there exists a close relationship between

a local southward (northward) displacement of the jet

and more CWB (AWB) occurrences in the same region.

Major biases between the models and ERA-40 can be

related to different WB characteristics, although other

mechanisms must also account for the strong anomalies

in the magnitude of the streamfunction patterns in Fig.

7. The simplified models used here, of course, lack many

components that can influence the low-frequency vari-

ability, such as oceanic feedbacks (e.g., ‘‘reemergence’’ of

SST anomalies from one winter to another; Alexander

et al. 1999), the tropical variability [e.g., ENSO or the

quasi-biennial oscillation (QBO)], or the stratosphere.

3) PRECIPITATION ANOMALIES ASSOCIATED

WITH THE REGIMES

Figure 9 shows the precipitation anomalies associated

with each regime in ERA-40 (Figs. 9a–d) and the moist
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model (Figs. 9e–h). In ERA-40, the main precipitation

anomalies can be related to anomalous meridional flow

advection: the northward anomalous advection of moist

warm air to colder location favors condensation and

precipitation (e.g., in the northeastern Pacific for re-

gimes 1 and 2, or in the eastern Atlantic for regime 4;

Figs. 7 and 9a,b,d) and the southward anomalous ad-

vection of dry cold air to warmer latitudes reduces pre-

cipitation (e.g., in the central Pacific for regime 2 or in the

eastern Pacific in regimes 3 and 4; Figs. 7 and 9b–d). The

same mechanism also takes place in the model; this is

particularly clear in the North Pacific where north–south

flow anomalies are the strongest (Figs. 7f–h and 9e–g).

Another apparent feature of the precipitation anom-

alies concerns their increase or decrease associated with

stronger or weaker zonal wind patterns. This can occur

for latitudinal shifts and/or intensification/reduction of

the jet. A first example can be observed in the Pacific

region for regime 3 in ERA-40 where the flow anomalies

correspond to a general latitudinal displacement of the

jet (cf. streamfunction anomalies of Figs. 7c centered

around the mean jet flow near 408N in the central Pa-

cific), with a similar latitudinal shift in precipitation

(anomalies of opposite signs in the northern and

southern part of the mean precipitation pattern in Fig.

9c). This is consistent with more (less) precipitation

where (from where) the jet has been displaced. Another

example, consisting of an intensified or reduced jet, can

be seen in the Atlantic for regime 1 (Fig. 8a) and is as-

sociated with more precipitation where the jet is in-

creased and also downstream of it because of stronger

eastward advection and extended storm track (Fig. 9a).

The link between the zonal wind and the precipitation

anomalies is also simulated by the model, which can be

seen, for example, in regime 4 for a southward dis-

placement of the jet and precipitation zones in the North

Pacific (Figs. 7i and 9h), or a jet reduction and associated

precipitation along the eastern coast of North America

for regime 3 (Figs. 8g and 9g).

The model simulates correctly mechanisms associated

with anomalous precipitation, despite mean biases in

amplitude or localization of the storm tracks.

FIG. 8. Composite of the 200-hPa zonal wind speed (gray shading with contours every 10 m s21), AWB (thick black contours every

0.1 day21), and CWB (white contours every 0.05 day21), associated with the regimes presented in Fig. 4, for (a)–(d) ERA-40, (e)–(h) the

moist model, and (i)–(l) the dry model.
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4. Conclusions

We have developed a moist quasigeostrophic model

to study the effect of moist processes on storm tracks and

the low-frequency atmospheric variability. The moist

model exhibits different characteristics than the dry

model. The intensity of the Northern Hemisphere mean

jet is reduced in its central and northern part and slightly

enhanced in its southern portion. The jet maximum is

too weak in the moist model compared to ERA-40 even

if the zonal wind bias with ERA-40 is smaller than for

the dry model (due to the southward enhancement).

Eddies break more cyclonically in the moist model,

which is more consistent with ERA-40, although the

mean occurrence is still not high enough. Too much

AWB occurrence occurs in both models, which is con-

sistent with a general bias of QG models, as explained in

Rivière (2009). The WB differences seem mainly re-

sponsible for the mean zonal-wind differences between the

models and ERA-40 but only partly for those between the

moist and the dry model. In particular, the decrease of the

jet maxima in the moist model compared to the dry model

is due to the latent heating term induced by the synoptic

variability, which overcompensates for the change in the

forcing term. The storm track is usually located slightly to

the north of the jets and the underlying precipitation leads

to a warming there, thereby decreasing the meridional

temperature gradient and consequently the jet through the

thermal wind balance. The consequence is a slight decrease

in storm-track eddy activity for the moist model.

The North Pacific storm track is relatively well re-

produced in the models, although it is located too far north

(as for the jet) and associated with too few CWB occur-

rences and too many AWB events. The North Atlantic

storm track is very poorly simulated, with weaker high-

frequency variability than in ERA-40, and it is not properly

separated from the North Pacific storm track. The low-

frequency variability of the moist model is not very different

from the dry model in the Pacific but usually improves in the

North Atlantic, consistent with a better representation of

WB properties. In general, the differences in the WB char-

acteristics of each weather regime are consistent with the

jet latitudinal displacements through eddy–mean flow in-

teractions. The precipitation anomalies associated with

each regime indicate that the moist model is able to re-

produce realistic precipitation differences associated with

flow anomalies, despite its mean flow biases, which consist

of too strong precipitation rates and an eastward dis-

placement of the mean North Pacific precipitation zone.

The moist model includes an additional physical com-

ponent to the dry model, without unrealistically disturbing

its general characteristics. The moist model improves some

biases of the dry model (a southward intensification of the

jet, better WB characteristics, and associated improved

FIG. 9. Composite of the large-scale precipitation rate anomalies associated with the regimes presented in Fig. 4 for (a)–(d) ERA-40 and

(e)–(h) the moist model. Contours are every 0.4 mm day21, the zero contours are not plotted for clarity, gray shading is positive values,

and dashed contours are negative values. Thick contours represent climatological large-scale precipitation rates of 3 mm day21 for ERA-

40 and 6 mm day21 for the moist model.
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weather regime patterns in the North Atlantic), although

the changes are usually much weaker than the differences

from ERA-40. However, this type of simple model does

not pretend to properly simulate all aspects of the climate

system, but at least many aspects of the moist storm tracks

are fairly reproduced. Therefore, despite its mean biases, it

could be used for sensitivity experiments. For example,

different variabilities of the present-day climate (intra-

seasonal variations, interannual oscillations, or mean

trends) could be studied. To this end, composite climatic

conditions can be used to calculate the corresponding

forcing terms. If the moist QG model simulates properly

the climatic changes related to the different periods con-

sidered, then this can be used to examine how the differ-

ences in PV, moisture and mean temperature forcing (and

combinations of these) change the midlatitude climate. In

particular, the question of how changes in water vapor or

temperature in warmer or colder conditions modify the

climate of the midlatitudes could be considered.
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APPENDIX A

Derivation of the QG PV Equations
Including Diabatic Processes

To obtain the QG PV equation, one first needs to

approximate temperature using the hydrostatic balance

Eq. (6) and replacing F with f0c (see MM93; Mak 1991).

Then the temperature equation (without temperature

relaxation and forcing) becomes

f0 pij

RairDp

�
›

›t
1 uij � $

�
(ci 2 cj)

5 2

 
›T

›p
2

Rair T

Cpd pij

!
vij 1

Lvap

Cpd

Pij, (A1)

with ij 5 12 or 23 denoting the upper or lower layer.

The static stability, entering as a factor of vij in the

first term of the rhs of the equation, is assumed to be

constant in QG formalism. We then use Rij 5 (Dp/f0)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(R

air
/p

ij
)(›T/›p 2 R

air
T/C

pd
p)

q
, so that the equation

becomes

R22
ij

�
›

›t
1 uij � $

�
(ci 2 cj) 5 2

f0

Dp
vij

1
LvapRairDp

Cpd f0 pij

R22
ij Pij.

(A2)

To obtain Eq. (3), we replace Dp/pij with log(pi/pj). Note

that we use dry static stability for both dry and moist

models since it determines the Rossby radii of de-

formation, which we want equal in both models for

proper comparison.

APPENDIX B

Derivation of the QG Vertical Velocity Equation

The QG temperature equation allows us to express

the vertical velocity in QG as

vij 5 2
Dp

f0

sin f R22
ij

"
›(ci 2 cj)

›t
1 J(cij, ci 2 cj)

(

2 S
c
i 1 S

c
j 1

ci 2 cj

t

#
2 Lij

)
, (B1)

whereLij 5L1 for ij 5 12 andLij 5 2L3 for ij 5 23; Sm
i/j is

the forcing term in terms of streamfunction field ob-

tained inverting Si/j as a PV source. Also, sinf takes into

account the change of sign of f between the two hemi-

spheres without causing discontinuity at the equator.

To obtain the vertical velocity in QG, we first invert

the PV tendency Eqs. (1) to obtain streamfunction

tendency equations ›tci at each vertical level.
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