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Abstract: In this technical report, the capacity region of the two-user linear deterministic
(LD) interference channel with noisy output feedback (IC-NOF) is fully characterized. This result
allows the identification of several asymmetric scenarios in which implementing channel-output
feedback in only one of the transmitter-receiver pairs is as beneficial as implementing it in both
links, in terms of achievable individual rate and sum-rate improvements w.r.t. the case without
feedback. In other scenarios, the use of channel-output feedback in any of the transmitter-receiver
pairs benefits only one of the two pairs in terms of achievable individual rate improvements or
simply, it turns out to be useless, i.e., the capacity regions with and without feedback turn out to
be identical even in the full absence of noise in the feedback links.
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Capacité du Canal Linéaire Déterministe a Interférences
avec Rétroalimentation Degradée par Bruit Additif.

Résumé : Dans ce rapport, la région de capacité du canal linéaire déterministe a inter-
férences avec rétroalimentation degradée entre les récepteurs et leurs émetteurs correspondants
est caractérisée. Ce résultat permet l'identification de plusieurs scenarios asymétriques dans
lesquels la rétroalimentation dans un seul couple récepteur-émetteur montre autant de bénéfices
que des rétroalimentations dans les deux couples récepteurs-émetteurs. Ces bénéfices sont mis
en évidence par ’amélioration des taux de transmission individuels et de leur somme par rapport
aux cas oil il n’y a aucune rétroalimentation. D’autres scenarios montrent qu'une rétroalimen-
tation dans un des couple émetteur-récepteur améliore le taux individuel d’un des deux couples
émetteurs-récepteurs. D’ailleurs, il existe d’autres scenarios ot 'utilisation d’un ou plusieurs liens
de rétroalimentation ne montre aucun bénéfice ni pour les taux individuels ni pour leur somme.
Dans ces scenarios, cela montre que les régions de capacité avec et sans rétroalimentation sont
identiques.

Mots-clés : Région de Capacité, Modéle linéaire déterministe, canal & interférences, rétroali-
mentation degradée.
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Noisy Channel-Output Feedback Capacity of the Linear Deterministic Interference Channel 4

1 Notation

Throughout this technical report, sets are denoted with uppercase calligraphic letters, i.e. X.
Random variables are denoted by uppercase letters, e.g., X. The realizations and the set of
events from which the random variable X takes values are respectively denoted by x and X'. The
probability distribution of X over the set X" is denoted Px. Whenever a second random variable
Y is involved, Pxy and Py|x denote respectively the joint probability distribution of (X,Y")
and the conditional probability distribution of ¥ given X. Let N be a fixed natural number. In
case a random variable is an N-dimensional vector, it is denoted by X = (X1, X5, ..., Xn5)' and a
corresponding realization is denoted by x = (21, 29, ...,2x5)" € AN, Given X = (X1, Xo, ..., Xn)
and (a,b) € IN?, with @ < b < N, the (b — a + 1)-dimensional random variable formed by the
components a to b of X is denoted by X (4:p) = (Xa, Xay1,--- ,X3)T. The notation (-)T denotes
the positive part operator, i.e., (-)* = max(-,0) and Ex|[] denotes the expectation with respect
to the distribution of the random variable X. The logarithm function log is assumed to be base
2.

2 Problem Formulation

Consider the two-user linear deterministic interference channel with noisy channel-output feed-
back (LD-IC-NOF) described in Fig. For all 4 € {1,2}, with j € {1,2} \ {¢}, the number
of bit-pipes between transmitter ¢ and its corresponding intended receiver is denoted by ﬁii;
the number of bit-pipes between transmitter ¢ and its corresponding non-intended receiver is de-
noted by n;;; and the number of bit-pipes between receiver ¢ and its corresponding transmitter
is denoted by $7:i. These six integer non-negative parameters fully describe the LD-IC-NOF in

Fig.

At transmitter 4, the channel-input X, at channel use n, with n € {1,2,...,N}, is a

T
g-dimensional binary vector X , = (Xgl) x® ?Xz'(,(2> , with

L,m) ri,nd
¢ = max (711, 722,7112,”21) ) (1)

and N the block-length. At receiver i, the channel-output 7“1 at channel use n is also a ¢-

dimensional binary vector ?m = (?51,2, ?5273,
channel use n is given by

Y@)'. The i lation duri
ey Zn) . e input-output relation during

?i,n:Sqfﬁ”Xi,n + 8T X o, (2)
and the feedback signal available at transmitter 7 at the end of channel use n is

?i,n:‘g(q_<ﬁ”)Jr 775,717(17 (3)

where d is a finite delay, additions and multiplications are defined over the binary field, and S
is a ¢ X ¢q lower shift matrix of the form:

0 0 0 0
1 0 0 0
S=|0 1 o0 (4)
.
0 0 1 0
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Figure 1: Two-user linear deterministic interference channel with noisy channel-output feedback
at channel use n.

Without any loss of generality, the feedback delay is assumed to be equal to 1 channel use. Trans-
mitter ¢ sends the message index W; by sending the codeword X; = (X;1,X;2,...,X,; n) €
X7*N The encoder of transmitter i can be modeled as a set of deterministic mappings fi(l)7
f& Y with £ W, = {0,137 and for all n € {2,3,..., N}, £™ W, x {0,139
{0, 1}‘1 such that

X1 =/ (W) and (5)

Xi,n:fi(n) (W5, ?i,la 371‘,2, e ?i,nq)- (6)

Let T' € IN be fixed. Assume that during a given communication, T" blocks, each of N channel

uses, are transmitted. Hence, the decoder of receiver i is defined by a deterministic function
;- RNT — WT'. At the end of the communication, receiver i uses the sequence i1, Yio,..

el

i,NT to obtain an estimation of the message indices

(3

(Wm, w® . (T)) Vi (?z LY, 2900 ?i,NT) ) (7)

where W is an estimation of the message index sent during block ¢ € {1,2,...,T}. The

decoding error probability in the two-user G-IC-NOF during block ¢, denoted by Pe(t)(N ), is
given by

—(t —(t
PO(N)=max (Pr <W1( #W{“) ,Pr (Wg( )#Wét)> > (8)
The definition of an achievable rate pair (Ry, R2) € R is given below.

RT n°® 456



Noisy Channel-Output Feedback Capacity of the Linear Deterministic Interference Channel 6

Definition 1 (Achievable Rate Pairs) A rate pair (Ry, R2) € R is achievable if there exists

at least one pair of codebooks XY and XJ¥ with codewords of length N, and the corresponding
encoding functions fl(l), 1(2), cee fl(N) and f2(1), f2(2), cee Q(N) such that the decoding error prob-

ability Pe(t)(N ) can be made arbitrarily small by letting the block-length N grow to infinity, for
all blocks t € {1,2,...,T}.

The following section determines the set of all the rate pairs (R, R2) that are achievable in the
LD-IC-NOF with parameters ﬁ)n, 722, n12, N21, $711 and 9 9.

3 Main Results

Denote by C(ﬁu, ﬁgg,nlg,ngl, %11,%22) the capacity region of the LD-IC-NOF with para-
meters ﬁ)ll, ﬁ)gg, N12, N21, %11, and %22. Theorem |1| fully characterizes this capacity region.

Theorem 1 The capacity region C(ﬁn, 722, nig,Mo1, %11, %22) of the two-user LD-IC-NOF
is the set of non-negative rate pairs (Ry, R2) that satisfy for all ¢ € {1, 2}, with j € {1,2}\ {i}:

Ri émln (max (ﬁ”, lei) , max (ﬁ”, 77,1])) , (9&)
Ri gmin max ﬁii; nji) , max (ﬁzu %jj — (Wjj — nji)+)) 5 (gb)
—

(
Ry + Ry <min (max (

(
(

R; + Ry <max ( (711 - 7112)Jr » 21, 711 - (max (71177112) - %11)+)

W a2,m19) + (11— ma2) " max (711, m01) + (Waa = m21) "), (9¢)

+ max ( (ﬁgg — n21)+ ,N12, 722 — (maX <%>227 n21) - %22)+ )a (Qd)
2RZ —+ Rjgmax (ﬁiia nji) —+ (ﬁ“ — n,-j)+

+ max ( (T g5 = mya) " mag, g5 — (max (7 5,m5) — 5 55) " ) (9e)

The proof of Theorem [I]is divided into two parts. The first part describes the achievable region
and is presented in Appendix [A] The second part describes the converse region and is presented
in Appendix

Theorem [1| generalizes an important number previous results regarding the capacity region of
the LD-IC with channel-output feedback. For instance, when %11 =0 and %22 = 0, Theorem
describes the capacity region of the LD-IC without feedback (Lemma 4 in [14]); when 1, >
max (711, n1g) and S99 > max (ﬁgg, no1), Theorem (1| describes the capacity region of the LD-
IC with perfect channel output feedback (Corollary 1 in [4]); when M = ﬁ)gg, n12 = N9y and
T = ﬁgg, T heorem describes the capacity region of the symmetric LD-IC with noisy channel
output feedback (Theorem 1 in [12] and Theorem 4.1, case 1001 in [I0]); and when 71y = 722,
n12 = N21, %“ > max (ﬁ”,nij) and %]‘j =0, with 7 € {1,2} andj S {1,2} \ {’L}, Theorem
[1] describes the capacity region of the symmetric LD-IC with only one perfect channel output
feedback (Theorem 4.1, cases 1000 and 0001 in [10]).

Comments on the Achievability Scheme

The achievable region is obtained using a coding scheme that combines classical tools such as
rate splitting, superposition coding, and backward decoding. This coding scheme is described
in Appendix [A] In the following, an intuitive description of this coding scheme is presented.
Let the message index sent by transmitter ¢ during the ¢-th block be denoted by Wi(t) €

{1,2,...,2NB} Following a rate-splitting argument, assume that Wi(t) is represented by three

RT n°® 456



Noisy Channel-Output Feedback Capacity of the Linear Deterministic Interference Channel 7

subindices (W2, Wy, WD) € {1,2,..., 28 e} x {1,2,... 2NFuc2} x {1,2,... 2NRir),
where R; c1 + Ri,c2 + Ri,p = R;. The codeword generation from (Wiﬁgl,Wi%z,W( )) fol-

lows a four-level superposition coding scheme. The index Wi(’tc_ll) is assumed to be decoded
at transmitter j via the feedback link of transmitter-receiver pair j at the end of the trans-
mission of block ¢t — 1. Therefrom, at the beginning of block ¢, each transmitter possesses the

knowledge of the indices Wl(tgll ) and WQ(tc_l1 ). In the case of the first block ¢ = 1, the indices

Wl(%l and WQ(?()H correspond to two indices assumed to be known by all transmitters and re-
ceivers. Using these indices both transmitters are able to identify the same codeword in the
first code-layer. This first code-layer is a sub-codebook of 2N (F1.c1+8R2.c2) codewords (see Fig.

. Denote by U (Wltml )>W2(fc11 ) the corresponding codeword in the first code-layer. The
second codeword is chosen by transmitter ¢ using W o1 from the second code-layer, which is a
sub-codebook of 2%V fti.c1 codewords centered at U (Wl(tcf), W;%P) as shown in Fig. De-
note by U, (Wl(tc_ll ), VVQ(tc_l1 ), Wz(tc)n) the corresponding codeword in the second code-layer. The
third codeword is chosen by transmitter ¢ using WZ 2 from the third code-layer, which is a sub-
codebook of 2V Fi.c2 codewords centered at U; (Wl(tml ), Wétgll ), Wt(,21) as shown in Fig. [15| De-
note by V; (I/Vl(t(;l1 ), V[/Q(tc_l1 ), Wz'(,tc)p Wz(t()j2) the corresponding codeword in the third code-layer.
The fourth codeword is chosen by transmitter ¢ using Wz(tll from the fourth code-layer, which is
a sub-codebook of 2%V Ei.P codewords centered at V; <W1(t511), W2(t511)7 Wl(gl, WI(QQ) as shown in

Fig. Denote by X; p (Wl(tCl1 ), I/VQ(tCl1 ), Wi(fc)vl, I/Vi(fc)y27 Wi(fj)g) the corresponding codeword in
the fourth code-layer. Finally, the generation of the codeword X; = (X, 1, X 2,..., XZ-JV)T S
XinN during block ¢t € {1,2,...,T} is a simple concatenation of the codewords U; (Wl(tgll),

t—1 t t—1 t—1 t t t—1 t—1 t t
Wz(,c1)v Wi(,C)‘l)7 Vi (Wl(,C1)7WQ(,Cl)vwi(,C)’I’Wi(,C)Q) and Xi,P(W1(,01)a W2(,01)= Wi(,C)'N Wi(,c)‘m
Wi(,tf)’)7 ie, X, =U;,Vy, Xi7p)T, where the message indices have been dropped for the ease of

notation.
The intuitions to build this code structure follow from the identification of three types of bit-
pipes whose origins are at transmitter i: (a) The set of bit-pipes that are exclusively observed by
receiver ¢; (b) The set of bit-pipes that are observed by receiver j but not necessarily by receiver
¢ and are above the (feedback) noise level; and (¢) The set of bit-pipes that are observed by
receiver j but not necessarily by receiver ¢ and are below the (feedback) noise level. The first set
t)

of bit-pipes can be used to convey message index W( from transmitter ¢ to receiver i during

block t. The second set of bit-pipes can be used to convey message index W o1 from transmitter
i to receiver j and to transmitter j during block ¢. The third set of bit-pipes can be used to
convey message index ngz from transmitter ¢ to receiver j and not necessarily to transmitter
j during block ¢. These three types of bit-pipes justify the three code-layers super-posed over
a common layer, which is justified by the fact that feedback allows both transmitters to decode
part of the message sent by each other.

The decoder follows a classical backward decoding scheme. This coding/decoding scheme is
described in Appendix [A]

Other achievable schemes, as reported in [12], can also be obtained as special cases of the more
general scheme presented in [2]. However, in this more general case, the resulting code for the
IC-NOF counts with a handful of unnecessary superposing code-layers, which complicates the
error probability analysis.

RT n°® 456



Noisy Channel-Output Feedback Capacity of the Linear Deterministic Interference Channel 8

Comments on the Converse region

In the converse region, the inequalities and are inherited from the converse region of
the linear deterministic interference channel with perfect channel-output feedback (LD-IC-POF)
in [4]. The inequality in is a simple cut-set bound. The inequalities and are new
and generalize those presented in [I2] for the symmetric case. These new outer-bounds were
obtained using the genie-aided models.

Discussion

This section provides a set of examples in which particular scenarios are highlighted to show
that channel-output feedback can be strongly beneficial for enlarging the capacity region of the
two-user LD-IC. However, these benefits strongly depend on the noise present in the feedback
link. This section also highlights other examples in which channel-output feedback does not bring
any benefit in terms of the capacity region. These benefits are given in terms of the following
metrics: (a) individual rate improvements A; and Ag; and (b) sum-rate improvement X.

In order to formally define Ay, Ay and X, consider an LD-IC-NOF with parameters ﬁll, 722,
N1z, N21, %11 and %22. The maximum improvement Ai(ﬁll,ﬁgg,nlg,ngl,%ll, %22) of the
individual rate R; due to the effect of channel-output feedback with respect to the case without
feedback is

Ai(ﬁu,722,71127”21,%11,%22)ZmaX sup AR} = sup {RI} 7 1o
R;>0 | (R, R;)eC: (R}, R;)€Cs

and the maximum sum rate improvement 2(711, 722, n12,Na1, %11, ng) with respect to the
case without feedback is

(711, W, ni2, a1, W11, Wag) = sup {Rl+R2}— sup {RI—#RE}, (11)
(R1,R2)€C, (RI,RI)ec,

where C1 = C(ﬁll, %)22, Nni12,N21, %11, %22) and CQ = C(ﬁll, 722, Nni12,N21, 0, 0) are the Capacity
region with noisy channel-output feedback and without feedback, respectively. The following
describes particular scenarios that highlight some interesting observations.

Example 1: only one channel-output feedback link allows simultaneous maximum
improvement of both individual rates

Consider the case in which transmitter-receiver pairs 1 and 2 are in weak and moderate interfer-
ence regimes, with 711 = 20, 722 =15, n1s = 12, no; = 13. In Fig. |2/ and Fig. |3| the capacity
regions with noisy channel-output feedback and perfect channel-output feedback are plotted, re-
spectively. In Fig. 4 A;(20,15,12,13, 11, %22) with ¢ € {1, 2}, are plotted as functions of 1
and %7 2. Therein, it is shown that: (a) Increasing parameter %11 beyond threshold %{1 =13
allows simultaneous improvement of both individual rates independently of the value of 2 99.
Note that in the case of perfect channel-output feedback, i.e., 11 = max (711, ny2), the maxi-
mum improvement of both individual rates is simultaneously achieved even when %95 = 0. (b)
Increasing parameter 5790 beyond threshold %;2 = 12 provides simultaneous improvement of
both individual rates. However, the improvement on the individual rate R, strongly depends on
the value of %7 11. (¢) Finally, the sum rate does not increase by using channel-output feedback
in this case.

RT n°® 456
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Figure 2: Capacity region C(20,15,12,13,0,0) without feedback (thick red line) and
C(20,15,12,13,15,14) with noisy channel-output feedback (thin blue line) of the Example 1.
Note that A;(20,15,12,13,15,14) = 2 bits/ch.use, A3(20,15,12,13,15,14) = 2 bits/ch.use and
$(20,15,12,13, 15, 14) = 0 bits/ch.use.
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Figure 3: Capacity region C(20,15,12,13,0,0) without feedback (thick red line) and
C(20,15,12,13,20,15) with perfect channel-output feedback (thin blue line) of the Example 1.
Note that A;(20,15,12,13,20,15) = 7 bits/ch.use, A2(20,15,12,13,20,15) = 3.5 bits/ch.use
and X(20,15,12,13,20,15) = 0 bits/ch.use.

Example 2: only one channel-output feedback link allows maximum improvement

of one individual rate and the sum-rate

Consider the case in which transmitter-receiver pairs 1 and 2 are in very weak and moderate
gl%erf(i%%nce regimes, with 711 = 10, ﬁ)gz = 10, n1o = 3, ny; = 8. In Fig. and Fig. EL
n
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Figure 4: Maximum improvements A(20,15,12,13,-,-) and A»(20,15,12,13,-,-) of individual
rates of the Example 1.

12

Ry (bits/channel use)

L 2Ry + Rb = 20

0 t t t t t t t t t 1 t

0 1 2 3 4 5 6 7 8 9 10 11 12
Ry (bits/channel use)

Figure 5: Capacity region ((10,10,3,8,0,0) without feedback (thick red line) and
C(10,10,3,8,9,4) with noisy channel-output feedback (thin blue line) of the Example 2.
Note that A;(10,10,3,8,9,4) = 1 bit/ch.use, A5(10,10,3,8,9,4) = 1 bit/ch.use and
3(10,10, 3,8,9,4) = 1 bit/ch.use.

the capacity regions with noisy channel-output feedback and perfect channel-output feedback
are plotted, respectively. In Fig. A;(10, 10,3,8,%11,%22) with ¢ € {1,2}, are plotted as
functions of 1y and M 9s. Therein, it is shown that: (a) Increasing %11 beyond threshold
%, = 8 or increasing %222 beyond threshold %%, = 3 allows simultaneous improvement of both
individual rates. Nonetheless, maximum improvement on R; is achieved by increasing i (b)
Increasing either %711 or %2, beyond thresholds ﬁfl and %;2, allows maximum improvement
of the sum rate (see Fig. [7)).
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12
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Figure 6: Capacity region ((10,10,3,8,0,0) without feedback (thick red line) and
(10,10, 3,8,10,10) with perfect channel-output feedback (thin blue line) of the Example 2.
Note that A4(10,10,3,8,10,10) = 2 bits/ch.use, A5(10,10,3,8,10,10) = 2 bits/ch.use and
3(10,10, 3,8,10,10) = 1 bit/ch.use.

Example 3: at least one channel-output feedback link does not have any effect over
the capacity region

Consider the case in which transmitter-receiver pairs 1 and 2 are in the weak interference regime,
with 711 = 10, 79p = 20, n12 = 6, ng; = 12. In Fig. [§land Fig. [9] the capacity regions with
noisy channel-output feedback and perfect channel-output feedback are plotted, respectively. In
Fig. A;(10,20, 6, 127%11,W22) with ¢ € {1,2}, are plotted as functions of 011 and 9o
Therein, it is shown that: (a) Increasing parameter $711 does not enlarge the capacity region,
independently of the value of WQQ. (b) Increasing parameter %22 beyond threshold %’2‘2 =38
allows simultaneous improvement of both individual rates. (¢) Finally, none of the parameters
%11 or %22 increases the sum-rate in this case.

Example 4: the channel-output feedback of link ¢ exclusively improves R;

Consider the case in which transmitter-receiver pairs 1 and 2 are in the very strong and strong
interference regimes, with 711 =1, 722 = 8, n12 = 15, ny; = 13. In Fig. and Fig.
the capacity regions with noisy channel-output feedback and perfect channel-output feedback
are plotted, respectively. In Fig. Ai(7,8,15,13,%11,W22) with ¢ € {1,2}, are plotted as
functions of %11 and %22. Therein, it is shown that: (a) Increasing parameter %11 beyond
threshold %{1 = 8 exclusively improves Ry. (b) Increasing parameter a0 beyond threshold
%;2 = 7 exclusively improves R;. (¢) None of the parameters $711 or $ 9o has an impact over
the sum rate in this case. Note that these observations are in line with the interpretation of
channel-output feedback as an altruistic technique, as in [IT], [I5]. This is basically because the
link implementing channel-output feedback provides an alternative path to the information sent
by the other link, as first suggested in [4].
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Figure 7: Maximum improvements A;(10,10,3,8,-,-) and A5(10,10,3,8,-,-) of one individual
rate and X(10, 10, 3,8, -, -) of the sum rate of the Example 2.

Example 5: none of the channel-output feedback links has any effect over the ca-
pacity region

Consider the case in which transmitter-receiver pairs 1 and 2 are in the very weak and strong
interference regimes, with 711 =10, 722 =9, n120 = 2, ng; = 15. In Fig. the capacity regions
without channel-output feedback and with perfect channel-output feedback are plotted. Note
that the capacity region of the LD-IC with and without channel-output feedback are identical.

4 Conclusions

In this technical report, the noisy channel-output feedback capacity of the linear deterministic
interference channel has been fully characterized. Based on specific asymmetric examples, it
is highlighted that even in the presence of noise, the benefits of channel-output feedback can
be significantly relevant in terms of achievable individual rate and sum-rate improvements with
respect to the case without feedback. Unfortunately, there also exist scenarios in which these
benefits are totally inexistent.
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Figure 8: Capacity region ((10,20,6,12,0,0) without feedback (thick red line) and
C(10,20,6,12,10,11) with noisy channel-output feedback (thin blue line) of the Example 3.
Note that A;(10,20,6,12,10,11) = 1.5 bits/ch.use, A5(10,20,6,12,10,11) = 2 bits/ch.use and
%(10,20,6,12,10,11) = 0 bits/ch.use.

Ry (bits/channel use)
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Figure 9: Capacity region ((10,20,6,12,0,0) without feedback (thick red line) and
C(10,20,6,12,10,20) with perfect channel-output feedback (thin blue line) of the Example 3.
Note that A;(10,20,6,12,10,20) = 3 bits/ch.use, A3(10,20,6,12,10,20) = 6 bits/ch.use and
$(10,20,6,12,10,20) = 0 bits/ch.use.
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Figure 10: Maximum improvement A;(10,20,6,12,-,-) and A»(10,20,6,12,-,-) of one individual
rate of the Example 3.
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Figure 11: Capacity region C(7,8,15,13,0,0) without feedback (thick red line) and
C(7,8,15,13,11,9) with noisy channel-output feedback (thin blue line) of the Example 4.
Note that A4(7,8,15,13,11,9) = 2 bits/ch.use, A(7,8,15,13,11,9) = 3 bits/ch.use and
3(7,8,15,13,11,9) = 0 bits/ch.use.
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Figure 12: Capacity region C(7,8,15,13,0,0) without feedback (thick red line) and
C(7,8,15,13,15,13) with perfect channel-output feedback (thin blue line) of the Example 4.
Note that A;(7,8,15,13,15,13) = 6 bits/ch.use, A5(7,8,15,13,15,13) = 5 bits/ch.use and
%(7,8,15,13,15,13) = 0 bits/ch.use.

Figure 13: Maximum improvement Aq(7,8,15,13,,-) and As(7,8,15,13,-,-) of one individual
rate of the Example 4.
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Figure 14: Capacity region ((10,9,2,15,0,0) without feedback (thick red line) and

€(10,9,2,15,10,15) with perfect channel-output feedback (thin blue line) of the Example 5.
Note that €(10,9,2,15,0,0) = (10,9, 2, 15, 10, 15).
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Appendices

A Proof of Achievability

This appendix describes an achievability scheme for the IC-NOF based on a three-part message
splitting, superposition coding, and backward decoding.
Codebook Generation: fix a strictly positive joint probability distribution

Py, Uy vi Ve X1.p Xo.p (U, U1, U2, 01, V2, T1 P, T2, p) = Py (u) Py, v (u1lu) Py, v (uz|u)

Py, v v, (v1|u, u1) Py, o v, (v2|u, u2) Px, oo v, v (21,P |0, u1,v1) Pxy oo v, v (T2, P|U, Uz, v2), (12)

for all (U,Ul,UQ,'Ul,’UQ,Z'lyP,xQ’P) c (Xl UXQ) X X1 X Xy x Xy X Xy x X1 x Xs.

Let Ry c1, Ri,c2, R2,c1, R2,c2, Ri,p, and Ry p be non-negative real numbers. Let also Ry ¢ =
Ric1 + Ryc2, Roc = Rac1 + Ra 02, R1 = Ric+ Ry p,and Ry = Ry ¢ + Ra p.

Generate 2V (F1.014H2,.01) 17 d. N-length codewords u(s,r) = (ur(s,7),uz(s,r), ..., un(s,r)) ac-
cording to

N
Py (U(S, T)) = HPU(Ui(saT)); (13)

with s € {1,2,...,2NFue1} and r € {1,2,...,2N Rz},
For encoder 1, generate for each codeword u(s, r), 2VF1.01 {i.d. N-length codewords u; (s, r,k) =

(ul,l(s, r.k),ui (s, k), ..., u1 n(s, 7 k)) according to
N
PU1|U(u1(s,r, k:)|u(s,7‘)) = HPUl\U(Ul,z‘(S,T, k)|ui(s,r)), (14)
i=1
with k € {1,2,...,2Nf1.c1}. For each pair of codewords (u(s,r),ul(s,r, kz)), generate 2V Fi.c2

iid. N-length codewords vy (s, k,l) = (vm(s,r, k1), v12(s,7,k,1),... ,vLN(s,nk,l)) accord-
ing to

N
Py vu, (vl(s,r, k,Dlu(s,r),u1(s,r, k)) = HPV1|U U (vu(s,r,k,l)|ui(s,r),u1,i(s,r, k)), (15)
i=1
with [ € {1,2,...,2Nf1.c2} For each tuple of codewords (u(s,r), ui(s,r, k), v1(s, 7, k, l)), gener-
ate 2VF1.P iid. N-length codewords x1 p(s,7, k,1,q) = (z1.p1(s,7, k,1,q), 71 p2(s, 7k, 1,q), .. .,
x1,pN(s,7,k,1,q)) according to

Plep\UUlvl(wl,P(‘% T, k7l7 q>|u(87 7")711/1(877', k),'U]_(S,T, kvl))
N

= H PXl,p|U U Vh (ml,P,i(Sy T, k7 l) q)‘ul(s7 T)7 ul,i(87 T, k)7 Ul,i(sa T, kv l))) (16)

=1

with ¢ € {1,2,...,2NRurY,
For encoder 2, generate for each codeword u(s, ), 2Vf2.c11i.d. N-length codewords us(s,r,j) =

(U/Q)]_(S, T7j)’ u2,2(s7 ’f‘,j), v 7’U/27N(3, raj)) according to
N
PUQ\U(UQ(SvrvjNu(SvT)) = HPU2‘U(U2,i(Sa r)j)|ui(8a T))v (17)
=1
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with j € {1,2,...,2V%2c1} For each pair of codewords (u(s,r),us(s,r,j)), generate 2Vf2.02
iid. length-N codewords va(s,r,j,m) = (’1}271(5, T, j,m),va2(s, 7,5, m),...,va N(s, 7,7, m)) ac-
cording to

N

PVQ\UUQ ('UQ(S?T;jv m)\u(s,r),uz(s,r,j)) = HPV2|UU2(D271(57ijvm)|ui(8aT)7u2,i(57r7j))7 (18)
i=1

withm € {1,2,...,2NF2.c2} For each tuple of codewords (u(s7 ), ua(s,r,7),va(s,r, J, m)), gen-

erate 2Nf2.7 i i.d. N-length codewords @2 p(s,r,j,m,b)= (r2,p1(s,7,j,m,blas pa(s,r,j,m,b). ..,

xo.p,N(s, 7,7, m, b)) according to

PXz,p\U UQVQ(:B27P(S7r7j7m7 b)|u(s7r), UQ(SaTaj)aUQ(Sv'ra jv m))
N

— H Px, pluvs va ($2’P’i(87 7, Jym, b)|ui(s, ), ug,i (8,7, 5), vei (s, 7, §,m, b)), (19)
i=1

with b € {1,2,...,2NF2.2} The resulting code structure is shown in Fig.
Encoding: denote by Wi(t) € {1,2,...,2NVE} the message index of transmitter i € {1, 2} during
block t € {1,2,...,T}, with T the total number of blocks. Let Wi(t) be composed by the message
index Wi(f(/)w € {1,2,...,2N.c} and message index Wi(tll c€{1,2,...,2NRur} That is, Wi(t) =
(Wl(g, Wi(’t)). The message index Wz(t}l must be reliably decoded at receiver i. Let also Wz(tc)w
be composed by the message indices Wi(%l €{1,2,...,2NRic1} and Wi(’tc)w2 €{1,2,...,2NRicz2},
That is, Wz(tc)* = (Wl(gl,Wl(?;?) The message index WZ.(’tC);1 must be reliably decoded by both
receivers and transmitter j (via feedback). The message index Wi(7tc)'2 must be reliably decoded

by both receivers.
Consider Markov encoding over the T blocks. At encoding step ¢, with ¢t € {1,2,...,T},

transmitter 1 sends the codeword a:gt) =0, (u (Wl(tgll),Wz(tgll)>, U (Wftgf), W;tgll),Wl(%l),
(t-1) (t—1) (t) (t) (t-1) (t—1) (t) (t) (t) .

U1 <W1,Cl 7W2,01 ’Wl,CDWl,CQ)’ mLP(Wl,Cl ’WQ,Cl ) Wl,Cl’Wl,C27W1,P)>’ where ©; :
(X UX) Y 5 XN x &N x &N — X} is a function that transforms the codewords u(Wl(tgll),
(t-1) (t—1) r(t=1) (1) (t=1) o (t=1) 18 () (t-1)
W2,01 )’ Uy (W1,C1 ’W2,01 7W1,Cl)’ G (W1,C1 ?W2,C1 7W1,017W1,C2> , and $1,P(W1,C1 )

W2(t511 ), Wl(%l, W1(,%27 Wf?;) into the N-dimensional vector :Bgt) of channel inputs. The indices

Wl(%l = Wl(%)l = s* and Wz(,o(,)*l = Wg(%)l = r*, and the pair (s*,7*) € {1,2,...,2N fuer} x

{1,2,...,2NR2.c1} are pre-defined and known by both receivers and transmitters. It is worth
noting that the message index Wg(tgll ) is obtained by transmitter 1 from the feedback signal
?gtil) at the end of the previous encoding step ¢t — 1 (see Fig. ?7?).

Transmitter 2 follows a similar encoding scheme.

Decoding: both receivers decode their message indices at the end of block 7" in a backward
decoding fashion. At each decoding step ¢, with ¢ € {1,2,... ,T‘{, receiver 1 obtains the message
indices (W0, Wit”, WU w0 Wit =y e (1, 2, 2VRiery x {1,
2,... 2NRac1) 5 {1 2 . 2NRiea} 5 {1 2. 2NRurY {1 2 ... 2NR2c2} from the channel
output 7?_(’5_1)). The tuple (Wf%}t), Wéfﬁ”, Wl(fj;(t_l)), Wl(?;;(t_l)), W2(7Tc_2(t_1))) is the
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_ _ -1 -1 t—1 t—1 t t t
uy (Wl(fc})aWQ(fC})7W1(f(),~1) U1 (Wl(,tm)vWz(.tc1)vW1(.t)c1-rW1(.%2) T1,p (Wl(,m)vWé,m)vW1<,2*17W1(,)02aW1(,1)3)

=

(t—1) 11,(t=1) 11-(t) t—1 t—1 t t t—1 t—1 t t t
U2 (W1.01 Wa e ’W2.01) v2 (Wl(,Cl>7Wé,cl)!WZ(‘()?UWé,é‘Q) T2,P (W1(,01)¢W2(,c1)7Wé,é1¢W2(,():2sz(,;3)

o
2N(R2,p)

Figure 15: Structure of the superposition code. The codewords corresponding to the message
indices Wl(tgll), WQ(tc_ll), Wi(,tc)l, Wi(22, Wl(tll with 7 € {1,2} as well as the block index ¢ are both
highlighted. The (approximate) number of codewords for each code layer is also highlighted.

unique tuple that satisfies
(s (L0 T (W Wi W),
o (WG WEe " w0 ).
1 p (Wl(?é’;t)’ /WQ(,%’E):)’ Wl(’T&(tq))’ Wl(’TCE(tfl)), Wl(i;(tfl)))
(W TS0 W) o (0, AT, W00 AT0),
?gT_(t_l))) < T[(IIJV:J)l Vi X1,p Uz Vo 71]’ 20

where Wl(%_l(t_l)) and W2(,TC_1(t_1)) are assumed to be perfectly decoded in the previous decoding

step t — 1. The set T(N’e) represents the set of jointly typical sequences of the
1% [ Uy Vi Xap Us Va ?1] 1% J Yy typ q

random variables U, Uy, V1, X1 p, Uz, V2, and ?1, with e > 0. Finally, receiver 2 follows a similar
decoding scheme.
Probability of Error Analysis: an error might occur during encoding step t if the message

index Wétgll ) is not correctly decoded at transmitter 1. From the asymptotic equipartion property
(AEP) [16], it follows that the message index VVZ(tC_l1 ) can be reliably decoded at transmitter 1
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during encoding step ¢, under the condition:

Roc1 < I(?l;U2|U7U1,V1,X1)
- 1(Yumu.x,). (21)

)

Wz(’TC*lt), Wl(’%;(t*l)), Wl(,TP*(tfl))7 and Wz(’TC;(tfl)) are not decoded correctly given that the me-

ssage indices Wl(:g_l(t_l)) and WQ(TC_l(t_l)) were correctly decoded in the previous decoding step

An error might occur during the (backward) decoding step ¢ if the message indices Wl(izflt

t — 1. These errors might arise for two reasons: (i) there does not exist a tuple (Wl(TC_lt),

WQ(?;G“, Al(?;v_g(t_l)), Wl(?;,—(t_l)), Wz(gg(t_l))> that satisfies , or (1) there exist several tuples
(Wl(?;flt),Wz(,%flt),wl(%;(t*l)),Wf?f(tfl)),wz(zg(tfl))) that simultaneously satisfy . From
the asymptotic equipartion property (AEP) [16], the probability of an error due to (i) tends to
zero when N grows to infinity. Consider the error due to (7i) and define the event 4 ,.; ¢.m) that

describes the case in which the codewords (u(s,r), wi(s,r, Wl(%](tfl))), vy (s, T, Wl(yTCE(tfl)), 1),

x1,p(s,m, Wl(’TC*l(t*l)),l,q)7 us(s,r, W2(,TC~71(1571)))7 and wvy(s, T, WQ(’TCE(tfl)),m)) are jointly typical
with 7?_“_1)) during decoding step ¢t. Assume now that the codeword to be decoded at decod-
ing step t corresponds to the indices (s, 7,1, q,m) = (1,1,1,1,1), this is without loss of generality
due to the symmetry of the code. Then, the probability of error due to (¢i) during decoding step
t, can be bounded as follows

Pe:Pr U E(S’T‘7l7q’m)
(s,r,l,q,m)#(1,1,1,1,1)
< Y Pr(Binsam) (22)

(s,ml,q,m)ET

with 7 = {{1,2,...2NR1«01} x {1,2,...2NRzc1} x {12 . 2NPFic2} » f12 . 2NFipY 5 M1

2, 2VReesb A\ {(1,1,1,1, 1)}
From the asymptotic equipartion property (AEP) [16], it follows that:

Pe<2N(R2,crI(71;v2\U,Ul,U27V1,X1)+2e) +2N(R1,p71(71;X1\U,Ul,U27V1,V2)+2e)
+2N(R2,02+R1,P—1(?1§V27X1|U7U1,U2,V1)+26) +2N(R1,cz—1(71;v1,X1|U7U1,U27V2)+26)
4 9N(R1,catRa,c2—1(Y15Va,Va, X |U,U1,U2)+26) 4 oN(Ri,co+R1,p—1(Y13V1,X1|U,Us Uz, Va) +2¢)
4 9N(R1 0o R p+Ra,ca—1(Y 13V1, Ve, X1 [UUL,U2)+26) | gN(Ra,c1—1(Y 13U,U1,U2,Va,Va, X1 ) +2¢)
+2N(R2,01+R2,02*1(71;U,U17U2’V1,V27X1)+2€) + 2N(R2,c1+R1,P*I(?l;U,U17U2,V1,V27X1)+26)
+2N(R2,01+R1,P+R2,02*I(71;U,U17U2’V1,V27X1)+26) + 2N(R2,01+Rl,02*1(71;U,Ul,U27V1,V2,X1)+2€)
+2N(R2,01+R1,02+Rz,c2*1(71;U’U1,Uz,Vl,V2,X1)+26)
+2N(R2,01+R1,02+Rl,P*I(?1;U,Ul,U2’V1,V2,X1)+2€)
4 9N(Ra,c+Ry,co+ Ra p—1(V 15U,01,U2, Vi, Va, X1)426) 4 9N (Ra,01—1(Y 13U,U1,U2, Vi, Ve, X1)+26)

+2N(R1,C1+R2,027I(?1;UaUlaU27V11V2aX1)+2€) + 2N(R1,01+R1,P*I(71;U,U17U2,V1,V27X1)+26)
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2N Rl,ClJrRz,Cl+R1,P*I(71;U7U1,UQ,Vl,V2,X1)+25)

+

2N Rl,Cl+R2,Cl+R1,P+R2,CQ—I(?1;UyUlaU27V11V2aX1)+2€)

+

+2N(Rl,01+R1,P+R2,C2*1(71;U7U1,U2,V17V2,X1)+26) + QN(R1,01+R1,02*1(?1;U,U17U2,V1,V27X1)+26)
+2N(R1,01+R1,c2+R2,02*1(71;U,Ul,U2’V1,V27X1)+26)
+2N(R1,01+R1,02+R1,P*1(71;U7U1,U2,V17V2,X1)+26)
+2N(Rl,01+R1,02+R1,P+R2,02*I(?1;U,Ul,U2’V1,V2,X1)+2€)
+2N(R1,61+Rz,c1*1(71;U7U17U2,V1,V27X1)+25) 4 2N(Rl,c1+R2,C1+R2,c2*1(?1;U7U1,Uz,V17V2,X1)+26)

(

(

(

+2N R1,01+Rz,c1+R1,02—1(71;U,U17U27V1,V27X1)+2€)
+2N(R1,Cl+R2,C1+R1,CQ+R2,C2—I(?l§U7U17U27V17V27X1)+25)
+2N(R1,Cl+R2,C1+R1,02+R1,P_I(?1;U1U17U27V1,V27X1)+2€) +2N(R1+R2,c—1(?1;U,U1,Uz,Vl,VQ,X1)+25).

(23)

The same analysis of the probability of error holds for transmitter-receiver pair 2. Hence, in
general, from and , reliable decoding holds under the following conditions for transmitter

i€ {1,2}, with j € {1,2}\ {i}:

Rjci1<d (Yz‘;UﬂUa Ui,Vz',Xi)

-1(Ysu,u.x))

29, (24a)

Ri+ Ry o<I(Y U, U;,U;, Vi, V;, X;)

—1(Y;;U,U;,V;, X))

20, ., (24b)
Ry co<I(Y 5 Vi|U, UL, U;, Vi, X;)

21(71'; ViU, U;, Xi)

é937¢, (24c)
Rip<I(Y 3 X:|U, U3, Uy, Vi, V)
2044, (24d)
Rip + Ry ca<I(Y 5V, Xi|U, U, U;, Vi)
205, (24e)

Ri o2+ Ri,P<I(7i; Vi, Xi|U, Ui, Uy, V)
—I1(Y : Xi|U, U3, U, V)
£06.;, and (24f)
Rico+ Rip+ Rj,C2<I(?i§ Vi, Vi, Xi|U, U;, Uj)
—I(Y:;V;, Xi|U, U, U))
£07;. (24g)

Taking into account that R; = R; c1 + R;.c2 + R; p, a Fourier-Motzkin elimination process in
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yields

Ri<min (021,051 + 61,2,041 + 012+ 032), (25a)
Ro<min (022,011 + ap 2,011 + 031 +042), (25b)
Ry + Ro<min(fa1 + 042,021 + a6 2,041 + 022,051 + 022,011+ 031+ 041+ 012+ 052,
011 +0714+012+052,011+041+012+072,011+051+012+032+ 049,

0110+ 051+ 0124 052,611 +071+ 012+ 042), (25c¢)

2Ry + Ro<min(fp1 + 041 + 012 + 072,011 + 041 + 071 +2012+ 052,001 + 041+ 012+ 052),
(25d)

Ry +2Ro<min(011 + 05,1 + 022+ 042,611 + 071+ 0224+ 042,201 1 + 6051 + 612 + 042+ 072),
(25¢)

where 6; ; are defined in with (1,7) € {1,...,7} x {1,2}.

In the LD-IC-NOF model, the channel input of transmitter ¢ at each channel use is a g¢-
dimensional vector X; € {0,1}¢ with i € {1,2} and ¢ as defined in (I). Following this ob-
servation, the random variables U, U;, V;, and X; p described in in the codebook generation
must also be interpreted as vectors, and thus, in this section, they are denoted by U, U;, V;
and X; p, respectively.

In the following, the random variables U;, V;, and X; p are assumed to be mutually independent
and uniformly distributed over the sets:

{0, 1}(”ji‘(ma"(ﬁjj,nji)—%jjyy7
{0, 1} (min (e, (max (72 5.m54) = 755) 7)) ,and
(0,1} (Fi=nii)"

respectively.
Note that the random variables U;, V;, and X; p have the following dimensions:

dim UZ:(nJ’L — (max (ﬁjja 'I’Lji) - %jj)Jr)Jr y (263.)
dim VZ:mIH (nji, (max (ﬁjja nji) — %jj)jL) s and (26b)
dim X; p=(T s — nji) " . (26¢)

These dimensions satisfy the following condition:
dimU; +dimV; + dim X; p = max (ﬁ“, nj;) < q. (27)

Note that the random variable U in is not used here. The input symbol of transmitter ¢
T

during channel use n is X; = (U;F,V;F7XIP, (0, .. .,0)) , where (0,...,0) is put to meet the

dimension constraint dim X; = ¢q. Hence, during block ¢ € {1,...,T}, the codeword th) in the

LD-IC-NOF is a ¢ x N matrix, i.e, X\ = (X1, X,5...,X;n) € {0,1}2%V,

The intuition behind this choice follows from the following observations: (a) The vector U;

represents the bits in X; that can be observed at least by transmitter j via feedback; (b) The

vector V'; represents the bits in X; that can be observed at least by receiver j; and finally, (c)
The vector X; p is a notational artefact to denote the bits of X; that are neither in U; nor
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Figure 16: The auxiliary random variables and their relation with signals when channel-output
feedback is considered in (a) very weak interference regime, (b) weak interference regime, (c)
moderate interference regime, (d) strong interference regime and (e) very strong interference

regime.

V. In particular, the bits in X; p are only observed by receiver i, as shown in Figure This
intuition justifies the dimensions described in ([26)).
Considering this particular code structure, the following holds for the terms ¢; ;, with (I,4) €

{1,...,7} x {1,2}, in (24):

RT n°® 456

01:=1(Y5U,|U, X,

Y (YU, x,)

=H(U,)

= (nij — (max (ﬁ”, Tlij) — W“‘)_‘—)Jr 3 (28&)
92,1':](?1';[], Ujan,Xi)

Y (¥)

=max (W}”,n”), (28b)
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93,i:I(7i;Vj|Ua Uj7Xi>

Yu(¥u.U, X))

=H (V)

=min (Tlij, (max (ﬁih TLL]) — %ii)"r) N (28C)
04,i=1(?i;xi|U, U,-,Uj,Vi,Vj)

Yu (Y |U.U.U,V.V))

=H (X, p)

=(Ty —nyi) " ; and (28d)
95’i:I<?i;Vj7Xi|U, Ui,Uj,VZ')

+

Yu (¥ )u.u,U, V)

=max (dim X; p,dim V)

=max ( (ﬁ“ — nji)+ ,min (’I'Ll'j, (max (ﬁ”, nij) — %”)J’_) ), (286)
where
(a) follows from the fact that H (?AU, Uj, Xi> = 0; and

(b) follows from the fact that H(7i|U, U;V,; X;)=0.

For the calculation of the last two mutual information terms in inequalities and ,
special notation is used. Let for instance the vector V; be the concatenation of the vectors
X, maand X, yp, e, V= (Xinga, Xinup). The vector X, p4 is the part of V'; that is seen
in both receivers. The vector X; gp is the part of V/; that is exclusively seen in receiver j (see
Figure. Note that H (V;) = H (X; ga)+ H (X up). Note also that the vectors X; ;4 and
X up possess the following dimensions:

dim Xi7HA:rnin (nji, (max (ﬁjja nji) — %jj)—i_) —min ( (nji_ﬁii)+ s (max (%)jja ’/lji)—%jj)—‘r )
dim Xi,HB:min ( (njz- — ﬁ”)Jr s (max (ﬁ)jj,nﬁ) — Wjj)+ )
Using this notation, the following holds

0.:=1(Y 5 XU, U, U, V)

“n(Y.u.u,U,V,)

=H (Xiuma, Xip)

:dimXLHA +dimXi,p

=min (nji7 (maX (Wjja ’Ilji) — %jj)—i_) — min ( (nji — ﬁii)+ 5 (max (Wjj, nji) — %jj)-‘r )

)" and (28f)

+ (i — nyi
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97,1:[(71'; V;, XU, Uian)

—1(YsX|UU,U,)) +1(Y:V,|U U, U, X,)

~1(Y: XU U, U)+1(Y:V,[UU, X))

Yn(Yu,U.U,)

=max (H (V;),H(X;ua)+H(X;ip))

=max (dim V;,dim X; g4 +dim X; p)

=max (min (ng, (max (7 4, n45) — 7)), min (nﬂ, (max (7 j5,n5) — 7j)")

. + +
7111111((71]’1' - ﬁu) 7(111&}(( _7]7nJ'L) jJ) ) (nn nji) ); (28g)

where
(c) follows from the fact that H(Y,|U,U;,V;, X;) = 0.
Finally, plugging (28]) into ([25) (after some trivial manipulations) yields the system of inequalities

in Theorem [
Finally, note that the sum-rate bound in (25c|) can be simplified as follows

Ri + Ro<min(fa 1 + 042,041 + 022,611+ 651+ 612+ 652). (29)
This is mainly because max (621 +04,2,6041 + 022,011 +6051+012+052) < min(b21+ag2, 0.1+

022,011+ 031 +041+ 0124 052,001+ 071+ 91,2 + 052,001 + 041+ 012+ 072,001 +051 +
Or124+ 039+ 042,611 +671+0612+042).
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B Proof of Converse

This appendix provides a converse proof for Theorem |1} Inequalities and correspond
to the minimum cut-set bound [I7] and the sum-rate bound for the case of the two-user LD-IC-
POF. The proofs of these bounds are presented in [4]. The rest of this appendix provides a proof

of the inequalities , and .
Notation. For all ¢ € {1,2}, the channel input X;, of the LD-IC-NOF in for any

channel use n € {1,2,...,N} is a g¢-dimensional vector, with ¢ in , that can be writ-
ten as the concatenation of four vectors: X; cn, Xipn, Xipn, and X;gn, ie, X;, =

T
(X;I:C,m XZP,m XiT,D,n’ XIQW) , as shown in Fig. Note that this notation is independent
of the feedback parameters %11 and %227 and it holds for all n € {1,2,..., N}. More specifically,

X cn represents the bits of X; , that are observed by both receivers. Then,
dim X; ¢ ,=min (ﬁii, nji); (30a)
X pn represents the bits of X;,, that are observed only at receiver i. Then,
dim X p=(T — nji)*; (30b)
X pn represents the bits of X; ,, that are observed only at receiver j. Then,
dim X; p ,=(nji — 74)"; and (30c)
Xion=1(0,..., O)T is included for dimensional matching of the model in . Then,
dim X; g ,=¢ — max (7“, nji) - (30d)
The bits X; o, are fixed and thus do not carry any information. Hence, the following holds

H(Xin)=H(Xicn, Xi,Pn XiDn Xiom)
=H (Xi,c,na Xi,P,na Xi,D,n)
<dim Xi,C,n + dim Xi7p7n + dim Xi,D,n~ (308)
Note that vectors X; p, and X; p, do not exist simultaneously. The former exists when
7” > nj;, while the latter exists when ﬁii < nj;. Moreover, the dimension of X; ,, satisfies
dim Xl)n:dlm Xi,C',n + dim Xi,Pﬂ’L + dim Xi,D,n + dim Xi7Q7n
=q. (30f)
When feedback is taken into account, an alternative notation is needed. Let X; p ,, be written

T
in terms of X; pr, and X; pgn, ie., X;pn = (XZDF’H,XZDG’R> . The vector X; prp

represents the bits of X; p, that are above the noise level in the feedback link from receiver j
to transmitter j; and X; pg,, represents the bits of X; p,, that are below the noise level in the
feedback link from receiver j to transmitter j, as shown in Fig. The dimension of vectors
Xiprn and X; pg,n are defined as follows:

dim X; pp,n =min ( (nji — )", (%jj — 71 4; — min ((Wjj —nyi) ", nm‘)
- ((Wjj — )" - nji)+ )+> and (31a)

dim Xi,DG,n:dim Xi,D,n — dim Xi,DF,n- (31b)
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Figure 17: Notation of the channel inputs and the channel outputs when channel-output feedback
is considered.

T
Let X; ¢, be written in terms of Xicrn and Xica m ie, Xicn= (XZCFNZ, XICGJ_)”) .
The vector X; ¢, » represents the bits of X; ¢, that are above the noise level in the feedback
link from receiver j to transmitter j; and X; cg; » represents the bits of X; ¢, that are below
the noise level in the feedback link from receiver j to transmitter j, as shown in Fig. Let
also, the dimension of vector (X iT,C Py X ZT D F,n) be defined as follows

: T T . — +\*
dim (X7 ey 0 X prn ) )= (min (755, max (755, m50)) = (55 = nya) ) (32)
The dimension of vectors X; c¢r; » and X; oG, n can be obtained as follows

dim X ;. cp, o =dim (X7 o, 0 X7 pry) ) — dim X pr,
and (33a)
dim Xi,CGj,n:dim Xi,C,n — dim Xi,CFj,n- (33b)

More generally, when needed, the vector X ;p, , is used to represent the bits of X , that are
above the noise level in the feedback link from receiver k to transmitter k, with k£ € {1,2}. The
vector X g, n is used to represent the bits of X; ,, that are below the noise level in the feedback
link from receiver k to transmitter k.

The vector X; iy, is used to represent the bits of vector X ,, that interfere with bits of X ; ¢,
at receiver j and those bits of X ,, that are observed by receiver j and do not interfere any bits
from transmitter j. An example is shown in Fig.

Based on its definition, the dimension of vector Xy, is

dim X ; g =min (7 ;,ni;) — min ((7 55 = nyi) " mig) + (ngi = 7 55) " (34)

Finally, for all i € {1,2}, with j € {1,2} \ {¢}, the channel output 7m of the LD-IC-NOF
in for any channel use n € {1,2,...,N} is a ¢-dimensional vector, with ¢ in that
can be written as the concatenation of three vectors: im>» Yign, and Y, g, e, Y, =

©,n

T
(?T ;I—va?;rQn) , as shown in Fig. More specifically, the vector ?m contains the
bits that are above the noise level in the feedback link from receiver ¢ to transmitter ¢. Then,

dim ?i,n:min (Wm max (ﬁ)“, Nij) ) . (35a)
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The vector 1—}1(;,1 contains the bits that are below the noise level in the feedback link from
receiver ¢ to transmitter ¢. Then,

dlm 7i’g}n:(max (7“711”) — %“)+ (35b)

The vector ?i7Q7n = (0,...,0) is included for dimensional matching with the model in . Then,
H <7i,n>:H(?i,n7 7i,G,na 7i,Q,n)

=H (Yﬁ,,vu ?i,G,n)
<dim Y, + dim ¥, . (35¢)

The dimension of ?m satisfies dim )_}“L =q.

Using this notation, the proof continues as follows.

Proof of : First, consider nj; < ﬁm i.e., vector X; p, exists and vector X; p, does not
exist. From the assumption that the message index W; is i.i.d. following a uniform distribution
over the set W;, the following holds

NRi=H (W)

(Wi w;)
¢y (W ¥, Y, W) + No(v)
—H (Y., Y,|W;) + N6(N)

()

M=

H(?i,na ?j,n‘wja ?i,(l:n—l)a ?j,(lzn—l); Xj,n) + N(S(N)

n=1

N
M=

H(Xn (?j,n\Xj,n) + N§(N)

3
Il
-

A
WE

H(Xn)+ No(N)

3
Il
MR

H(X,;,)+ NO6(N), for any n € {1,2,...,N}
(dim X, ¢ +dim X; p,,) + NO(N), (36)

Il
=z =

<

where,

(a) follows from the fact that W; and W5 are independent;

(b) follows from Fano’s inequality;

(c) follows from the fact that X, = f;") (Wj, ?j,(1:n71)>-

Second, consider the case in which nj; > ﬁ“ . In this case the vector X; p, does not exist and
the vector X; p , exists. From the assumption that the message index W; is i.i.d. following a
uniform distribution over the set W;, hence the following holds
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Figure 18: Vector Xy, in different combination of interference regimes.

NRy=H (W;)

D (wiw;)

Yr (W ¥, Y, W) + No()
(Y. Y, 1w,) + Ns()

=

N
© H(?zna ?j,n‘Wja ?z‘,(hnq)a ?g‘,(hn—l)a Xj,n) +N3(N)

3
Il
-

A
M=

H(XLC,H, XicFyn, Xi,DF,n) + N&(N)
1

3
Il

M-

H(X i, Xi.0rn) + NO(N)

3
Il
—

2 =

H<Xz‘,0,n,Xi,DF,n> + N§(N), for any n € {1,2,...,N}

Then, and can be expressed as one inequality in the asymptotic regime, as follows

ngdlm Xi,C,n + dlm Xi,P,n + dlm Xi,DF,n7 (38)

which holds for any n € {1,2,..., N}

Plugging (30a), (30B), and (BIa) in (38), and after some trivial manipulations, the following
holds

Rzémm (max(ﬁii, nji) , Imax (ﬁ“, Wjj — (ﬁjj —TL]'Z')JF )) .
(39)
This completes the proof of (9b).
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Proof of (9d): From the assumption that the message indices Wy and W are i.i.d. following a
uniform distribution over the sets WW; and W respectively, the following holds

N (Ry + Ry)=H (W) + H (Wa)
(i)z(wl Y. Y0) +1(Wa: Vo, Vo) 4+ NO(V)
< (Y))-u(¥m) - (X27C|W1,(171,X1) + 8 (Ys) - H (Yo W)
—H (X1.0|Wa, Ya, X2) + N6(N)
—H(Y\) - H(Y\W)) - H (Xs0, X10W, Y1, X,) + H(Y2) — H (VW)
—H (X 1.0, Xau|We, Yo, X5) + NS(N)
—H (V1) + [ (X0, X001, Y1) = H (X0, X10) | + H (V)
+[1 (X e Ko We, ¥a) — H (X100 Xo0)| — H (VW) - H (Yo 2)
+NO(N)
O (Vi X 10, Xow) = H(Xr0 Xo0|¥1) + H (Yol Xoo. X10)
-H (X2,C;X1,U|72) +I<X2,C’aX1,U§W1>?1> +I<X1,C,X2,U;W27?2>
—H (Y w1) - H (YW, + N3(N)
<H<?1|X1,C7X2,U> +H(72|X2,C7X1,U> +I<X2,C,X1,U;W1,(171>
H (X0 Xowi Wa, Yo) — H (Y1 W1) — H (YoW2) + No()
<H(71|X17C7X2,U> +H(72|X2,C7X1,U) +I<X2,07X1,U7W2,V2;W1,?1>
H (X0 Xow W, Y W2, Yo) — B (Y1 )W0) — H (Yo W2) + N6(N)
—H (Y\[X10, Xow) + H (Yol Xac, X10) + 1 (Was W1, Y1)
1 (KXo X 10, Yo W0, Y1 W) + 1 (Wi 2, Y
I (X100 Xow, Y Wo, Vo) — 1 (Y1 |11) — H (Yo|W2) + N6(N)
H (Y1 X10,Xo0) + H (Yol Xoc, X10) + H (W) + H (Y1 W)
—H (Wi|Wa) — H (YA[Wo, W1) + H (Xa.0, X 1.0, Yo|Wa) + H (W)
+H (Yo Wo) — B (Wo W) — H (Yo W1, Wo) + H (X 1.0, Xaw, Y1)
—H (Y1w1) = H (Y2|W2) + No(N)
<H(Y\|X10,Xo0) + H (Yo Xoc, X10) + H (Xo0, X1, Ya|W2)
+H (XlC,XQU,S—Q\Wl) + N6(N)

1 n|X1 [ex) X2 U ?1,(1:n—1)> +H (?2,n|X2,Ca Xl,Ua 72,(1:7;—1))

Mz

n=1

+H (X2 C,ns X, Uy 2 n|WQa X2,C,(1:n—1)7 Xl,U,(l:n—l)a ?2,(1:n—1))

+H Xl ,Cnsy X2 Una 1 n|Wla Xl,C,(l:n—1)7 X2,U,(1:n—1)7 ?1,(1:n—1)):| + Na(N)
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N
Z)Z {H 1 n|X1,C;X2,Ua71,(1:n71)> +H (72,n|X2,C,X1,U, ?2,(1:%1))

X2,C,(1:n71)7 Xl,U,(l:nfl)a ?2,(1:7171)7 X2,(1:n))

Xl,C,(l:nfl)v X2,U,(1:n71)a ?1,(1:7171)7 Xl,(l:n)):| + N(S(N)

+H(chn,X1 Una? :

+H(X1,C,na X2 Um, Y :

, )} + N&(N)

N
< Z [H (X1,pn) +H (X2 pn) +H (X1,U,n, ?2,n|X2,n) +H <X2,U,m ?lanln)} + NO(N)
<N H (X1,pn) + H(X2pn) +H(X100) +H (Vén)IXz,n, X1,U,n) + H (X2u.n)

+

H (Y 10X 10, XQ,U,R)} + N§(N), for any n € {1,2,...,N}

=N|H (X1,pn) +H(X2pn) +H(X1,un) +H (X 1,cmm X1,0Fn| X 20, X1,0n)
+

<N|H (X1,pn)+H(X2pn)+H(X1un)+H (X100 X1,0F0 X1,00) + H(X2un)
+

H(X2.crn, Xoprn|X2,0n) | + N6(N),

<N [ dim X1 p + dim X, + dim X1 07, + (dim (X 1,0y, X1,05,0) — dim X1,0,) "

+
—&—dimXQ,Um + (dlm (X2,CF17n7X27DF7n) — dim X2,U,n) :| + N(S(N) (40)

where,

(a) follows from Fano’s inequality;

(b) follows from the fact that H(Y) — H(X) = H(Y|X) — H(X|Y);
(c) follows from the fact that H(X@c, X,u, ?ﬂWi, W, ?j) =0;
(d) follows from the fact that X, ,, = fi(n) (Wi, ?i,(lznfl))

(e) follows from the fact that conditioning reduces the entropy.

Plugging (30b), (32), and in and after some trivial manipulations, the following holds
in the asymptotic regime:

R; + Ry<max ( (711 — 7”L12)Jr 91, W11 — (max (711, n1a) — %11)+)
max (2 = n21) ™ oz, oo — (max (a2, man) = W22) 7). (41)

This completes the proof of .

Proof of : From the assumption that the message indices W; and W are i.i.d. following a
uniform distribution over the sets W; and W, respectively, for all i € {1,2}, with j € {1, 2} \ {i},
the following holds
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Y (W ¥ ¥) + 1 (W V0L ¥, W) + 1 (Wi ¥, Y,) + No(N)
V-t (Yow) -8 (Yaw,Y.) + 1 (Yiw,.Y,) + 1 (Y))
—H (Y, 1w, Y ;) + Ns(N)
—H(Y) -1 (Y W) - H(X,0.X,0/W:, ¥,) + H (YW, Y,) + H (V)
~H (Xic, Xip[W;, Y;) + N6(N)
<H(Y:))-H (Y W) - H (X0, Xo0W, ¥.) + H (YW, Y,) + H (V)
—H (XcW;.Y;) + N3 ()
<H(?z) (? \W) +[1 ( ]CaXi,U§Wi7?i)_H(Xj,CaXi,U)]
+H (Y XoclW,. Y,) + 8 (Y)) - H (X,0/W,, Y,) + N§(N)
)= H (Yawi) + [1 (X0, Xos Wi, Vi) = H (X0, X0 |
+H (YW, Y, Xo0) + H (Y,) + No(V)
<H(7z) (3_’ \W) [ ( JCaXi,UQWia?z)_H(Xj,CaXi,U)}
+H (YW, Y, Xoo) + H (Y. X0, Xov) + N6(N)
(V)-8 (YW) + (X0 X W Yo + H (YW, Y, X, 0)
+H (Y1 X 0. Xo0) + NS(N)
<H(Y:) - H (Y W) + 1 (X0, X0, W, Y W, YY)
+H (YW, Y, Xo0) + H (VX 0, Xiv) + N6(N)
O (Y) -8 (YW, W) + H(X 0. X0, Y, W)
+H (YW, Y, Xoo) + H (Y1 X 0, Xiv) + N6(N)
<H(Y:)+H(X,0.X,0.Y,W,) + H(Y W, ¥, X.¢)
+H (Y1 X 0. Xow) + NS(N)

N
<> | (¥in)
n=1
+H(XJC” Xivn ?J"‘Wﬁxﬂkaﬂm 1), Xi,U,(1m-1) Y (1n 1))
+H (?l n‘W ? X0 ?Z (11’”*1)) +H (7] n|Xj c, XU 7 1:n 1)) :|
+No(N)
N
+H (Xj,C ny Xz ,U,n ?jm‘Wja Xj,C,(l:n—l)a Xi,U,(l:n—l); ?j,(l:n—l)a Xj,(l:n))
+H (?ivn‘W77?j7Xi,C77i7(1:n71)7Xj,(1:n)>
RT n° 456 +H (?%TL'X],C) Xi7U7 ?j,(lznfl)) :| + N(S(N)
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N
<Z {H (7zn> +H (X, unl| X n) +H (?j,n|Xj7mXi,U,n> +H (?i,n|Xi,C,nan,n>

n—=1
+H (V0] X o, X Un)} + NO(N)
<N[H (Vi) + H (X i)+ H (Y50l X Xi) + H (X p) + H (X p0) |+ N6(N)
for any n € {1,2,...,N}
=N H (7”;) +H (Xiun)+H (Xicrn Xipral Xivn) + H(Xipn)+ H(Xj,P,n)}
+N§(N),
<N _dim ?m + dim 71Gn +dim X, y, + (dim (Xi,CFj,m Xi,DF,n) _ dimXi,U,n)+
+dim X, pn+dimX;p,] +NS(N), (42)

where,
(a) follows from Fano’s inequality;

(b) follows from the fact that H (?1, ?j|Wi, Wj> =0;

(c) follows from the fact that H(Y|X) = H(X,Y) — H(X);

(d) follows from the fact that H({ X ; ¢, X, v, ?j|Wj, Wi, ?z) =0.

Plugging , 7 , 7 and in and after some trivial manipulations, the

following holds in the asymptotic regime:
2R1 + Rjgmax (%)”, TLjZ') —+ (ﬁ” — nij)+
— + — +
-+ max ( ( ngj — nji) s Mg, Mjg — (max (ﬁjj, ’I’Lji) - %J‘j) ) (43)

This completes the proof of .
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