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Abstract—Several challenges accompanied the growth of online social networks, such as grouping people with similar interest. Grouping like-minded people is of a high importance. Indeed, it leads to many applications like link prediction and friend or product suggestion, and explains various social phenomenon. In this paper, we present two methods of grouping like-minded people based on their textual posts. Compared to three baseline methods K-Means, LDA and the Scalable Multi-stage Clustering algorithm (SMSC), our algorithms achieves relative improvements on two corpora of tweets.
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I. INTRODUCTION

A community in a social network can be defined as a set of users having similar criteria like location or political party, etc. [2], or as a group of users who share the same interests [29]. Studying communities in social networks is of growing importance. Indeed, analyzing such groups leads to build patterns and understand the evolution of social networks. Many studies deal with this subject, and different approaches are employed [19]. Also, many aspects are considered to extract communities. Most of works use explicitly friendship information or interactions to discover communities in social network [16], [18]. According to [14], the number of links by user in social networks follows a big tail distribution. Which means that just a few users have a big number of links, when, most of social network users have only few links. Thus, mining only explicit relations within the network does not provide a complete vision. Some works aim to connect users according to their interest centers [29]. Grouping users with similar interest gives a better vision and leads to many applications such as friend suggestion, collaborative filtering, etc. In fact, suggest friends based on link information may recommend people that you already know. However, using interest centers ensure user that he will be connected to someone like him. Also, in question/answering social networks like Yahoo Answers ¹, connecting like-minded users may facilitate and accelerate solving common problems.

In the present work, we propose two algorithms of grouping like-minded users. The principal idea of the first proposed algorithm is to retrieve the interest centers from the users’ textual posts, and then, to group users having same interests.

The second algorithm aims to retrieve groups with maximum correlation between users using the Principal Component Analysis (PCA). After creating user communities, in both methods, we use an SVM classifier to classify new users.

The rest of the paper is organized as follows. Section 2 presents the related works. Section 3 presents the proposed algorithms. We present the results in Section 4. We end with conclusions and avenues for future work in Section 5.

II. RELATED WORK

The most of works in social network community detection are based on link information [4]. Moreover, many kinds of information are used to retrieve significant communities. Tags are deeply used to construct the user’s profiles [5], and to classify the interest centers [9]. Some works create tag communities using PCA, and assign the users to the closest communities [1]. Others connect the like-minded users using the tag network inference [29]. We can find works using other information, such as the mutual awareness [10], comments and like actions [18].

Given the fact that some users do not employ tags in their posts and that the same subject can be described by more than one tag, the use of tags for community detection may not succeed or yield to unoptimized results. Therefore, we suggest retrieving the latent interest centers from textual posts, and then, using the retrieved centers in order to group the users into communities. In the literature, just a few works deal with extracting social relations between individuals from text [13]. In this context, the Latent Dirichlet Allocation (LDA) and the probabilistic Latent Semantic Analysis (pLSA) are largely implemented to generate the subject models being used to regroup the tweets [6]. Similarly, Sachan et al. [24] applies LDA to identify the subjects of discussion based on the interactions between the users. These subjects are used to create the communities in a second stage. Using LDA, Hannachi et al. [6] extract the subjects from the published tweets to build a model directed by them.

¹https://answers.yahoo.com/
from users’ tweets to discover users’ interest automatically. To discover users’ topics of interest, Michelson and Macskassy [15] use Wikipedia\textsuperscript{2} to retrieve categories from users’ tweets, and then, build user profile from categories.

Tsur et al. [27] propose the scalable multi-stage clustering algorithm (SMSC) in order to cluster tweets. The SMSC algorithm had been tested on a collection of tweets and presented high performances. Compared to our previous work [8], the two novel algorithms proposed in this work had three principal contributions: (i) improve previous grouping results, (ii) take into account overlaps between groups, and (iii) classify new users into created groups.

III. GROUPING LIKE-MINDED PEOPLE

A. GLIC

The main idea of our algorithm GLIC (Grouping Like-minded people using Interest Centers) is to group like-minded user, based on their publications. Thus, we extract interest centers from users’ textual posts, and gather users according to the extracted centers. And so, we classify users according to their posts. Once user groups are created, we use the publication flow in order to classify the new users. In literature, only few works use interest centers extracted from textual content to find communities in social networks [6]. Those works use LDA or LSA to find topic models. In GLIC, we implement the PCA to retrieve the latent interest centers from textual posts. Figure 1 illustrates the proposed algorithm. Our algorithm consists of five principal steps detailed below.

1) Text Preprocessing: in the present work, we deal with the Twitter text messages known as "tweets". The latter are limited to 140 characters allowing users to share their status. Textual publications in social networks are neither structured nor written in a formal language which may make their exploitation very difficult. To deal with this problem, we, first, eliminate the stop words (personal pronouns, prepositions, etc.). Then, we convert all upper-case letters to lower-case ones. Next, we eliminate the words occurring less than a prefixed threshold. We experimented with various values of threshold. Using the obtained words, we build the occurrence matrix $M$. Where, each line (respectively column) represents a user’s tweet (respectively a word from the corpus of tweets).

$$M = \begin{pmatrix} x_{11} & x_{12} & \cdots & x_{1m} \\ x_{21} & x_{11} & \cdots & x_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ x_{n1} & x_{n2} & \cdots & x_{nm} \end{pmatrix}$$

$x_{ij}$ is the occurrence of the word $j$ in the user’s tweet $i$. Finally, we normalize the values of the matrix $M$, in order to obtain a normalized matrix $M'$. Thus, we use two different methods. The first consists on normalizing each occurrence of a word by the sum of each line:

$$x'_{ij} = \frac{x_{ij}}{\sum_k x_{ik}}$$

In the second normalization method, we divide each value by the standard deviation of each column.

$$x_{ij} = \frac{x_{ij}}{\sigma_{x_{ij}}}; \text{ with } k = 1..n$$

With $n$ is the number of tweets in the corpus.

2) Seeking the Latent Centers of Interest: in this step, we extract the interest centers from the tweet collection using the PCA [20]. PCA is generally used to reduce the data space or to find the axes where the data are concentrated as it the case in our study. In [7], the authors prove that the PCA extract successfully the common themes from text documents. In this part, we use PCA to determine the axes around which the words used in publications are concentrated. In other word, we retrieve the common themes or subjects from the tweet collection. Those axes are the latent interest centers within the input data. One interest center can reflect one more subjects evoked by a group of users.

To retrieve the interest centers, we calculate the covariance matrix of $M'$ and its eigenvectors. The obtained eigenvectors present the latent interest centers within the users posts. Each interest center is of the form $C_j = \{c_{j1}, c_{j2}, \ldots, c_{jl}, \ldots, c_{jm}\}$ with $c_{jl}$ is the weight of the term $l$ in the component $j$. To avoid any loss of information, we maintain all the eigenvectors. Thus, we get $m$ eigenvectors.

3) Projecting Data in the Interest Centers Space: after calculating the axes where the data are concentrated, we project our data from the original space to the interest centers space. Thus, we multiply the matrix $M'$ by $C$. Where $C$ is the matrix of interest centers, where each column is an eigenvector. We obtain a matrix $M''$, which is the new representation of the input data. In this matrix, tweets are represented by their coordinates in the interest centers space, instead of word occurrences. In the new space, a tweet is closer from those sharing similar interest centers with it. This representation is more adequate for the next step. Where, we aim to group tweets which having simulare interest centers using the K-Means algorithm. And such grouping is based on the distances between tweets.

4) Assigning the Users to the Clusters: In this step, we employ the K-Means algorithm to regroup the like-minded users in categories. Indeed, K-Means is a grouping algorithm which classifies the objects in a number $K$ of groups by taking into account the attribute values. In this work, we use the matrix $M''$ as input of K-Means. So, the tweets are clustered according to their coordinates in the interest centers space.

After building clusters of tweets, we replace each tweet by its publisher. Therefore, we obtain groups of like-minded people.\textsuperscript{2}https://www.wikipedia.org
users instead of groups of tweets. Such clustering allows us to assign users having more than one interest center, to different groups, in opposite to what have done by [6], [27]  

5) Classifying New Users: In this stage, we use the like-minded users’ groups as training examples for the Support Vector Machines (SVM) algorithm [28]. Several recent studies have reported that the SVM generally are capable of delivering higher performance in terms of classification accuracy than the other data classification algorithms [26]. For training and classification using SVM, we employ the SVMmulticlass3. After training SVM, we obtain a model allowing to classify new users. We can repeat the steps (2), (3) and (4) from time to time in order to increase accuracy and reflect newly introduced interest centers.

B. GLUCA

In this method, we adopt a different approach to group like-minded users based on their textual publications. The core idea is to retrieve the user concentration axes instead of words concentration axes. In GLIC method, we use the matrix user $\times$ word to find axes concentration of the words used in tweets, these axes represent the space of interest centers in which we project the input data. In this method GLUCA (Grouping Like-minded people based on Users Concentration Axes), we use the transpose of user $\times$ word matrix as input to the PCA. Thus, we obtain the user’s concentration axes instead of word’s concentration axes. Once the axes are retrieved, we assign users belonging to the same axe to the same community. Hereafter, we describe the main steps of GLUCA.  

1) Text Preprocessing: in this step, we proceed in the same way as in the first method to preprocessed users textual posts (described in the section III-A1). Once we obtain the occurrence matrix $M$, we calculate its transpose $M^T$. Where, each line (respectively column) represents a word of the corpus tweet (respectively a user’s tweet). Using the transpose matrix $M^T$, we retrieve users concentration axes instead of words concentration axes.

2) Extracting User Communities Using PCA: unlike GLIC, where we use the PCA to seek latent interest centers within the tweets collection, we apply the PCA to retrieve user concentration axes. Using $M^T$ as input, the principal components represent the user groups. Each component is a vector representing the user weights relative to the corresponding group. After retrieving the principal components, we keep those corresponding to the highest eigenvalues. Finally, we assign each user to the group that has the highest weight.

3) Classifying New Users: to classify the flow of new users, we proceed in the same manner as in the first method. We use the user groups found in the previous step to learn the SVM classifier. Then, we utilize this later to classify new users.

IV. EXPERIMENTATIONS

A. Baseline

To evaluate our algorithms and to compare them to the works of the literature, we use K-Means, LDA and SMSC as reference grouping algorithms. 

1) K-Means: As a first reference, we use the classical K-Means [12], one of the most used algorithms for the clustering. [11] test three k-means methods based on optimal prediction, diffusion distance and dissimilarity index to detect community structure. Tested on two artificial networks, the three methods display a high performance.
2) **LDA**: LDA is introduced by Blei [3], and it is conceived to analyze the latent thematic structures in the data with large scales, including large collections of text or web documents. We use GibbsLDA++, which is a C/C++ implementation of LDA by using the sampling technique of Gibbs to estimate the parameters and the inference.

3) **SMSC**: SMSC (Scalable Multi-stage Clustering) is one of the most recent works dealing with the categorization of the tweets [27]. Given a set of tweets \( S \), a set of tags \( T \) appearing in \( S \), and \( D \subset S \) (such that each \( d \in D \) contains at least one tag \( t \in T \)). The SMSC algorithm starts by (1) creating a whole of virtual documents \( D' \), where, each \( d' \in D' \) is a concatenation of all micro-messages in \( D \) that contain a specific tag \( t \). The number of messages in \( D' \) is equal to the number of hashtags in \( D \). (2) In the second step, it classifies the messages of \( D' \) by applying K-Means. (3) Thereafter, each virtual document in \( D' \) is retransformed into its original version by assigning each message containing a hashtag to the cluster of the virtual document with which it is associated. Finally, the messages without hashtags are assigned to the closest clusters.

**B. Datasets**

Two reference corpora are used in the experiments to evaluate the performances of our algorithms.

1) **Sander**: created by Niek Sanders [25], it is composed of 5513 tweets classified by the author into positive, negative, neutral and without importance. In addition, the corpus is labeled by the following topics: Apple, Google, Microsoft and Twitter. Because of the restrictions of use in Twitter, the contents of the tweets cannot be distributed with the corpus. Thus, the author provides a Python program to download the tweets according to the rules of Twitter. The corpus is on the Sananalytics site4.

2) **TREC 2011 Microblog Track**: in TREC 2011, a new task called Microblog Track is introduced to provide a benchmark for research in twitter [17]. This collection contains a sample of tweets over a period of about two weeks spanning from January 24th, 2011 to February 8th, 2011. The TREC 2011 Microblog Track collection is used to evaluate the participating real-time Twitter search systems over 50 official topics. For the evaluation, we extract the tweets written in English posted on January 24th. Then, by using hashtags, we extract the tweets concerning seven different topics.

**V. RESULTS**

In this section, we report the obtained results. We use four evaluation methods namely: Recall, Precision, F-Measure [23] and Rand-Index (RI) [22].

---

4http://www.sananalytics.com/lab/twitter-sentiment/

---

### A. Results of GLIC

**1) Results of Grouping Like-Minded Users**: As we said in the section III-A1, we test two different methods of data normalization. Let “GLIC-Norm 1” (respectively “GLIC-Norm 2”) designates the GLIC algorithm when applying the equation (1) (respectively equation (2)), and “GLIC-WN” designates our algorithm without normalizing data. Tables I and II show the achieved clustering accuracy.

The textual data in social networks are characterized by

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
<th>RI</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>0.51</td>
<td>0.37</td>
<td>0.42</td>
<td>0.45</td>
</tr>
<tr>
<td>LDA</td>
<td>0.51</td>
<td>0.51</td>
<td>0.51</td>
<td>0.68</td>
</tr>
<tr>
<td>SMSC</td>
<td>0.85</td>
<td>0.75</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>GLIC-WN</td>
<td>0.67</td>
<td>0.45</td>
<td>0.54</td>
<td>0.56</td>
</tr>
<tr>
<td>GLIC-Norm 1</td>
<td>0.91</td>
<td>0.9</td>
<td>0.91</td>
<td>0.9</td>
</tr>
<tr>
<td>GLIC-Norm 2</td>
<td>0.91</td>
<td>0.9</td>
<td>0.91</td>
<td>0.9</td>
</tr>
</tbody>
</table>

**2) TREC 2011 Microblog Track**: in TREC 2011, a new task called Microblog Track is introduced to provide a benchmark for research in twitter [17]. This collection contains a sample of tweets over a period of about two weeks spanning from January 24th, 2011 to February 8th, 2011. The TREC 2011 Microblog Track collection is used to evaluate the participating real-time Twitter search systems over 50 official topics. For the evaluation, we extract the tweets written in English posted on January 24th. Then, by using hashtags, we extract the tweets concerning seven different topics.

### RESULTS OF GROUPING LIKE-MINDED USERS IN THE TREC 2011 CORPUS USING THE FIRST METHOD

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
<th>RI</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>0.81</td>
<td>0.48</td>
<td>0.6</td>
<td>0.68</td>
</tr>
<tr>
<td>LDA</td>
<td>0.52</td>
<td>0.57</td>
<td>0.54</td>
<td>0.79</td>
</tr>
<tr>
<td>SMSC</td>
<td>0.86</td>
<td>0.83</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>GLIC-WN</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>GLIC-Norm 1</td>
<td>0.9</td>
<td>0.85</td>
<td>0.87</td>
<td>0.9</td>
</tr>
<tr>
<td>GLIC-Norm 2</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>

**sparseness.** This sparseness is due to the variety of lexical fields used in social networks and to the limitation of publication length (140 characters in Twitter). Thus, the occurrence matrix built in III-A1 is dominated by zeros. This characteristic presents one of the major challenges in social network analysis.

According to the obtained results, we remark that K-Means and LDA deliver low performances on both corpuses, compared to SMSC and GLIC-Norm 2. Those performances highlight the limits of K-Means and LDA toward the data sparseness.

The SMSC algorithm displays a high performance (F-measure equal to 0.8 in the Sander corpus and 0.85 in TREC 2011 corpus), which prove the effectiveness of this method. But the higher performances are obtained with GLIC-Norm 2 (over 0.9 for all metrics in both corpuses). The high obtained accuracies are due to the use of PCA to extract the interest centers. In fact, PCA allow extracting the axes where data are concentrated. Projecting the original data in the interest centers space reduces the data noise and the sparseness effect.

Considering the variance between the results of GLIC-WN and GLIC-Norm 1 in both corpuses, we notice that the GLIC algorithm is not stable without normalization. However, our algorithm is stable and gives a better
Table III
RESULTS OF CLASSIFICATION USING THE SVM CLASSIFIER

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sander</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>TREC 2011</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
</tr>
</tbody>
</table>

performances with normalization, especially using the equation (2).

2) Users Distribution by Clusters: Given that our goal is to group users sharing the same interests, the optimal result is homogeneous groups where each one contains tweets evoking one single interest center. In this part, we evaluate the homogeneity of the obtained groups. Figure 2 shows the users distributions. The sub-figures (a), (b), (c) and (d) are the users distributions obtained respectively by K-Means, LDA, SMSC and GLIC.

We assign a color to each subject in the Sander’s corpus. The optimal distribution is the one which is single color, which implies one interest center by group.

In the sub-figure (a) corresponding to the users distribution obtained by K-Means, almost all users are grouped in the fourth cluster, while those users have different interest centers, and cannot be grouped as like-minded. Considering the sub-figure (b), the clusters given by LDA are heterogeneous. Each cluster contains users talking about four different subjects. Also, we cannot affirm the dominating subject of each cluster. With the SMSC algorithm (sub-figure (c)), we obtain three homogeneous clusters (clusters 1, 2 and 4). But the cluster 3 contains considerable proportions of the four subjects of the Sander corpus. Only GLIC (sub-figure (d)) provides four homogenous clusters which prove its effectiveness compared to the baseline algorithms.

3) Results of Classification of New Users: In order to evaluate the performances of the SVM classifier, we divide each corpus into two parts. The first part presents 70% of the entire corpus. We use this part to learn the SVM classifier. The second part (30% of the entire corpus) is used for the test. Table III shows the performances of the SVM classifier. We notice the high values of recall, precision and F-measure. All values exceed 0.93. Those high results prove that our algorithm succeed to affect users to the right classes.

B. Results of GLUCA

In this paragraph we evaluate the GLUCA method performances. We divide the results analysis into quantitative analysis and qualitative analysis.

1) Quantitative Analysis: Tables IV and V show the user grouping results obtained with the GLUCA method. We note that the majority of the values of recall, precision and F-measure exceeds 0.9. These values prove that GLUCA is able to assign the majority of users to the right group. High RI values show that our approach is able to group users sharing the same interests into communities. We can also notice that the obtained results with GLUCA are better than those obtained with the baseline algorithm, and GLIC method. This improvement compared to GLIC can be explained by the fact that we retrieve directly the axes where the correlation between users is maximal, which implies retrieving groups of like-minded users. Also, the K-Means algorithm used for clustering in the GLIC method influence the classification results.

2) Qualitative Analysis: To assess the quality of users found by the second method groups, we draw a graph showing the distribution of users by groups. Figure 3 shows the distribution of users in the corpus Sander obtained with the second method. We note a large homogeneity (example: the majority of users classified at the cluster 1 are talking about Google).

VI. CONCLUSION

In this paper, we presented two algorithms for grouping like-minded people. The main idea of the proposed algorithms is to use PCA to retrieve user communities based on their textual posts. The first algorithm GLIC consists in retrieving latent interest centers from users’ posts, and group users according to the retrieved centers. After grouping like-minded users, we use an SVM classifier to classify new users into the created communities. The principle of the second
method GLUCA is to retrieve the user concentration axes instead of words concentration axes used in GLIC. Then, we group users which are closer to the same axis into the same group. Finally, we classify new users into communities using an SVM classifier.

To evaluate the proposed algorithms performances, we use two tweets corpus, and we compare the clustering results with three baseline methods, namely: K-Means, LDA and SMSC. The obtained results prove the effectiveness and the high quality of users’ communities generated by our algorithms. Also, the proposed algorithms succeed to classify new users into the appropriate groups.

As we start by clustering tweets instead of users, and then we replace each tweet by its editor, one user can be assigned to more than one group. And so, we take into account the case of overlaps between communities.

Amongst the prospects which can be considered is to add link information between users. We can also enhance a semantic layer by integrating an ontology or Folksonomies. Finally, we plan to group like-minded users using different languages.
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