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Abstract—Task-Space Inverse Dynamics (TSID) is a well-
known optimization-based technique for the control of highly-
redundant mechanical systems, such as humanoid robots. One
of its main flaws is that it does not take into account any of
the uncertainties affecting these systems: poor torque tracking,
sensor noises, delays and model uncertainties. As a consequence,
the resulting control trajectories may be feasible for the ideal
system, but not for the real one. We propose to improve the
robustness of TSID by modeling uncertainties in the joint torques
as additive white random noise (similarly to LQG). This results in
a stochastic optimization problem, in which we can maximize the
probability to satisfy the inequality constraints (i.e. to be feasible).
Since computing this probability is computationally expensive,
we propose three ways to approximate it that are much faster to
compute and that we can then use for online control (resolution
time below 1 ms). Simulation results show that taking robustness
into account greatly increases the chances to have feasible control
trajectories (even when the uncertainties affecting the system are
not the one modeled in the controller).

I. INTRODUCTION

Task-space inverse dynamics (TSID) has become an in-
creasingly popular way to control humanoid and quadruped
robots [1, 2, 3, 4, 5]. This technique offers a number of
attractive features: it is theoretically sound [6], it works well
in simulation [7, 8], and it is fast enough to be applied for
online control. However, as usual, the gap between simulation
and real world is large and can be explained through countless
unmodeled uncertainties affecting these systems, such as poor
torque control, model uncertainties, sensor noises and delays.
This results in control trajectories that are feasible for the ideal
system, but not for the real one.

To improve the robustness of the control trajectories, we
propose to account for additive random noise on the joint
torques. First, Section II introduces the problem arising from
solving an optimization problem without accounting for un-
certainties. Then Section II-A focuses on the case in which
the problem variable is affected by additive random noise.
Unfortunately, the resulting stochastic optimization problem1

is too computationally expensive to be used for online control.
In Sections II-B and II-C, we discuss three different ways to
approximate a general stochastic optimization problem with
linear inequality constraints. Section III shows how these
ideas relate to the specific TSID control problem. We then

1In a stochastic optimization problem some of the variables are random
and follow a known probability distribution
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Fig. 1: 2D example of an inequality-constrained least-square
problem, such as (1), solved by an active-set method.

discuss how to use the three presented approximations to get
different formulations of robust TSID (Sections IV and V).
Finally, in Section VII we validate the proposed methods on
a simulated HRP-2 humanoid robot. We show that taking
robustness into account greatly increases the chances to have
feasible trajectories for a system subject to uncertainties (even
when these uncertainties are not the one modeled in the con-
troller). Moreover, we verify that we can solve the proposed
optimization problems in less than 1 ms on a standard CPU,
so that these formulations are suitable for online control.

II. FROM DETERMINISTIC TO STOCHASTIC OPTIMIZATION

Let us consider a general constrained least-square optimiza-
tion problem of the form:

minimize
x

||Ax− a||2

subject to Bx+ b ≥ 0
(1)

In the next section we will see how this relates to the problem
of controlling a robot with TSID. In robotics typically (1) has
infinite solutions (because A is a fat matrix) so the determined
solution depends on the technique we use to solve it. The
most common approach to solve problem (1) in robotics is
through active-set methods [9], mainly because they are easy
to warm-start 2 (contrary to interior-point methods). Take
for instance the 2D example depicted in Fig. 1. The active-
set algorithm first computes a solution of the unconstrained
problem (i.e. red dot). Since this solution violates an inequality

2Warm-starting the resolution of an optimization problem consists in
exploiting the solution of a similar problem (which was already computed)
to speed-up the computation.



constraint, it adds this constraint to the so-called active set,
which is the set of constraints that are satisfied as equalities
at the optimum. The new solution is represented by the
blue dot. Clearly this solution has little robustness because
infinitely-small changes in x,B or b could lead to violations
of the active inequality constraint. Because of their working
principle, active-set algorithms tend to find the worst solutions
in terms of robustness. Intuition suggests that we could instead
choose a solution that has a higher chance to satisfy the
inequalities by moving towards the internal part of the feasible
solution space.

A. Introducing Random Variables

Our idea is to model uncertainties as Gaussian noise
e ∼ N (0,Σ) (with a diagonal covariance matrix3

Σ = diag(
[
σ2
1 . . . σ2

n

]
)) affecting the problem’s variable x:

minimize
x

||A(x+ e)− a||2

subject to B(x+ e) + b ≥ 0
(2)

Since e is a random variable, both cost and constraints are now
random variables, so (2) does not make sense. Rather than
minimizing the cost function we can minimize its expected
value, but since e has zero mean, this actually does not change
the problem:

IE||A(x+ e)− a||2 = ||Ax− a||2

The inequalities are less trivial and consequently less fre-
quently considered. A classic approach is to replace them with
their probability to be satisfied [10]:

p(x) = P(B(x+ e) + b ≥ 0) (3)

Rather than directly using p(.) in our optimization problem,
we define another function, R(.), which is easier to optimize
than p(.) 4. Once we have defined R(.), we can use it in three
different ways.

1) Priority to cost: We can maximize robustness in the null
space of the cost:

minimize
x∈S

R(x)

S = {x|Ax = Ax∗},
(4)

where x∗ is a solution of the non-robust problem (1). This ap-
proach does not affect the cost, it only exploits its redundancy
to maximize the robustness of the inequality constraints. This
means that the solution may have little robustness if that is
necessary to get a small cost.

3All results can be generalized to any probability distribution, with arbitrary
mean and nondiagonal covariance matrices, as long as we can compute its
probability density function (pdf) and cumulative density function (cdf).

4For instance, rather than maximizing a probability we maximize its
logarithm because it is a concave function.

2) Priority to robustness: We can minimize the cost subject
to the constraint of ensuring a minimum robustness Rmin:

minimize
x

||Ax− a||2

subject to R(x) ≤ Rmin
(5)

Then of course we could still maximize robustness in the
null space of this minimization. To select Rmin so that the
constraint is feasible we might first minimize R(x) to find its
minimum value.

3) Trade off cost and robustness:

minimize
x

||Ax− a||2 + wR(x)

subject to Bx+ b ≥ 0,
(6)

where w ∈ R weighs the importance of robustness with
respect to cost. Here, we kept the deterministic inequalities
to prevent the solution from violating them in favor of mini-
mizing the cost (which may happen if w is not large enough).

Regardless of which of these three formulations we use,
we need to evaluate the cumulative density function (cdf) of
the multivariate random variable eB = Be, that is P(eB >
−b−Bx). In general there is no analytical expression to com-
pute this cdf, so we must resort to computationally-expensive
numerical techniques [11]. This makes the resolution too slow
for applications in control. Aside from introducing robustness
in TSID, the main contribution of this paper is to propose three
approximations of (3) that are much faster to compute and that
provide satisfying precision and robustness in practice.

B. Approximation 1 — Individual Constraints pind

The first way to simplify (3) is by considering the proba-
bilities of the single inequalities rather than the probability of
all of them:

pind(x) =

m∏
i=1

P(Bi(x+ e) + bi ≥ 0), (7)

where Bi is the i-th row of B. When e is Gaussian, this is
equivalent to neglecting the off-diagonal terms of the covari-
ance matrix of eB . This approximation fastens to resolution
of (3) because we only need m univariate cdfs — rather than
one multivariate cdf. To get an intuition of why pind(x) is
a good approximation of p(x) let us look at a simple 2D
example. Fig. 2a depicts the probability p(x) to satisfy a set
of 5 linear stochastic inequalities, with e having a standard
deviation σ1 = σ2 = 1.44. Fig. 2b shows the approximated
probability pind(x) obtained with (7), while Fig. 2d shows the
probability of a single inequality. The overall shapes of the
approximated and the real probability are quite similar and it
is hard to spot the differences. To highlight the errors Fig. 2c
shows the difference between p(x) and pind(x). The errors are
concentrated at the intersections of the inequalities: when the
angle between the inequalities is < 90◦ the error is negative,
when the angle is > 90◦ the error is positive, whereas when
the angle is exactly 90◦ the error is void.



−5 0 5 10

−5

0

5

10

0

20

40

60

80

100

(a) Joint inequalities probability
p(x) = P(B(x+ e) + b > 0).
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(b) Individual inequalities probabil-
ity pind(x).
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(c) Difference between Fig. 2a and
2b: p(x)− pind(x); mean error
1.8%.
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(d) Probability of a single inequality
constraint P(B0(x+ e) + b0 ≥ 0).

Fig. 2: 2D example comparing p(x), namely the probability
of satisfying a set of affine stochastic inequalities, with its
approximation pind(x) (7).

C. Approximation 2/3 — Largest-Enclosed Hyper-Rectangle
prect/pbox

In the first approximation we exploited the fact that it is easy
to compute the probability of a single inequality. Another case
in which we can easily compute the probability is when all
the inequalities are simple bounds (i.e. they define a hyper-
rectangle aligned with the main axes). In this case, the joint
probability is the product of n probabilities of univariate
random variables (no more coupling). Our idea is then to
approximate the real polyhedra with a hyper-rectangle U(s)
(where s is a parametrization of the hyper-rectangle) that is
enclosed in it:

p(x) ≈ P((x+ e) ∈ U(s)) (8)

Of course for any U(s) enclosed in the feasible set, the
probability to be in U(s) is lower than the probability to be in
the feasible set p(x). It follows that, among all the enclosed
hyper-rectangles, the one resulting in the best approximation
of p(x) is the one that maximizes P((x+ e) ∈ U(s)):

prect(x) = maximize
s

P((x+ e) ∈ U(s))

subject to Bz + b ≥ 0 ∀z ∈ U(s),
(9)

where the (infinite) constraints ensure that U(s) is enclosed in
the feasible set. Fig. 3 shows the hyper-rectangle maximizing
the probability for different parametrizations s. In Fig. 3a U(s)
is a general hyper-rectangle and hence, we need 2n values
to represent it. In Fig. 3b U(s) is a hyper-cube so we can
represent it with only 1 scalar value (in this case we refer to
the probability approximation as pbox). Clearly these different
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(a) Hyper-rectangle approximation.
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(b) Cube approximation.
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(c) Hyper-rectangle probability
prect.
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(d) Cube probability pbox.
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(e) Hyper-rectangle probability er-
ror: p(x)− prect(x); mean error
4.7%.
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(f) Cube probability error:
p(x)− pbox(x); mean error
12.4%.

Fig. 3: 2D example comparing p(x) with its approximations
prect(x) and pbox(x) (9).

parametrizations trade off the quality of the approximation for
its simplicity. Fig. 3c and 3d show the value of prect and
pbox over the solution space, whereas Fig. 3e and 3f show the
approximation errors (p(x)− prect(x)) and (p(x)− pbox(x)).
While these approximations may seem much coarser than
the first one, in Section VII we will show empirically that
they perform well in practice. Moreover, in Section V we
will prove that the single-variable parametrization results in
a linear optimization problem, which is easier to solve then
the nonlinear problem resulting from our first approximation.

III. ROBUST TASK-SPACE INVERSE DYNAMICS

Various formulations of the TSID optimization problem
exist and are often equivalent [6]. We use here the for-
mulation of [12], written as an optimization problem of
y> =

[
v̇> f> τ>

]
:

minimize
y

||Ay − a||2

subject to By + b ≥ 0[
Jc 0 0
M −J>c −S>

]v̇f
τ

 =

[
−J̇cv
−h

]
,

(10)



where v̇ are the base and joint accelerations, f are the contact
forces, τ are the joint torques, Jc is the constraint Jacobian,
M is the mass matrix, h contains the bias forces and S is the
selection matrix. The inequality constraints (defined by B and
b) contain the torque limits, the (linearized) friction cones, the
ZMP bounds and the joint acceleration limits. The bounds of
the joint positions and velocities are typically converted into
joint acceleration bounds [13]. The cost function represents
the error of the task, which is typically an affine function of
v̇ (i.e. a task-space acceleration):

Ay − a =
[
J 0 0

]︸ ︷︷ ︸
A

y − (ẍdes − J̇v)︸ ︷︷ ︸
a

= ẍ− ẍdes

The task may be to track a predefined trajectory of the center
of mass of the robot, of a link, or to regulate its angular
momentum.

This problem is rather similar to the one we considered in
the previous section, apart from the fact that it has equality
constraints. The uncertainty e ∈ Rn in the joint torques
prevents us from selecting a value of y that satisfies the
equality constraints. For this reason, we need to reformulate
(10) with respect to τ alone by expressing v̇ and f as functions
of τ 5:v̇f
τ

 =

M−1N>c S>ΛcJcM
−1S>

I


︸ ︷︷ ︸

C

τ +

−M−1(N>c h+ J>c ΛcJ̇cv)

Λc(JcM
−1h− J̇cv)
0


︸ ︷︷ ︸

c

,

where Λc = (JcM
−1Jc)

−1 and Nc = I−M−1J>c ΛcJc. Then
the problem takes on the following form:

minimize
τ

||Dτ − d||2

subject to Gτ + g ≥ 0,
(11)

where D = AC, d = a − Ac, G = BC, g = Bc + b.
Introducing stochasticity we measure the robustness of a
solution of (11) by some approximations of:

p(τ) = P(G(τ + e) + g ≥ 0)

Among the three discussed options to introduce robustness in
the optimization (i.e. (4), (5) and (6)) we decided to look for
a trade-off between performances and robustness, which is:

minimize
τ

||Dτ − d||2 + wR(τ)

subject to Gτ + g ≥ 0,
(12)

where w ∈ R weighs the importance of robustness with
respect to performances.

IV. APPROXIMATION 1 — INDIVIDUAL CONSTRAINTS pind

Our first idea to approximate p(x) is to consider the
constraints individually:

p(τ) ≈ pind(τ) =

m∏
i=1

P(Gi(τ + e) + gi ≥ 0)

5In this paper we assume that Jc is full row rank, but these results can be
extended to the case of Jc being rank deficient [14].

While most distributions have an analytical expression to com-
pute the cdf in the univariate case, the Gaussian distribution
does not. However, expressions exist to approximate it with
high accuracy and low computational cost [15] (e.g. polynomi-
als). To compute pind we need to evaluate P(Gi(τ +e)+gi ≥
0). Since e is Gaussian, we have eGi

= Gie ∼ N (0, σGi
),

where σGi
= σ2

iGiG
>
i . Hence:

P(Gi(τ + e) + gi ≥ 0) = P(eGi ≥ −Giτ − gi) =

= P(eGi ≤ Giτ + gi) = FGi(Giτ + gi),

where FGi(.) is the cdf of eGi . We then define the robustness
function as:

Rind(τ) = − log pind(τ) = −
m∑
i=1

logFGi
(Giτ + gi)

This function is convex and twice differentiable, so we can
easily minimize it using any variant of Newton’s method [16]
(see the Appendix for the expressions of the gradient and the
Hessian of Rind). The final robust TSID problem is then a
convex optimization:

minimize
τ

||Dτ − d||2 − w
m∑
i=1

logFGi
(Giτ + gi)

subject to Gτ + g ≥ 0

(13)

V. APPROXIMATION 2 — LARGEST-ENCLOSED
HYPER-RECTANGLE prect/pbox

Our second idea is to approximate the polytope defined by
the inequalities with a hyper-rectangle. We can compute this
approximation by solving this optimization problem:

prect(τ) = maximize
s

P(e ∈ U(s))

subject to G(τ + z) + g ≥ 0, ∀z ∈ U(s)
(14)

First we will define U(s) for a general hyper-rectangle, and
then we will show how things simplify for the hyper-cube.
When U is a general hyper-rectangle (aligned with the main
axes) and consequently s ∈ R2n, we define U(s) as:

U(s) = {z ∈ Rn : si+n ≤ zi ≤ si i = 1 . . . n}
According to this definition, the first n values of s are the
upper bounds, while the second n values are the lower bounds
of the hyper-rectangle. The fact that U(s) is aligned with the
main axes and that Σ is diagonal results in this simplification:

P(e ∈ U(s)) =

m∏
i=1

P(si+n ≤ ei ≤ si) =

=

m∑
i=1

(Fi(si)− Fi(si+n)),

where Fi is the cdf of ei. Despite this simple way of computing
the probability of the inequalities, using prect(x) in place of
p(x) may seem rather complex. First, we need to optimize a
function (prect) that is itself the solution of an optimization
problem and second, (14) cannot be solved in this form since
it has an infinite number of constraints. Despite appearances,



this is not more complex to solve than our first approximation;
on the contrary, for a particular choice of the parametrization
of U , this boils down to a simple linear program. Let us now
show how we can achieve this.

A. Reduction of the Infinite Number of Constraints

We can represent the infinite constraints of (14) as a finite
number of constraints:

li(s) ≥ 0 i = 1 . . .m,

where li is the solution of an optimization problem:

li(s) = minimize
z

Gi(τ + z) + gi

subject to si+n ≤ zi ≤ si i = 1 . . . n

In layman’s terms, we are saying that if (and only if) an
inequality is satisfied for the minimum value of its LHS (over
all of the possible uncertainties), then it is satisfied for all of
the possible uncertainties. Thanks to the simple shape of U
that we selected, this is a Linear Program with solution:

li(s) = Giτ +Gnpi s+ gi,

where Gnpi =
[
Gn>i Gp>i

]
, Gpi ∈ Rn contains only the

positive elements of Gi and zero elsewhere, while Gni ∈ Rn
contains only its negative elements. The rationale behind this
(apparently magic) simplification is that we do not check that
an inequality is satisfied for all the values inside the hyper-
rectangle: we only verify that it is satisfied for its worst corner.
The worst corner is the one that will eventually collide with
the hyper-plane defined by the inequality if you enlarge the
hyper-rectangle. By selecting the negative elements of Gi for
the product with the upper bounds of U and the positive
elements of Gi for the product with the lower bounds of U , we
are selecting the worst corner. This allows us to reformulate
(14) as a convex optimization problem with linear constraints
whose solution will be our robustness measure:

Rrect(τ) = minimize
s

−
m∑
i=1

log(Fi(si)− Fi(si+n))

subject to Gτ +Gnps+ g ≥ 0

si > si+n i = 1 . . . n,

(15)

where we constrained each upper bound of U(s) to be greater
than the lower bound to be able to evaluate the logarithm6.

B. Robust TSID

Now that we got rid of the infinite number of constraints,
we need to understand how we can minimize prect(τ) with
respect to τ , prect(τ) being the solution of an optimization
problem. The answer is surprisingly simple: we perform both

6In practice we set si ≥ si+n + ε, where ε is a small positive constant,
e.g. 10−6.

optimizations at the same time, which gives us:

minimize
τ,s

1

2
||Dτ − d||2 − w

m∑
i=1

log(Fi(si)− Fi(si+n))

subject to Gτ +Gnps+ g ≥ 0

si > si+n i = 1 . . . n
(16)

This means that we look at the same time for the solution
of the original problem τ and for the “best” enclosed hyper-
rectangle. This is again a convex optimization problem with
linear constraints. To solve it with a Newton’s method, we
need the gradient and the Hessian of the cost function c(τ, s),
which we can compute in a few microseconds thanks to their
analytical expressions (see Appendix).

C. Single-Parameter Hyper-Rectangle pbox
If we parametrize U(s) with a single variable s ∈ R

we can then get a remarkable simplification in the resulting
optimization problem. Let us define U(s) as:

U(s) = {z ∈ Rn : −kis ≤ zi ≤ kis i = 1 . . . n},
where k ∈ Rn encodes the fixed ratio between the n sides of
the hyper-rectangle. Contrary to s, k is fixed and given by the
user, so it is not a variable of the optimization. In our tests we
have always set k> =

[
σ1 . . . σn

]
. The robustness measure

then becomes the solution of this linear program:

Rbox(τ) = minimize
s

− s
subject to Gτ − |G|ks+ g ≥ 0,

where |G| is a matrix containing all the absolute values of the
elements of G. This simplification is possible thanks to the
fact that maximizing the probability over the hyper-rectangle
is equivalent to maximizing its volume, which is in turn
equivalent to maximizing s. The robust TSID optimization
problem is then a simple Quadratic Program:

minimize
τ,s

||Dτ − d||2 − ws

subject to Gτ − |G|ks+ g ≥ 0
(17)

To solve this problem we can use a standard QP solver, as is
usually the case for the classic TSID.

VI. RELATED WORKS

Considering the robustness of the control scheme is a
well-identified problem, but it remains largely unanswered.
The classic approach is to consider additive noise disturbing
the objective function. When the noise is Gaussian and the
objective is quadratic, we can solve the problem with the
linear-quadratic-Gaussian regulator (LQG), which has been
exploited for animating complex robots [17, 18, 19]. However,
considering uncertainties only in the objective cannot ensure
any margin [20] and is therefore of limited interest when the
system is constrained by strict limitations. Modeling noise in
the inequality constraints leads to resolution times that are
too long for robot control. The attempts to address this issue,
mostly in trajectory optimization, have led to results of limited



practical interest. In [21, 22], the robustness is expressed by
considering the stability of the resulting trajectories inside a
locomotion cycle. In [23], several variations of the uncertain
parameters are simultaneously considered, resulting in a tra-
jectory that is valid for any of the variations. Despite their
clear interest, none of these approaches could nowadays be
used for online control.

TSID is strongly influenced by parameters that are diffi-
cult to identify (e.g. body inertias, joint frictions). Adaptive
control [24] and time-delay estimation [25] try to correct
online the estimation of the major dynamic effects, while other
schemes do not make use of the dynamic model of the robot,
and therefore are robust to misestimations [26]. However, these
schemes cannot consider strict constraints: in other words, they
cannot provide any margin or guarantee on the quality of the
control.

In most practical cases, the objective assigned to the robot
leaves redundancy in the choice of the decision variables. We
suggested to use this redundancy to select the most robust
solution. Originally, TSID [27] selects the motion variables
answering to the principle of least action, i.e. the closest
to the free fall [28], which neither stabilize the system nor
avoid violation of the constraints. A common heuristic is
to impose a secondary objective to keep the robot posture
close to a reference one [29]. Even if this heuristic is rarely
commented, it tends to keep the movement away from the
boundaries (typically, joint limits) and therefore it increases
robustness. Few works yet exist on handling the force redun-
dancy, which only sometimes exists (e.g. in humanoid double-
support stances, infinitely-many torques produces the same
joint accelerations [30]). Once more, a heuristic exists that
tends to produce robust contact forces [31].

VII. SIMULATIONS

In this section, we present a series of simulation results that
try to answer to the following questions:
• What improvement can we get in terms of probability to

satisfy the inequalities by using robust TSID?
• Which of the proposed formulations performs better?
• Can we solve these optimization problems in under 1 ms?
• Is it worth to use robust TSID even in case of unmodeled

uncertainties, such as errors in the inertial parameters?
All tests concern the control of the 30-degree-of-freedom hu-
manoid robot HRP-2, which is always standing on its two feet
in plane rigid contact with the environment. Table I lists all the
simulation parameters. If not stated otherwise, the inequality
constraints are: 22 constraints for the contact forces at the
two feet (friction cones, centers of pressure, minimum normal
force), 60 constraints for the torque limits (upper and lower
bounds), and 60 constraints for the joint acceleration limits
(these include also the joint position and velocity bounds).
For the simulations we integrated the equations of motion of
the system with a first-order Euler scheme with fixed time
step dt. We assumed that the joint torques were affected by
Gaussian noise with standard deviation σ proportional to the
relative maximum torque τmax.

TABLE I: Simulation parameters.

Symbol Meaning Value
dt Simulation time step 0.005 s
v̇max
j Max joint acceleration 100 rad s−2

vmax
j Max joint velocity 0.5 rad s−1

µ Force friction coefficient 0.3
µm Moment friction coefficient 0.1
fmin Minimum normal force 1 N
σ Torque standard deviation 0.003 τmax

w Robustness weight 10−5 (Test 1,2) / 1 (others)
wpost Posture weight 10−3

wforce Force regularization weight
[
1 1 10−3 2 2 2

]
Kpost

p Posture proportional gain diag(
[
1 . . . 1

]
)

Kpost
d Posture derivative gain diag(

[
1 . . . 1

]
)

Kcom
p CoM proportional gain diag(

[
100 100 100

]
)

Kcom
d CoM derivative gain diag(

[
20 20 20

]
)

εaccuracy Nonlinear solver accuracy 10−6

tmax Max computation time 0.8 ms

Fig. 4: Test 1. Probability of the inequalities of the TSID con-
trol problem computed by the three approximations proposed
in this paper.

A. Test 1 — Comparing Probability Approximations

This test aims to compare the different approximations of
the probability to satisfy a set of linear inequalities subject
to additive noise on the decision variables. We performed
this comparison on the TSID inequality constraints, since we
are actually interested in how the proposed approximations
perform on this particular problem. We generated a state
trajectory (i.e. q, v) by controlling the motion of the CoM
of the robot with classic TSID (11). For each state, we
computed the probability p(τ) of the joint torques to satisfy the
inequality constraints. We purposely asked for a demanding
motion of the CoM (20 cm in 1.6 seconds), which caused
several constraints to be saturated, so that p(τ) covered the
whole range 0−100 (see Fig. 4). We then compared p(τ) with
the three approximations pind, prect and pbox. While pind is
always quite close to p, prect and pbox are often far below p.
The average error |p − p...| is 2.6 for pind, 60 for prect and
68 for pbox. However, as we will see in the next tests, even
maximizing an inaccurate approximation of p can lead to great
improvements in robustness.

B. Test 2 — Comparing Robustness

The goal of this second test is to compare different TSID
formulations in terms of robustness of the inequality con-
straints. To do so, we used the same state trajectory generated



TABLE II: Results of Test 2. For each formulation we report
the average values over 700 tests.

Formulation Classic
TSID
wf = 0

Classic
TSID
wf > 0

Robust
TSID
pind

Robust
TSID
pbox

Robust
TSID
prect

Probability p(τ) 25.1 27.4 75.7 66.5 72.3
Force prob. 28.2 31.0 86.0 72.2 81.1
Joint-accelerat. prob. 85.2 85.2 85.2 85.3 85.9
Joint-torque prob. 100 100 100 100 100
Active inequalities 3.37 2.83 0.6 0.95 0.01
Iterations 1.06 1.05 2.06 1.11 3.96
Comput. time [ms] 0.23 0.19 0.31 0.2 5.62

Fig. 5: Test 2. Probability of feasibility p(τ) over time of the
control determined by different TSID formulations.

for Test 1. For each state we solved the associated control
problems using five TSID formulations and we measured p(τ).
The main task was to follow a minimum-jerk reference 3D
trajectory with the CoM while maintaining as close as possible
to the initial joint posture7. For the robust formulations, the
secondary task was to optimize robustness, i.e. to minimize
R(τ). We summed the two cost functions together using a
weight w for the robustness task. For the classic TSID formu-
lation we also added the force-regularization task proposed in
[33] (which aims to minimize tangential forces and moments).
Finally the task was: Jcom 0 0

wpostS 0 0
0 wfAforce 0

v̇f
τ

 =

ẍdescom − J̇comv
wpostq̈

des
j

0

 ,
where:

Aforce = diag(
[
wforce wforce

]
)

ẍdescom = ẍrefcom +Kcom
p (xrefcom − xcom) +Kcom

d (ẋrefcom − ẋcom)

q̈desj = Kpost
p (qrefj − qj)−Kpost

d q̇j

These are the five formulations that we tested:
• Classic TSID with wf = 0 (11)
• Classic TSID with wf = 10−4 (11)
• Robust TSID with pind approximation (13)
• Robust TSID with prect approximation (16)
• Robust TSID with pbox approximation (17)

7The postural task is necessary to maintain stability [32].

TABLE III: Results of Test 3. We report the average values
for each tested TSID formulation.

Formulation Classic
TSID
wf > 0

Robust
TSID
pind

Robust
TSID
pbox

Probability p(τ) 26.04 99.23 82.96
Force probability 65.29 99.99 90.97
Joint-acceleration probability 67.88 99.25 83.68
Joint-torque probability 100 100 100
Capture-point probability 59.06 99.98 96.11
Active inequalities 1.83 0 0.76
Mean comput. time [ms] 0.18 0.33 0.24
Max comput. time [ms] 1.8 1.06 1.94
Mean comput. time (no warm start) [ms] 10.06 9.36 11.55
Max comput. time (no warm start) [ms] 22.7 23.89 40.57

(a) 0 s (b) 1 s (c) 2 s (d) 7 s

Fig. 6: Test 3. Snapshots of a reaching task.

Table II and Fig. 5 report the results. In terms of probabil-
ity to satisfy the inequalities the three robust formulations
greatly outperform the two classic formulations. The force
regularization (i.e. wf > 0) slightly improves the overall
probability. Among the robust formulations, the optimization
of pbox leads to a probability slightly lower than the others,
which we expected because of its simplicity. Robust and
classic formulations differ the most in the probability of the
force inequalities. All the formulations lead to small errors for
the CoM task (< 10−3). Interestingly, the prect formulation
took on average more iterations and computation time (about
×20) than the pind formulation, while achieving similar results
8.

C. Test 3 — Comparing Computation Time and Overall Be-
havior

The previous test focused on comparing the robustness of
the solutions found by different TSID formulations for the
same robot state. Now we focus instead on the robustness of
the whole generated trajectory and the computation time. The
main task was to reach a point far in front with the right hand
(see Fig. 6). To avoid falling we constrained the capture point
of the robot to lie inside the support polygon [34]. We ran a
simulation for each solver, in which we used its solution (i.e.
τ ) to simulate the system and get its new state.

Table III reports the average probabilities p(τ) for each test.
Fig. 7 shows that robust TSID with pind approximation leads
always to a higher probability than the others. Robust TSID
with pbox approximation leads to a higher probability than
classic TSID. The task-tracking error is kept small by all the

8We could reduce the computation time of the prect formulation by
exploiting the sparsity of its Hessian.



Fig. 7: Test 3. Probability to satisfy all the inequality con-
straints p(τ) using classic and robust TSID.

formulations, so the gains in robustness do not lead to a loss
in performances.

D. Warm-start

To speed-up the resolution we exploited the warm-start
capabilities of qpOases [35], the active-set QP solver that
we used. For the nonlinear problem we implemented a Se-
quential Quadratic Programming (SQP) algorithm [36]. We
initialized the SQP search with the last solution, which most
of the times led to convergence in one Newton’s iteration.
We used a line-search algorithm that enforces strong Wolfe
conditions [36]. The algorithm stopped as soon as the squared
newton decrement [16] was less than the desired accuracy
(∆x>newtonH∆xnewton < 2εaccuracy) or the computation time
exceeded the limit tmax. The computation time only included
the time taken by qpOases, which means that it neglects the
line search and the computation of Hessian and gradient of
the cost function. This choice was motivated by two facts.
First, the time to solve the QP typically dominates the time
taken by the other operations. Second, these operations were
implemented in Python, so their computation time is much
longer than it would be with a C++ implementation (which
will be mandatory for its application on a real robot). Table III
shows the results: thanks to the warm start we got an average
speed-up of ∼ 30×. Apart from a few outliers (maybe due to
the python interface of qpOases), the computation time was
always below tmax = 0.8 ms.

E. Test 4 — Robustness to Noise Probability Distribution

This test verifies whether we can benefit from robust TSID
when the noise probability distribution is not known exactly.
We repeated the same motion of Test 3 using different values

TABLE IV: Results of Test 4. Probability to satisfy the con-
straints p(τ) when the noise distribution used in the controller
differs from the real one σ = 0.003τmax.

Standard deviation σ
used in controller

Robust TSID
pind

Robust TSID
pbox

0.001 τmax 84.23 86.42
0.002 τmax 98.05 79.3
0.003 τmax 99.23 82.96
0.005 τmax 95.93 84.73
0.006 τmax 87.27 85.89

TABLE V: Results of Test 5. Probability to satisfy the con-
straints p(τ) when the robot model used in the controller
differs from the real one.

Robot Model Classic TSID Robust TSID pind

p(τ) Ineq. Violation p(τ) Ineq. Violation
Perfect 60.29 No 98.92 No
Corrupted 1 53.38 Yes 86.22 Yes
Corrupted 2 55.0 Yes 98.11 No
Corrupted 3 69.05 No 98.94 No
Corrupted 4 54.71 Yes 98.54 No
Corrupted 5 69.24 No 98.94 No
Corrupted 6 64.64 Yes 98.93 No
Corrupted 7 51.74 Yes 58.06 Yes
Corrupted 8 51.74 Yes 59.62 Yes
Corrupted 9 69.16 No 98.94 No
Corrupted 10 54.56 Yes 97.59 No

for the noise standard deviations in the controller. We then
computed the probability to satisfy the constraints p(τ) using
the real standard deviations. As shown in Table IV the gain
in robustness with respect to the classic TSID (which led to
p(τ) = 26.04) is large regardless of the value of σ.

F. Test 5 — Robustness to Inertial Parameters
We generated ten models of HRP-2, differing from each

other only for the link masses (each mass was multiplied by
a random number between 0.97 and 1.03). We performed the
same reaching task described in Section VII-C with classic
TSID and pind robust TSID using the corrupted models. The
results reported in Table V show that robust TSID always led
to a higher probability to satisfy the constraints and, most
importantly, it violated the deterministic constraints only 3
times, compared to 7 times for classic TSID.

VIII. CONCLUSION

This paper extended the TSID control framework to take
the robustness of the inequality constraints into account. The
inclusion of additive random white noise on the joint torques
gives rise to a stochastic optimization problem that is too hard
to solve in few ms. To overcome this issue we proposed three
ways to approximate this problem and we showed through sim-
ulations that they lead to large increases in the probability to
satisfy the inequality constraints. We also empirically showed
that the same holds true even if the uncertainties affecting the
system are not the same considered by the controller.

While this work focused on the theoretical results and
their validation, its motivations lie in the desire to control
real robots. We plan to test the presented control algorithms
on HRP-2 (on which we recently implemented torque con-
trol [37]) and empirically measure the robustness improve-
ments. We are also interested in testing robust TSID with
strict priorities, which will require the implementation of a
hierarchical nonlinear convex solver.

ACKNOWLEDGMENTS

This work was supported by Euroc FP7 Grant Agreement
608849 and Entracte ANR grant agreement 13-CORD-002-
01. The authors would like to thank Dr. René Henrion for his
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and Johannes Schlöder. Open-loop stable running. Robot-
ica, 23(1):21–33, January 2005.

[22] E. R. Westervelt, J. W. Grizzle, and C. Chevallereau.
Feedback control of dynamic bipedal robot locomotion.
2007.

[23] Igor Mordatch, Kendall Lowrey, and Emanuel Todorov.
Ensemble-CIO : Full-Body Dynamic Motion Planning
that Transfers to Physical Humanoids. In IEEE Interna-
tional Conference on Robotics and Automation (ICRA),
2015.

[24] R. Kelly and R. Carelli. On adaptive impedance control
of robot manipulators. Robotics and Automation, 1989.
Proceedings., 1989 IEEE International Conference on,
1989.

[25] M. Jin, S. H. Kang, and P. H. Chang. Robust com-
pliant motion control of robot with nonlinear friction
using time-delay estimation. Industrial Electronics, IEEE
Transactions on, 55(1), 2008.

[26] Alexander Dietrich, Christian Ott, and Alin Albu-



Schaffer. Multi-objective compliance control of redun-
dant manipulators: Hierarchy, control, and stability. In
IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS), pages 3043–3050, Tokyo, Japan,
November 2013.

[27] Oussama Khatib. A unified approach for motion and
force control of robot manipulators: The operational
space formulation. IEEE Journal on Robotics and
Automation, 3(1):43–53, February 1987.

[28] Herman Bruyninckx and Oussama Khatib. Gauss’ prin-
ciple and the dynamics of redundant and constrained
manipulators. In Robotics and Automation, 2000. Pro-
ceedings. ICRA’00. IEEE International Conference on.,
2000.

[29] Luis Sentis. Synthesis and control of whole-body be-
haviors in humanoid systems. PhD thesis, Stanford
University, 2007.

[30] Luis Sentis, Jaeheung Park, and Oussama Khatib. Com-
pliant control of multicontact and center-of-mass behav-
iors in humanoid robots. Robotics, IEEE Transactions
on, 2010.

[31] Ludovic Righetti, Jonas Buchli, Michael Mistry, and
Stefan Schaal. Inverse Dynamics With Optimal Distri-
bution of Ground Reaction Forces for Legged Robots.
In Emerging Trends in Mobile Robotics - Proceedings
of the 13th International Conference on Climbing and
Walking Robots and the Support Technologies for Mo-
bile Machines, pages 580–587, Singapore, 2010. World
Scientific Publishing Co. Pte. Ltd.

[32] Jan Peters, Michael Mistry, Firdaus E. Udwadia, Jun
Nakanishi, and Stefan Schaal. A unifying framework for
robot control with redundant DOFs. Autonomous Robots,
24(1):1–12, October 2007.

[33] Ludovic Righetti, Jonas Buchli, Michael Mistry, Mrinal
Kalakrishnan, and Stefan Schaal. Optimal distribution
of contact forces with inverse dynamics control. The
International Journal of Robotics Research, (January),
January 2013.

[34] Oscar E Ramos, Nicolas Mansard, and Philippe Soueres.
Whole-body Motion Integrating the Capture Point in the
Operational Space Inverse Dynamics Control. In IEEE-
RAS International Conference on Humanoid Robots (Hu-
manoids), 2014.

[35] H. J. Ferreau, C. Kirches, and A. Potschka. qpOASES:
A parametric active-set algorithm for quadratic program-
ming. Mathematical Programming Computation, 2013.

[36] Stephen J. Wright and Jorge Nocedal. Numerical opti-
mization. 1999.

[37] Andrea Del Prete, Nicolas Mansard, Oscar E. Ramos,
Olivier Stasse, and Francesco Nori. Implementing Torque
Control with High-Ratio Gear Boxes and without Joint-
Torque Sensors. International Journal of Humanoid
Robotics (submitted to), 2015.


	Introduction
	From Deterministic to Stochastic Optimization
	Introducing Random Variables
	Priority to cost
	Priority to robustness
	Trade off cost and robustness

	Approximation 1 — Individual Constraints pind
	Approximation 2/3 — Largest-Enclosed Hyper-Rectangle prect/pbox

	Robust Task-Space Inverse Dynamics
	Approximation 1 — Individual Constraints pind
	Approximation 2 — Largest-Enclosed Hyper-Rectangle prect/pbox
	Reduction of the Infinite Number of Constraints
	Robust TSID
	Single-Parameter Hyper-Rectangle pbox

	Related Works
	Simulations
	Test 1 — Comparing Probability Approximations
	Test 2 — Comparing Robustness
	Test 3 — Comparing Computation Time and Overall Behavior
	Warm-start
	Test 4 — Robustness to Noise Probability Distribution
	Test 5 — Robustness to Inertial Parameters

	Conclusion

