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1. Introduction

This paper undertakes the analysis of the existence and uniqueness of solutions
for a mean-field equation arising in the modeling of the macroscopic activity
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of the brain. This equation describes the large-scale dynamics of a model of
the central nervous system, taking into account the fact that it is composed
of a very large number of interconnected cells that manifest highly nonlinear
dynamics and are subject to noise. Non-linearities in the intrinsic dynamics of
individual cells are an essential element of the neural code. Indeed, nerve cells
constantly regulate their electrical potential depending on the input they re-
ceive. This regulation results from intense ionic exchanges through the cellular
membranes. The modeling of these dynamics led to the development of the cel-
ebrated Hodgkin-Huxley model [21], a very precise description of ion exchanges
through the membrane and their effects on the cell voltage. A simplification
of this model conserving the most prominent aspects of the Hodgkin-Huxley
model, the Fitzhugh-Nagumo (FhN) model [17,29], has gained the status of
canonical model of excitable cells in neuroscience. This model constitutes a very
good compromise between versatility and accuracy on the one hand, and rela-
tive mathematical simplicity on the other hand. It describes the evolution of the
membrane potential v of the cell coupled to an auxiliary variable x, called the
adaptation variable. Different neurons interact through synapses that are either
chemical or electrical. In the case of electrical synapses for instance, the evolu-
tion of the pair voltage-adaptation for a set of n neurons {(vit, xit), 1 ≤ i ≤ n}
satisfy the equations:

{

dvit =
(

vit (v
i
t − λ) (1 − vit)− xit +

∑n
j=1 Jij(v

i
t − vjt ) + It

)

dt+ σ dW i
t

dxit =
(

−axit + bvit
)

dt,

(1.1)
where the cubic nonlinearity accounts for the cell excitability, It is the input
level, a and b are positive constants representing timescale and coupling between
the two variables, and the processes {(W i

t )t≥0, 1 ≤ i ≤ n} are independent
Brownian motions accounting for the intrinsic noise at the level of each cell.
In the sequel, for sake of simplicity, we assume that σ2 = 2 and It = I0 ∈ R

constant, but it is likely that some of our analysis can be extend to It ∈ L∞(R+)
converging rapidly when t goes to infinity. The coefficients Jij represent the
effect of the interconnection of cell j onto cell i. These coefficients are positive,
and incorporate the information of the connectivity map. Under relatively weak
assumptions on the distribution of these coefficients (see Appendix A), it is
relatively classical to show that the system enjoys propagation of chaos property
and finite sets of neurons converge in law towards a process whose density solves
the McKean-Vlasov evolution PDE:

∂tf = Qε[Jf ] f := ∂x(Af) + ∂v
(

Bε(Jf )f
)

+ ∂2vvf, on (0,∞)× R
2 (1.2)

A = A(x, v) = ax− bv, Bε(Jf ) = B(x, v ; ε,Jf), (1.3)

B(x, v ; ε, j) = v (v − λ) (v − 1) + x− ε (v − j) + I0, (1.4)

Jf = J (f) =

∫

R2

v f(x, v) dvdx, (1.5)

where ε denotes the averaged value of the connectivity coefficients Jij and f =
f(t, x, v) ≥ 0 is the density function of finding neurons with adaptation and
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voltage (x, v) ∈ R2 at time t ≥ 0. The evolution equation (1.2) is complemented
by an initial condition

f(0, ·, ·) = f0(·, ·) ≥ 0 in R
2.

Since the PDE can be written in divergence form, the initial normalization of the
density is conserved. In particular, consistent with the derivation of the system,
we have:

∫

R2

f(t, x, v) dxdv =

∫

R2

f0(x, v) dxdv = 1,

when f0 is normalized. Moreover, the nonnegativity is also a classical result of
this kind of equations (for a brief discussion see Section 3), therefore we assume
in the sequel that f is a probability density.

From the mathematical viewpoint, this equation presents several interests.
First, the system is not Hamiltonian and the dynamics may present several
equilibria, therefore, methods involving a potential and its possible convexity
may not be used. Second, intrinsic noise acts as a stochastic input only into
the voltage variable (since it modifies the voltage through random fluctuations
of the current), leaving the adaptation equation unchanged and yielding to a
hypoelliptic equation. From the phenomenological viewpoint, this system is par-
ticularly rich. It shows a number of different regimes as parameters are varied,
and in particular, as a function of the connectivity level: the system goes from a
non-trivial stationary regime in which several stationary solutions may exist for
strong coupling, to periodic solutions, and eventually to a unique stationary so-
lution for weak coupling. This is illustrated in section 6, in particular, we present
some numerical results of (1.1) for a large number of interacting neurons.

In order to rigorously analyse equation (1.2), we restrict ourself to the lat-
ter regime, and we shall demonstrate the existence, uniqueness and stability of
solutions to the McKean-Vlasov equation in the limit of weak coupling. More
precisely, we shall prove existence of solution and non trivial stationary solution
to the evolution equation (1.2) without restriction on the connectivity coefficient
ε > 0, and next uniqueness of the stationary solution and its exponential NL
stability in the small excitability regime.

1.1. Historical overview of macroscopic and kinetic models in neuroscience. As
mentioned above, the problem we study lies within a long tradition of works in
the domain of the characterization of macroscopic behaviors in large neuronal
networks. First efforts to describe the macroscopic activity of large neuron en-
semble can be traced back to the work of Amari, Wilson and Cowan in the
1970s [2,3,41,42], where were introduced heuristically derived equations on the
averaged membrane potential of a population of neurons. These models made
the assumption that populations interact through a macroscopic variable, the
averaged firing rate of the population, assumed to be a sigmoidal transform of
the mean voltage. This model has been extremely successful in reproducing a
number of macroscopic behaviors in the cortex, one of the most striking being
related to pattern formation in the cortex associated to visual hallucinations [14]
(see also [7] for a recent review on the subject). The relative simplicity of the
Wilson-Cowan model and the good agreement with neurological data motivated
the study of the relationship between the dynamics of different individual cells
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activity models and the macroscopic equations that emerge from them. This has
been an important piece of work in the 1990s in the bio-physics community, using
simplified (non-excitable) models and specific assumptions on the architecture
of the network, including the assumption of sparse and balanced connectivity
(the sum of all incoming input vanishes). The sparse connectivity assumption
was used by different authors to state that the activity was uncorrelated [1,4,
9], and resulted in characterizing different neuronal states. A transition Markov
two-states model governing the firing dynamics of the neurons in the network
was recently introduced. In these models, the transition probability of the sys-
tem, written through a master equation, is then handled using different physics
techniques including van Kampen expansions or path integral methods (see for
example [10,6,13,37]).

The mathematical community also undertook the analysis of the problem
since the beginning of this decade. We can essentially distinguish two trends:
the study of neuron models that abstract the emission of an action potential,
or those considering continuous dynamics for the variables and based on the
biophysics of the cells. The former approach is particularly developed for the
integrate-and-fire neuron that describes the voltage of a cell through a linear
equation. Spikes are fired when the voltage reaches a fixed threshold, the voltage
is subsequently reset and interconnected cells evolve according to the reception
of this action potential. A kinetic framework was developed for noisy integrate-
and-fire neural networks and a remarkable application to the visual system was
developed [12]. These models were enriched by considering conductances with
different timescales [35], and fine numerical analysis of the equation were devel-
oped for the thus obtained kinetic equation [34]. In [11], the fine mathematical
analysis of the time evolution of the system was developed, and it was shown in
the case of excitatory networks that the firing rate of the solution of the kinetic
equation blows up in finite time. These models and methods were extended to a
more realistic neuron model taking into account the fact that neurons interact
through changes in the conductances. This leads to a kinetic-type model [33]
with complex nonlinear boundary conditions and a degenerate diffusion whose
solutions are investigated therein. An alternative approach was developed with
a spiking model, called the time-elapsed neuron [30,32,31], whose solution were
investigated in a number of situations and it was in particular demonstrated
that the limit equation in the presence of delays features periodic solutions. All
these models have in common that they consider a simplification of the neuronal
dynamics by separately considering input integration and spikes. This structure
lead to discontinuous dynamics and interactions between cells, that results, in
the limit equation, in the presence of a nonlinear implicit term in the bound-
ary conditions. In contrast, the Fitzhugh-Nagumo model is an approximation of
a biophysical model and does not abstract the spike emission, thus we have a
relatively complex intrinsic dynamics for each cell. Notwithstanding, electrical
synapses considered lead to a smooth interaction term. Thanks to the regular-
ity of the interactions, we do not have blow up of the solutions. However, the
non-globally Lipschitz continuous drift term introduce specific difficulties that
we address here. This allows us to show in particular stability properties of
stationary solutions in the nonlinear system.
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1.2. Organization of the paper. The paper is organized as follows: section 2 sum-
marizes our main results. Section 3 is interested with the existence, uniqueness
and a priori estimates on the solutions to the evolution equation, as well as,
the existence of stationary solutions. The next sections prove the stability of the
unique stationary solution. Our proof uses factorization of the linearized semi-
group allowing to prove linear stability, which we complete in section 5 by an
analysis of the nonlinear stability of the stationary solution. Along the way, a
number of open problems were identified beyond the small connectivity regime
treated here that we present in section 6 together with numerical simulations:
we will observe that the stationary solution splits into two stable stationary
solutions as connectivity is increased, and in an intermediate regime, periodic
solutions emerge. Two appendices complete the paper. Appendix A investigates
the microscopic system and its convergence towards the mean-field equation (1.2)
and Appendix B deals with the strict positivity of stationary solutions.

2. Summary of the main results

2.1. Functional spaces and norms. We start by introducing the functional frame-
work in which we work throughout the paper. For any exponent p ∈ [1,∞] and
any nonnegative weight function ω, we denote by Lp(ω) the Lebesgue space
Lp(R2;ω dxdv) and for k ∈ N the corresponding Sobolev spacesW k,p(R2;ω dxdv).
They are associated to the norms

‖f‖Lp(ω) = ‖fω1/p‖Lp(R2), ‖f‖p
Wk,p(ω)

= ‖f‖pLp(ω) +

k
∑

j=1

‖Dk
x,vf‖pLp(ω).

For k ≥ 1, we define the partial v-derivative space W k
v (ω) by

W k,p
v (ω) := { f ∈ W k−1,p(ω) ; Dk

vf ∈ Lp(ω) },

which are naturally associated to the norms

‖f‖p
Wk,p

v (ω)
= ‖f‖p

Wk−1,p(ω)
+ ‖Dk

vf‖pLp(ω).

A particularly important space in our analysis, denoted by H2
v (ω), is

H2
v (ω) =W 2,2

v (ω) = {f ∈ H1(ω) such that ∂2vvf ∈ L2(ω)},

together with the set of functions with finite entropy

L1 logL1 :=
{

f ∈ L1(R2) such that f ≥ 0 and H (f) <∞
}

,

where we use the classical notation H (f) :=
∫

R2 f log f . The space of probability

measures on the plane will be denoted by P(R2). Finally for κ > 0, we introduce
the exponential weight function:

m = eκ(M−1) with M := 1 + x2/2 + v2/2. (2.1)
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2.2. Main results. Using classical theory of renormalisation and some nice a
priori bounds we show later, it is not hard to see that equation (1.2) is well
posed. Indeed, defining the weak solutions as:

Definition 2.1 Let f0 be a normalized nonnegative function defined on R2 such
that J (f0) is well defined. We say that ft(x, v) := (t, x, v) 7→ f(t, x, v) is a
weak solution to (1.2) if the following conditions are fulfilled:

- f ∈ C([0,∞);L1(M1/2));
- for almost any t ≥ 0, f ≥ 0 and

∫

R2

f(t, x, v) dx dv =

∫

R2

f0(x, v) dxdv = 1;

- for any ϕ ∈ C1([0,∞);C∞
c (R2)) and any t ≥ 0 it holds

∫

R2

ϕft =

∫

R2

ϕf0 +

∫ t

0

∫

R2

[

∂tϕ+ ∂2vvϕ−A∂xϕ−Bε(J (fs))∂vϕ
]

fs. (2.2)

we can state the

Theorem 2.2. For any f0 ∈ L1(M) ∩ L1 logL1 ∩ P(R2), there exists a unique
global weak solution ft to the FhN equation (1.2), that moreover satisfies

‖ft‖L1(M) ≤ max(C0, ‖f0‖L1(M)), (2.3)

and depends continuously in L1(M1/2) to the initial datum. More precisely, if
fn,0 → f0 strongly in L1(M1/2) and H (fn,0) ≤ C then fn,t → ft strongly in

L1(M1/2) for any later time t ≥ 0.
Furthermore, the regularity of the initial condition is maintained by the equa-

tion in the following sense: if f0 ∈ L1(m) then for any nonnegative time t it
holds

‖ft‖L1(m) ≤ max(C1, ‖f0‖L1(m)), (2.4)

and there exist two norms ‖ · ‖H1 and ‖ · ‖H2
v
equivalent respectively to ‖ · ‖H1(m)

and ‖ · ‖H2
v(m), such that if f0 ∈ H1(m) then

‖ft‖H1 ≤ max(C2, ‖f0‖H1), (2.5)

and if f0 ∈ H2
v (m) then

‖ft‖H2
v
≤ max(C3, ‖f0‖H2

v
), (2.6)

where C1, C2, C3 are positive constants.

The other two main results of the present work are summarized in the following

Theorem 2.3. For any ε ≥ 0, there exists at least one stationary solution Gε

to the FhN statistical equation (1.2), that is Gε ∈ H2
v (m) ∩ P(R2) such that

0 = ∂x(AGε) + ∂v(Bε(JGε)Gε) + ∂2vvGε in R
2. (2.7)

Moreover, there exists an increasing function η : R+ → R such that η(ε) −−−→
ε→0

0

and such that any solution to (2.7) satisfies

‖G−G0‖L2(m) ≤ η(ε),

where G0 is the unique stationary solution corresponding to the case ε = 0.



On a kinetic FitzHugh-Nagumo model of neuronal network 7

Theorem 2.4. There exists ε∗ > 0 such that, in the small connectivity regime
ε ∈ (0, ε∗), the stationary solution is unique and exponentially stable. More
precisely, there exist α∗ < 0 and η∗(ε) : R+ → R, with η∗(ε) −−−→

ε→0
∞, such that

if

f0 ∈ H1(m) ∩ P(R2) and ‖f0 −G‖H1(m) ≤ η∗(ε),

then there exists C∗ = C∗(ε) > 0, such that

‖ft −G‖L2(m) ≤ C∗ eα
∗ t, ∀ t ≥ 0,

where ft is the solution to (1.2) with initial condition f0.

2.3. Other notations and definitions. We prepare to the demonstration of these
results by introducing a few notations that will be used throughout the paper.
For two given Banach spaces (E, ‖ ·‖E) and (E , ‖ ·‖E), we denote by B(E, E) the
space of bounded linear operators from E to E and we denote by ‖ · ‖B(E,E) the
associated operator norm. The set of closed unbounded linear operators from E
to E with dense domain is denoted by C (E, E). In the special case when E = E ,
we simply write B(E) = B(E,E) and C (E) = C (E,E).

For a given α ∈ R, we define the complex half plane

∆α := {z ∈ C, Re(z) > α}.

For a given Banach space X and Λ ∈ C (X) which generates a semigroup, we
denote this associated semigroup by (SΛ(t), t ≥ 0), byD(Λ) its domain, by N(Λ)
its null space, by R(Λ) its range, and by Σ(Λ) its spectrum. On the resolvent
set ρ(Λ) = C \Σ(Λ) we may define the resolvent operator R(Λ) by

∀ z ∈ C, RΛ(z) := (Λ − z)−1.

Moreover,RΛ(z) ∈ B(X) and has range equal to D(Λ). We recall that ξ ∈ Σ(Λ)
is called an eigenvalue of Λ if N(Λ−ξ) 6= {0}, and it called an isolated eigenvalue
if there exists r > 0 such that

Σ(Λ) ∩ {z ∈ C, |z − ξ| < r} = {ξ}.

Since the notion of convolution of semigroups will be required, we recall it
here. Consider some Banach spaces X1, X2 and X3 and two given functions

S1 ∈ L1([0,∞);B(X1, X2)) and S2 ∈ L1([0,∞);B(X2, X3)),

one define S2 ∗ S1 ∈ L1([0,∞);B(X1, X3)) by

(S2 ∗ S1)(t) :=

∫ t

0

S2(t− s)S1(t) ds, ∀ t ≥ 0.

In the special case S1 = S2 and X1 = X2 = X3, S
(∗n) is defined recursively by

S(∗1) = S and S(∗n) = S ∗S(∗(n−1)) for n > 1. Equipped with this definition, we
state the
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Proposition 2.5 Let X,Y be two Banach spaces such that Y ⊂ X with dense
inclusion. Let us consider S(t) a continuous semigroup such that for all t ≥ 0

‖S(t)‖B(Z) ≤ CZ e
α∗t, Z ∈ {X,Y },

for some α∗ ∈ R and positive constants CX and CY . If there exists Θ > 0 and
CX,Y > 0 such that

‖S(t)f‖Y ≤ CX,Y t
−Θ eα

∗t ‖f‖X, ∀ f ∈ X, t ∈ (0, 1],

then, there exists n ∈ N, and a polynomial pn(t) such that

‖S (∗n)(t)f‖Y ≤ pn(t) e
α∗t‖f‖X , ∀ f ∈ X, t > 0. (2.8)

In particular, for any α > α∗, it holds

‖S (∗n)(t)f‖Y ≤ Cα,ne
αt‖f‖X , ∀ f ∈ X, t > 0,

for some positive constant Cα,n.

This general result has been already established and used in [19] and [26],
but we give an alternative, and somehow simpler, proof of it.

Proof. We notice that for Z ∈ {X,Y }, if

‖S (∗n)(t)f‖Z ≤ pZn (t) e
α∗t‖f‖Z , ∀ t ≥ 0, (2.9)

for n ∈ N and pZn (t) a polynomial, then

‖S (∗(n+1))(t)f‖Z ≤
∫ t

0

‖S(t− s)S (∗n) (s)f‖Z ds ≤ pZn+1(t) e
α∗t‖f‖Z ,

for pZn+1 = CZ

∫ t

0 p
Z
n (s) ds. Then, by an immediate induction argument, we

get (2.9) for any n ≥ 1 and pZn (t) :=
Cn

Z
tn−1

(n−1)! .

Now fix t ∈ (0, 1] and, without lost of generality, assume that Θ /∈ N. In that
case, if

‖S (∗n)(t)f‖Y ≤ Cnt
−(Θ−n+1)eα

∗t‖f‖X , ∀ t ∈ (0, 1], (2.10)

for some n ∈ N and Cn a positive constant, then

‖S(∗(n+1))(t)f‖Y ≤
∫ t/2

0

‖S(t− s)S(∗n)(s)f‖Y ds+
∫ t

t/2

‖S(t− s)S(∗n)(s)f‖Y ds

≤
∫ t/2

0

CX,Y (t− s)−Θeα
∗(t−s)‖S(∗n)(s)f‖X ds+

∫ t

t/2

CY e
α∗(t−s)‖S(∗n)(s)f‖Y ds

≤
∫ t/2

0

CX,Y (t− s)−Θeα
∗tpXn (s)‖f‖X ds+

∫ t

t/2

CY e
α∗tCns

−(Θ−n+1)‖f‖X ds

≤ CX,Y C
n
X

(n− 1)!
eα

∗t‖f‖X
∫ t/2

0

(t− s)−Θsn−1 ds+ CY Cne
α∗t‖f‖X

∫ t

t/2

s−(Θ−n+1) ds

≤ Cn+1t
−(Θ−n)eα

∗t‖f‖X ,
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for some Cn+1 depending only on CX , CY , CX,Y and Cn. Once again, by an
induction argument, we get (2.10) for any n. Moreover, as soon as Θ−n+1 > 0,
inequality (2.8) holds.

Finally, to conclude in the case t > 1, it suffices to notice that

‖S(t)f‖Y ≤ CY CX,Y (t− ⌊t⌋)−Θeα
∗t‖f‖X,

where ⌊t⌋ is the largest integer smaller than t. A similar argument that the one
used for t ∈ (0, 1], allows us to find a polynomial pn such that (2.8) still holds
when t > 1.

Finally, we recall the abstract notion of hypodissipative operators :

Definition 2.6 Considering a Banach space (X, ‖ · ‖X), a real number α ∈ R

and an operator Λ ∈ C (X), (Λ − α) is said to be hypodissipative on X if there
exists some norm |||·|||X on X equivalent to the usual norm ‖ · ‖X such that

∀ f ∈ D(Λ), ∃φ ∈ F (f) such that Re〈φ, (Λ − α)f〉 ≤ 0,

where 〈·, ·〉 is the duality bracket in X and X∗ and F (f) ⊂ X∗ is the dual set of
f defined by

F (f) = F|||·|||X
(f) := {φ ∈ X∗, 〈φ, f〉 = |||f |||2X = |||φ|||2X∗}.

One classically sees (we refer to for example [19, Subsection 2.3]) that when Λ
is the generator of a semigroup SΛ, for given α ∈ R and C > 0 constants, the
following assertions are equivalent:

(a) (Λ − α) is hypodissipative;
(b) the semigroup satisfies the growth estimate ‖SΛ(t)‖B(X) ≤ Ceαt, t ≥ 0;

3. Analysis of the nonlinear evolution equation

In this section, we shall prove existence and uniqueness of solutions for the
evolutionary equation, and provide some a priori estimates on their behavior.
Before going into further details, we remark that for J fixed, the operator
Qε[J ] is linear and writes

Qε[J ] f = ∂x(Af) + ∂v(Bε(J ) f) + ∂2vvf.

In particular, for g ∈ H2
v (m) (or simply g regular enough and decaying fast at

infinite) we have

∫

R2

(Qε[J ] f) g dvdx = −
∫

R2

f
(

A∂xg +Bε(J ) ∂vg − ∂2vvg
)

dvdx,

therefore, it is natural to define

Q∗
ε[J ] g := −A∂xg −Bε(J ) ∂vg + ∂2vvg.
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3.1. A priori bounds. The a priori estimates that follow are uniform in ε in
the bounded connectivity regime ε ∈ [0, ε0) where ε0 is an arbitrary and fixed
positive number, i.e., they involve constants that do not depend on ε.

Lemma 3.1 For ft solution to (1.2) with f0 ∈ L1(M) ∩ P(R2), estimate (2.3)
holds. Moreover, there exists C′

0 > 0 depending on a, b, λ, I0, ε0 and ‖f0‖L1(M)

such that

sup
t≥0

|J (ft)| < C′
0. (3.1)

Proof. We first apply Cauchy-Schwarz inequality to find

|J (f)| ≤
∫

R2

|v| f ≤
(

∫

R2

f
)1/2(

∫

R2

v2 f
)1/2

=
(

∫

R2

v2 f
)1/2

, (3.2)

for any f ∈ P(R2) ∩ L1(M). Moreover, for ft solution to (1.2), we have

d

dt

∫

R2

ftM =

∫

R2

(Qε[Jft ] ft)M =

∫

R2

ft (Q
∗
ε[Jft ]M)

=

∫

R2

(1−Ax−Bε(Jft)v)ft.

Using the definition of A and Bε we get, thanks to (3.2), that

d

dt

∫

R2

ftM dxdv ≤ −
∫

R2

(

− 1 + ax2 − bxv + v2(v − λ)(v − 1)

−εv2 + xv + I0v
)

ft + εJ (ft)
2

≤ K1 −K2

∫

R2

(v4 + x2)ft + ε

∫

R2

v2 ft

≤ K1 −K2

∫

R2

ftM dxdv,

whereK1 andK2 are generic constants depending only on a, b, λ, I0 and ε0. Using
Gronwall lemma we get (2.3) for some C0 > 0. Finally, coming back to (3.2), we
get

|J (ft)|2 ≤
∫

R2

v2 ft ≤ 2 ‖ft‖L1(M) ≤ 2 max(C0, ‖f0‖L1(M)),

which is nothing but (3.1).

Lemma 3.2 For any J ∈ R fixed, there exist some constants K1,K2 > 0
depending on a, b, λ, I0,J , κ and ε0 such that

∫

R2

Qε[J ] f · sign(f)m ≤ K1‖f‖L1(R2) −K2‖f‖L1(m), ∀ f ∈ L1(m). (3.3)
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Proof. Since J ∈ R is now fixed, we drop the dependence on this parameter to
simplify the notation. Using Kato inequality (sign(f)∂2vvf ≤ ∂2vv|f |) we have
∫

R2

Qε f · sign(f)m ≤
∫

R2

|f |Q∗
εm

= −κ
∫

R2

|f |
(

Ax+Bεv − (1 + κv2)
)

m

= −κ
∫

R2

|f |
(

ax2 − bxv + v2(v − λ)(v − 1)

−εv(v − J) + xv + I0v − (1 + κv2)
)

m,

thus
∫

R2

Qε f · sign(f)m ≤ −
∫

R2

p(x, v) |f |m,

where p(x, v) is a polynomial on x and v with leading term v4 + x2. Inequal-
ity (3.3) follows directly.

Remark 3.3

– Using the same ideas stated in the proof of Lemma 3.1, one can easily extend
by induction the inequality (2.3) to L1(Mk) for any k ∈ N.

– Furthermore, we note that inequality (3.3) remains true for weights with a

faster divergence. In particular, it is true for eκ(|x|
s/s+v4/4) for any κ ∈ (0, 1)

and s ∈ [5, 6), and also for s = 6 when the parameters a and b are well tuned
and the extra restriction that κ is taken small enough. Therefore, the absence
of diffusion in the x variable allows appearance of a faster decay at infinite,
while not affecting its regularity.

Corollary 3.4 Estimate (2.4) holds.

Proof. For ft solution to (1.2), inequality (3.1) tells us that |J (ft)| ≤ C′
0.

Moreover, since the mass is unitary for almost any t ≥ 0, it holds

d

dt

∫

R2

|ft|m =

∫

R2

Qε[Jft ] ft · sign(ft)m ≤ K1 −K2

∫

R2

|ft|m,

where K1 and K2 depend only on a, b, λ, I, ε0 and C′
0. Finally, integrating this

last inequality, we get

‖ft‖L1(m) ≤ max
(

C1, ‖f0‖L1(m)

)

, ∀ t ≥ 0,

for some positive constant C1 depending only on the parameters of the system,
ε0 and C′

0.

In a second series of a priori bounds we analyse the H1(m) and H2
v (m) norms

of the solutions to (1.2), in particular, we prove the inequalities (2.5) and (2.6).
Since the equation is hypodissipative, we used the ideas of “twisted spaces”
and the Nash-Villani’s technique (see e.g. [40]): we control the extra L2(R2)
contributions by using some weaker norms.

In the sequel, we will be brought to vary the constant κ involved in the
definition of m, therefore we introduce the shorthand mi = eκi(M−1), i ∈ N.
Unless otherwise specified, these sequences are constructed under the assumption
that the sequence κi is strictly increasing.
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Lemma 3.5 Consider two exponential weight functions m1 and m2 as defined
in (2.1). For any J ∈ R fixed, there exist K1,K2 > 0 and δ ∈ (0, 1) constants
such that

〈Qε[J ] f, f〉H1 ≤ K1‖f‖2L2(R2) −K2‖f‖2H1, ∀ f ∈ H1(m2), (3.4)

where 〈·, ·〉H1 is the scalar product related to the Hilbert norm

‖f‖2H1 := ‖f‖2L2(m2)
+ δ3/2‖∂xf‖2L2(m2)

+ δ4/3〈∂xf, ∂vf〉L2(m1) + δ ‖∂vf‖2L2(m2)
,

which is equivalent to the usual norm of H1(m2).

Proof. The proof is presented in several steps. In a first part, we deal with
inequalities in L2 for f and its derivatives. Next, we combine those inequalities
to control the H1 norm. Some long and tedious calculations are only outlined
for the sake of clarity.

In the following we denote by k0, k1 and k2 some unspecified constants and
drop the dependence on J .

Step 1. L2(m2) norm. We start by noticing that

〈∂2vvf, f〉L2(m2) = −
∫

R2

(∂vf)
2m2 +

κ2
2

∫

R2

(1 + κ2v
2)f2m2.

〈∂x(Af), f〉L2(m2) =
1

2

∫

R2

[

∂xA−A
∂xm2

m2

]

f2m2 =
1

2

∫

R2

[a− κ2x(ax − bv)]f2m2,

and similarly

〈∂v(Bεf), f〉L2(m2) =
1

2

∫

R2

[

3v2 − 2(1 + λ)v + λ− ε− κ2v Bε

]

f2m2.

Therefore, we get

〈Qεf, f〉L2(m2) = −
∫

R2

p(x, v)f2m2 − ‖∂vf‖2L2(m2)
, (3.5)

where p(x, v) is a polynomial in x and v with leading term v4+x2. In particular,
there exist some positive constants k1 and k2 such that

〈Qεf, f〉L2(m2) ≤ k1‖f‖2L2(R2) − k2‖f‖2L2(Mm2)
− ‖∂vf‖2L2(m2)

. (3.6)

Step 2. First derivative bounds. We have

〈∂x(∂x(Af)), ∂xf〉L2(m2) =
1

2

∫

R2

[

3 ∂xA−A
∂xm2

m2

]

(∂xf)
2m2

=
1

2

∫

R2

[

3a− κ2x(ax− bv)
]

(∂xf)
2m2,

and

〈∂x(∂v(Bεf)), ∂xf〉L2(m2) =

∫

R2

[∂vBε∂xf + ∂xBε∂vf +Bε∂
2
xvf ]∂xf m2.
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Since ∂xBε = 1, observing that
∫

R2

[∂vBε∂xf +Bε∂
2
xvf ]∂xf m2 =

1

2

∫

R2

[

∂vBε −Bε
∂vm2

m2

]

(∂xf)
2m2,

we get

〈∂x(∂v(Bεf)), ∂xf〉L2(m2) ≤
∫

R2

|∂xf | |∂vf |m2 +
1

2

∫

R2

[

∂vBε − κ2vBε

]

(∂xf)
2m2.

Finally, using that

〈∂x∂2vvf, ∂xf〉L2(m2) = −
∫

R2

|∂2xvf |2m2 +
1

2

∫

R2

(∂xf)
2∂2vvm2.

we obtain

〈∂x(Qεf), ∂xf〉L2(m2) ≤ k1‖∂xf‖2L2(R2) − k2‖∂xf‖2L2(Mm2)
(3.7)

−‖∂2xvf‖2L2(m2)
+

∫

R2

|∂xf ||∂vf |m2.

A similar calculation leads to

〈(∂vQεf), ∂vf〉L2(m2) ≤ k1‖∂vf‖2L2(R2) − k2‖∂vf‖2L2(Mm2)
(3.8)

−‖∂2vvf‖2L2(m2)
+ b

∫

R2

|∂xf ||∂vf |m2

+κ2(1 + λ)

∫

R2

|v| f2m2.

Step 3. Cross product bound. The contribution of the cross product term is more
delicate, therefore we decompose it into five quantities that we study separately:

〈∂xQεf, ∂vf〉L2(m1) + 〈∂vQεf, ∂xf〉L2(m1)

=

∫

R2

[

(∂xf)(∂
3
vvvf) + (∂vf)(∂

3
xvvf)

]

m1

+

∫

R2

[

∂xA∂vf + ∂vA∂xf +A∂2vxf
]

(∂xf)m1

+

∫

R2

[

∂2vvBεf + 2∂vBε∂vf +Bε∂
2
vvf
]

(∂xf)m1

+

∫

R2

[

2∂xA∂xf +A∂2xxf
]

(∂vf)m1

+

∫

R2

[

∂vBε∂xf + ∂xBε∂vf +Bε∂
2
xvf
]

(∂vf)m1 =:

5
∑

i=1

Ti.

We start by handling the first term on the right hand side. Using integration
by parts adequately, we get

T1 =

∫

R2

(∂xf)(∂vf) ∂
2
vvm1 − 2

∫

R2

(∂2xvf)(∂
2
vvf)m1.
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Similarly, for the contributions involving A, we have

T2 =
1

2

∫

R2

[

∂vA−A
∂vm1

m1

]

(∂xf)
2m1 + a

∫

R2

(∂xf)(∂vf)m1,

and

T4 =

∫

R2

[

∂xA−A
∂xm1

m1

]

(∂xf)(∂vf)m1 +
1

2

∫

R2

∂v[Am1](∂xf)
2.

Adding these last two expressions, it only remains

∫

R2

∂vA(∂xf)
2m1+

∫

R2

[

2a−A∂xm1

m1

]

(∂xf)(∂vf)m1 ≤ −b ‖∂xf‖2L2(m1)
+k0

∫

R2

|∂xf | |∂vf |Mm1,

for some constant k0 > 0.

For the contributions related to Bε, involved in T3 and T5, we have

T3 = −
∫

R2

κ1x(3v−1−λ)f2m1+2

∫

R2

∂vBε(∂xf)(∂vf)m1+

∫

R2

Bε(∂
2
vvf)(∂xf)m1,

and

T5 =

∫

R2

∂vBε (∂xf)(∂vf)m1 +
1

2

∫

R2

[

∂xBε −Bε
∂xm1

m1

]

(∂vf)
2m1,

Finally, for the last contribution in T3, it holds that
∫

R2

Bε(∂
2
vvf)(∂xf)m

2
1 ≤ k0

∫

R2

(∂2vvf)(∂xf)M
3/2m1,

getting that there exists k0 > 0 such that

〈∂xQεf, ∂vf〉L2(m1) + 〈∂vQεf, ∂xf〉L2(m1) (3.9)

≤ k0

∫

R2

|∂xf | |∂vf |Mm1 + k0

∫

R2

|∂2xvf | |∂2vvf |m1

−b ‖∂xf‖2L2(m1)
+ k0

∫

R2

|∂2vvf | |∂xf |M3/2m1

+k0

∫

R2

|∂vf |2M2m1 + k0

∫

R2

f2Mm1.

Step 4. Conclusion. To get (3.4), we just put together (3.6), (3.7), (3.8) and (3.9)
and we use Young’s inequality adequately. Indeed, the scalar product 〈·, ·〉H1

applied to any f ∈ H1(m2) writes

〈Qεf, f〉H1 = 〈Qεf, f〉L2(m2)

+δ3/2〈∂xQεf, ∂xf〉L2(m2) + δ 〈∂vQεf, ∂vf〉L2(m2)

+
δ4/3

2
〈∂xQεf, ∂vf〉L2(m1) +

δ4/3

2
〈∂vQεf, ∂xf〉L2(m1).
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To give an idea of the method, we only explain how to get rid of a few terms.
For example, for the positive contribution of (3.7), it holds

δ3/2k1‖∂xf‖2L2(R2) + δ3/2
∫

|∂xf ||∂vf |m2

≤ δ3/2k1‖∂xf‖2L2(R2) + δ7/4‖∂xf‖2L2(m2)
+ δ5/4 ‖∂vf‖2L2(m2)

,

and for δ > 0 small enough these terms are annihilated by the quantities

−‖∂vf‖2L2(m2)
− δ3/2k2‖∂xf‖2L2(Mm2)

− δ4/3b

2
‖∂xf‖2L2(m1)

present in the right hand side of (3.6), (3.7) and (3.9).
In (3.8), the only delicate contribution is

δ b

∫

|∂xf ||∂vf |m2 ≤ δ5/3 b

2
‖∂xf‖2L2(m2)

+
δ1/3b

2
‖∂vf‖2L2(m2)

,

but the right hand sides of (3.6) and (3.7) include

−‖∂vf‖2L2(m2)
− δ3/2k2‖∂xf‖2L2(Mm2)

,

and once again for δ > 0 small the sum is nonpositive.
The positive part of (3.9) is controlled using that κ1 < κ2. Indeed, in that

situation

δ4/3k0

∫

|∂2vvf ||∂xf |M3/2m1 ≤ δ4/3−1/4k0‖∂2vvf‖2L2(m2)
+δ4/3+1/4k0‖∂xf‖2L2(m2)

,

replacing, if necessary, k0 by a larger constant. If δ > 0 is small we get rid of
these terms thanks to the presence of

−δ3/2k2‖∂xf‖2L2(Mm2)
− δ ‖∂2vvf‖2L2(m2)

,

in (3.7) and (3.8).
All remaining positive contributions can be handled in the same fashion lead-

ing to the conclusion that there exist two positive constants K1,K2 such that

〈Qεf, f〉H1 ≤ K1‖f‖2L2(R2) −K2‖f‖2H1,

and we get the conclusion by using the equivalence of norms, i.e., that for 0 <
δ < 1 the norm H1 is such that

cδ‖f‖2H1(m2)
≤ ‖f‖2L2(m2)

+
(

δ3/2 − δ5/3

2

)

‖∂xf‖2L2(m2)
+
δ

2
‖∂vf‖2L2(m2)

≤ ‖f‖2H1,

for some cδ > 0.

Corollary 3.6 Estimate (2.5) holds.
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Proof. Nash’s inequality implies that there exists a constant C > 0, such that
for any f ∈ L1(R2) ∩H1(R2), it holds

‖f‖2L2(R2) ≤
√
C‖f‖L1(R2)‖Dx,vf‖L2(R2)

≤ C

2δ′
‖f‖2L1(R2) +

δ′

2
‖Dx,vf‖2L2(R2). (3.10)

Coming back to the previous lemma, using the equivalence of the norms H1

and H1(m2), together with the fact that a solution ft to (1.2) is a probability
measure, we get that,

d

dt
‖ft‖2H1 = 〈Qε[Jft ] ft, ft〉H1 ≤ k1 − k2‖ft‖2H1 ,

for some k1, k2 > 0 constants. Finally, integrating in time, we get

‖ft‖H1 ≤ max(C2, ‖f0‖H1),

for some C2 > 0 depending only on the parameters of the system and the initial
condition.

Notice that it is possible to find a sharper estimate for the regularity of the
solutions of (1.2). Indeed, it is not hard to see that there exists k0 > 0 such that

〈∂2vvQεf, ∂
2
vvf〉L2(m2)

= −
∫

|∂3vvvf |m2 +
1

2

∫

|∂2vvf |2 ∂2vvm2

+2

∫

(∂vA)(∂
2
vvf)(∂

2
xvf)m2 +

1

2

∫

|∂2vvf |2
[

∂xA− κ2xA
]

m2

+

∫

(∂3vvvB)f(∂2vvf)m2 + 3

∫

(∂2vvB)(∂vf)(∂
2
vvf)m2

+
1

2

∫

|∂2vvf |2
[

5 ∂vBε − κ2vBε

]

m2

≤ −‖∂3vvvf‖2L2(m2)

+k0

[

‖∂2vvf‖2L2(R2) + ‖∂2xvf‖2L2(m2)
+ ‖f‖2L2(m2)

+ ‖∂vf‖2L2(m2)

]

, (3.11)

implying that the H2
v (m) regularity of the initial condition is maintained by the

equation, i.e.

Corollary 3.7 Estimate (2.6) holds.

Proof. The proof follows the same idea already introduced in the proof of Corol-
lary 3.6. We consider the norm

‖f‖2H2
v
:= ‖f‖2H1 + δ2‖∂2vvf‖2L2(m2)

,
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and notice that (3.6), (3.7), (3.8) together with (3.11) imply that

d

dt
‖ft‖2H2

v
≤ d

dt
‖ft‖2H1

+2 δ2 k0

[

∫

|∂2vvft|2 +
∫

|∂2xvft|2m2 +

∫

|ft|2m2 +

∫

|∂vft|2m2

]

≤ k1 − k2‖ft‖2H2
v
,

for some k1, k2 > 0 depending on some δ > 0 small and the parameters of the
system. Inequality (2.6) follows.

3.2. Entropy estimates and uniqueness of the solution. Now, we prove that so-
lutions to the equation (1.2) remain in the space of functions with finite entropy.
To that aim, for any positive function f , we define

Iv(f) :=

∫

R2

|∂vf(x, v)|2
f(x, v)

dxdv,

which is understood as a partial Fisher information. When the previous quantity
is not well defined we use the convention Iv(f) = +∞. Equipped with this
definition we can state:

Lemma 3.8 For any f0 ∈ L1(M)∩L1 logL1 ∩P(R2) we denote by ft the asso-
ciated solution to the FhN statistical equation (1.2) with initial condition f0. It
holds

sup
t∈[0,T ]

H (ft) +

∫ t

0

Iv(fs) ds ≤ C(T ), (3.12)

where C(T ) depend on f0 and the coefficients of the problem.

Proof. It is well known that for functions with finite moments, the entropy can
be bounded from below. Indeed, since

f log f ≥ −f | log f |10≤f≤e−M − f | log f |1e−M≤f≤1

≥ −M1/2 − f M,

it holds

H (ft) ≥ −
∫

R2

e−M −
∫

R2

ftM ≥ −4πe−1/2 −max(C0, ‖f0‖L1(M)).

On the other hand, for any solution of (1.2) with initial datum f0 there exists
a positive constant C, depending on the parameters of the system, ε0 and C′

0,
such that

d

dt
H (ft) =

∫

(1 + log(ft))Qε[Jft ] ft

= −Iv(ft) +
∫

(

∂xA+ ∂vBε(Jft)
)

ft

≤ −Iv(ft) + C‖ft‖L1(M).
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Fix T > 0 and take any t < T , thanks to estimate (2.3), we get that

H (ft) ≤ −
∫ t

0

Iv(fs) ds+ H (f0) + C T max(C0, ‖f0‖L1(M)),

and also that Iv(ft) ∈ L1([0, T ]), by simply using that H is bounded by below.
Finally, taking the supremum on the last relationship, we get

sup
t∈[0,T ]

H (ft) ≤ H (f0) + C T max(C0, ‖f0‖L1(M)).

Corollary 3.9 For any two initial data f0, g0 ∈ L1(M)∩ L1 logL1 ∩ P(R2) the
associated solutions ft and gt to the FhN statistical equation (1.2), satisfy

sup
[0,T ]

‖ft − gt‖L1(M1/2) ≤ C(T ) ‖f0 − g0‖L1(M1/2),

for some positive C(T ). In particular, equation (1.2) with initial datum in L1(M)∩
L1 logL1 ∩ P(R2) has at most one solution.

Proof. We write

∂t(ft − gt) = Qε[J (ft)] (ft − gt) + εJ (ft − gt) ∂vgt

from which we deduce

d

dt

∫

R2

|ft − gt|M1/2 ≤
∫

R2

|ft − gt|Q∗
ε[J (ft)]M

1/2 + ε |J (ft − gt)|
∫

R2

|∂vgt|M1/2

≤ C

∫

R2

|ft − gt|+ ε |I(gt)|1/2‖gt‖1/2L1(M)

∫

R2

|ft − gt|M1/2,

where the generic constant C is an upper bound of

Q∗
ε[J (ft)]M

1/2 = ∂2vvM
1/2 −A∂xM

1/2 −Bε∂vM
1/2

=
1

2M1/2
− v2

4M3/2
− Ax+Bεv

2M1/2
.

The rest of the proof is a direct application of the time integrability of Iv(gt),
inequality (2.3) and Gronwall lemma.

We finish this section by giving some insights of the proofs of the existence of
solutions and stationary solutions to equation (1.2) which are, however, classical.

Proof (Theorem 2.2).
Consider an exponential weight m and J ∈ L∞(R+) such that

sup
t≥0

|J | ≤ C′
0,

where C′
0 is given by (3.1). We first notice that the equation (1.2) is degenerate

and has non bounded drift terms A and Bε, therefore we cannot use directly
the classical results on existence. However, for any R > 0, we define a regular
truncation function

χR(x, v) = χ(x/R, v/R), χ ∈ D(R2), 1B(0,1) ≤ χ ≤ 1B(0,2). (3.13)
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and the following family of bilinear forms

aσ(t; f, g) := 〈∂vf, ∂vg〉L2(m) + 〈∂vf, g χR κv〉L2(m)

+σ 〈∂xf, ∂xg〉L2(m) + σ 〈∂xf, g χRκx〉L2(m)

+
∫

R2 f χR∂x(gAm) +
∫

R2 f χR∂v(gBε(Jt)m)

indexed by σ > 0, which for any f, g ∈ H1(m) are well defined a.e. t ≥ 0.
Moreover, for any σ > 0, aσ is continuous

∃CR > 0 s.t. | aσ(t; f, g)| ≤ CR‖f‖H1(m)‖g‖H1(m),

and coercive

aσ(t; f, f) ≥ 1

2
‖∂vf‖2L2(m) +

σ

2
‖∂xf‖2L2(m) − k1‖f‖2L2(m),

with k1 > 0 not depending on t, nor on R and nor on σ. The J. L. Lions
theorem [8, Theorem X.9] implies that for any f0 ∈ L2(m) there exists a unique

f ∈ L2((0,∞);H1(m)) ∩ C([0,∞);L2(m));
d

dt
f ∈ L2((0,∞);H1(m)′)

such that f(0) = f0 and

〈 d
dt
f, g〉L2(m) + aσ(f(t), g) = 0, a.e. t ≥ 0, ∀ g ∈ H1(m).

We recall that f− := min(f, 0) belongs to H1(m), therefore we can use it as
a test function to find that

f0 ≥ 0 ⇒ f(t) ≥ 0 a.e. t ≥ 0,

and for any T > 0 fixed, using f as a test function, we recover the inequality

‖ft‖2L2(m) +

∫ T

0

‖∂vfs‖2L2(m) ds ≤ ek1T ‖f0‖2L2(m),

therefore, we are allowed to take the limits σ → 0 and R → ∞, to find that for
any ϕ ∈ C1([0, T ];C2

c (R
2))

∫

R2

ϕtft =

∫

R2

ϕ0f0 +

∫ t

0

∫

R2

[

∂tϕs + ∂2vvϕs −A∂xϕs − Bε(Js)∂vϕs

]

fs ds,

holds, i.e., ft is a solution for the equation (1.2) when the nonlinearity J is
replaced by a given term. Moreover, taking a well chosen sequence ϕn →M , we
deduce that

sup
t∈[0,T ]

‖ft‖L1(M) ≤ max
(

C0, ‖f0‖L1(M)

)

,

for C0 the constant introduced in Lemma 3.1. Finally, by using renormalisation
concepts, we also recover the entropy inequality

sup
t∈[0,T ]

H (ft) +

∫ t

0

Iv(fs) ds ≤ H (f0) +K0T max(C0, ‖f0‖L1(M)).
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Take f0 ∈ L1(M) ∩ L1 logL1 ∩ P(R2), and a sequence {fn,0} ⊂ L2(m) such
that fn,0 → f0 in L1(M). Assume also that there is a positive constant C > 0
such that H (fn,0) ≤ C, for any n ∈ N. From the previous analysis we get
a family {fn} ∈ C((0, T );L1(M)) of functions related to the initial conditions
{fn,0}. Using the Dunford-Pettis criterium we can pass to the limit in L1(M)
finding a solution to the linear problem

∂tf = ∂x(Af) + ∂v(Bε(Jt)f) + ∂2vvf. (3.14)

that depends continuously to the initial datum (in the sense defined in Theo-
rem 2.2). Moreover, from Corollary 3.9 we get that this solution is necessarily
unique.

Finally, we use again the ideas of Corollary 3.9 to find a solution to the NL
equation (1.2). Indeed, it suffices to notice that the mapping

{

L∞([0, T ]) −→ C([0, T ];L1(M1/2))
J 7−→ f,

with f solution of (3.14) for J given, is Lipschitz and contracting when T > 0
is small enough.

Existence of stationary solutions will be shown as a result of an abstract
version of the Brouwer fixed point theorem (a variant of [15, Theorem 1.2] and
[18]):

Theorem 3.10. Consider Z a convex and compact subset of a Banach space X
and S(t) a continuous semigroup on Z. Let us assume that Z is invariant under
the action of S(t) (that is S(t)z ∈ Z for any z ∈ Z and t ≥ 0). Then, there
exists z0 ∈ Z which is stationary under the action of S(t), i.e, S(t)z0 = z0 for
any t ≥ 0.

We present the argument briefly in this section. Our aim is to find a fixed
point for the nonlinear semigroup SQε(t) related to equation (1.2). At this point
we do not have any hint on the number of functions solving

Qε[JF ]F = 0,

and the nonlinearity could lead to the presence of more than one. However, in
the disconnected regime ε = 0 the nonlinearity disappears, and the multiplicity
problem is no longer present.

Proof (Existence of stationary solutions).
Let us fix m an exponential weight and define for any t ≥ 0

S(t) : X → X with X = H2
v (m) ∩ L1 logL1 ∩ P(R2),

such that S(t)f0 is the solution to (1.2) given by Theorem 2.2 associated to the
initial condition f0. Estimates (2.6) and (3.12) imply that S(t) is well defined.
Moreover, the continuity of S in the Banach space L1(R2) is direct from the
definition of weak solutions, in particular,

S(t)f0 ∈ C([0,∞);L1(R2)),
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with the topology of compact subsets in time.
Finally, defining

Z := Z(ε) = {f ∈ X such that (2.3) and (2.6) hold} ⊂ L1(R2),

which is invariant under St for any t ≥ 0 and convex. Moreover, the compactness
of the inclusion Z ⊂ H1(m) →֒ L1(R2) allows us to apply Theorem 3.10 and find
the existence of a fixed point for S(t) and by consequence a stationary solution
to (1.2).

It is worth emphasising that the above proof show yet that the map ε 7→ Gε

is locally bounded in [0,∞), i.e., if ε0 > 0 is fixed, then

Gε ∈ Z(ε0) for any ε ∈ (0, ε0).

4. The linearized equation

To illustrate the main ideas of the splitting method we use in the following, let
us assume that an operator Λ on a Banach space X can be written as

Λ = A+ B,

where A is much more regular than B, and B has some dissipative property. If
B has a good localisation of its spectrum, under some reasonable hypotheses on
A, we expect Σ(Λ) to be close to Σ(B).

This is nothing but the Weyl’s abstract theorem (and/or the generalisation
of the Krein-Rutman theorem) from Mischler and Scher [28], that we recall here:

Theorem 4.1. We consider a semigroup generator Λ on a “Banach lattice of
functions” X, and we assume that

1. there exists some α∗ ∈ R and two operators A,B ∈ C (X), such that Λ = A+B
and
(a) for any α > α∗, ℓ ≥ 0, there exists a constant Cα,ℓ > 0 such that

∀ t ≥ 0, ‖SB ∗ (ASB)
(∗ℓ)(t)‖B(X) ≤ Cα,ℓ e

αt.

(b) A is bounded, and there exists an integer n ≥ 1 such that for any α > α∗,
there exists a constant Cα,n > 0 such that

∀ t ≥ 0, ‖(ASB)
(∗n)(t)‖B(X,Y ) ≤ Cα,ne

αt,

with Y ⊂ D(Λ) and Y ⊂ X with compact embedding;
2. for Λ∗ the dual operator of Λ defined in X ′, there exists β > α∗ and ψ ∈
D(Λ∗) ∩X ′

+ \ {0} such that

Λ∗ψ ≥ βψ;

3. SΛ satisfies Kato’s inequalities, i.e,

∀ f ∈ D(Λ), Λθ(f) ≥ θ′(f)Λf,

holds for θ(s) = |s| or θ(s) = s+.
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4. −Λ satisfies a strong maximum principle: for any given f and γ ∈ R, there
holds,

|f | ∈ D(Λ) \ {0} and (−Λ+ γ)|f | ≥ 0 imply f > 0 or f < 0.

Defining
λ := s(Λ) = sup

{

Re(ξ) : ξ ∈ Σ(Λ)
}

,

there exists 0 < f∞ ∈ D(Λ) and 0 < φ ∈ D(Λ∗) such that

Λf∞ = λ f∞, Λ∗φ = λφ.

Moreover, there is some ᾱ ∈ (α∗, λ) and C > 0 such that for any f0 ∈ X

‖SΛ(t)f0 − eλt〈f0, φ〉f∞‖X ≤ Ceᾱt‖f0 − 〈f0, φ〉f∞‖X .

From Theorem 2.3 we know that for any value of ε there exists at least one
Gε non zero stationary solution of the FhN kinetic equation (1.2). The linearized
equation, on the variation h := f −Gε, induces the linearized operator

Lεh = Qε(J (Gε))h+ εJ (h)∂vGε.

Moreover, let us recall that in Section 3 we proved that

〈Qε[J (Gε)] f, f〉L2(m) ≤ K1‖f‖L2(R2) −K2‖f‖L2(m),

if we could make K1 = 0, then the operator Qε together with Lε would be
dissipative. Since it is not the case, we fix a constant N > 0 and define

Bε := Lε −A, where A = N χR(x, v); (4.1)

with χR given by (3.13). We remark that A ∈ B(H2
v (m)), and that Af vanishes

outside a ball of radius 2R for any f ∈ H2
v (m).

4.1. Properties of A and Bε. We now present two lemmas dealing with the hy-
podissipativity and regularisation properties of the sppliting A and Bε. To that
aim, we use some ideas developed in [27,19] and [26].

Lemma 4.2 For any exponential weight m, there exist some constants N,R > 0
such that (Bε + 1) is hypodissipative in H2

v (m).

Proof. From the characterisation of hypodissipativity given in Section 2, it suf-
fices to show that there exists a constant C > 0 such that

‖SBε(t)‖B(H2
v (m)) ≤ C e−t, t ≥ 0,

or simply, to show that for any h ∈ H2
v (m), it holds

〈Bεh, h〉H̄2
v(m) ≤ −‖h‖2H̄2

v(m), (4.2)

for some norm ‖ · ‖H̄2
v(m) equivalent to the usual norm ‖ · ‖H2

v(m). Recall that the
operator Bε writes

Bε = Lε −A = (Qε[JGε ]−NχR)h+ εJ (h) ∂vGε,



On a kinetic FitzHugh-Nagumo model of neuronal network 23

and since JGε ∈ R is a real constant, we can use all a priori estimates on Qε

directly. As usual, when no confusion is possible, we drop the dependence on
Jε. Three steps complete the proof:

Step 1. Dissipativity in L2(m). Recall that for any h ∈ L2(m) we have

|J (h)| ≤ C‖h‖L2(m),

for some constant C > 0. It follows that

J (h)

∫

R2

(∂vGε)hm ≤ |J (h)|‖∂vGε‖L2(m)‖h‖L2(m) ≤ C ‖∂vGε‖L2(m)

∫

R2

h2m.

Thus, coming back to (3.5), we find that for N and R large enough one can
assume k1 = −1, getting

〈Bεh, h〉L2(m) ≤ −‖h‖2L2(m) − k2‖h‖2L2(Mm) − ‖∂vh‖2L2(m), (4.3)

as a consequence, (Bε + 1) is dissipative in L2(m).

Step 2. Bounds on the derivatives of Bε. For the x-derivative we see that there
exists some constant C′ depending on R and on N , such that

−N〈∂x(χRh), ∂xh〉L2(m) ≤ C′‖h‖2L2(m) −N‖(∂xh)
√
χR‖2L2(m).

On the other hand, thanks to Young’s inequality, we get

J (h)

∫

R2

(∂2xvGε)(∂xh)m = −J (h)

∫

R2

∂xGε

[

∂2vxh+ κv ∂xh
]

m

≤ J (h)2 ‖∂xGε‖2L2(m) +
1

2
‖∂2xvh‖2L2(m) + ‖κ|v| ∂xh‖2L2(m).

These two inequalities, together with (3.7), imply that for N and R large enough

〈∂x(Bεh), ∂xh〉L2(m) ≤ −‖∂xh‖2L2(m)−
1

2
‖∂2xvh‖2L2(m)+C

′‖h‖2L2(m)+

∫

R2

|∂xh| |∂vh|m.

Proceeding similarly with the v-derivative we get

J (h)

∫

R2

(∂2vvGε)(∂vh)m
2 = |J (h)|‖∂2vvGε‖L2(m)‖∂vh‖L2(m)

≤ 1

2
‖∂2vvGε‖L2(m)(C

2‖h‖2L2(m) + ‖∂vh‖2L2(m)),

then, coming back to (3.8), we find N,R > 0 such that

〈∂v(Bεh), ∂vh〉L2(m) ≤ −‖∂vh‖2L2(m)−‖∂2vvh‖2L2(m)+C
′ ‖h‖2L2(m)+

∫

R2

|∂xh| |∂vh|m.

Finally, for the second v-derivative we find C′ such that

−N〈∂2vv(χRh), ∂
2
vvh〉L2(m) ≤ −N

∫

R2

χR(∂
2
vvh)

2m+ C′

∫

R2

(∂vh)
2m+ C′

∫

R2

h |∂2vvh|m,
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and for any ǫ > 0

J (h)

∫

R2

(∂3vvvGε)(∂
2
vvh)m ≤ J (h)2

2ǫ
+ ǫ
(

‖∂2vvGε‖2L2(m)‖∂3vvvh‖2L2(m) +

+‖∂2vvGε‖2L2(m)‖κ|v| (∂2vvh)‖2L2(m)

)

.

If ǫ > 0 is small and N,R large enough, we obtain as an application of (3.11),
that there is a constant C′ > 0 such that

〈∂2vv(Bεh), ∂
2
vvh〉L2(m) ≤ −‖∂2vvh‖2L2(m)

+ C′
[

‖h‖2L2(m) + ‖∂vh‖2L2(m) + ‖∂2xvh‖2L2(m) + ‖∂2vvh‖2L2(m)

]

.

Step 3. Equivalent norm and conclusion. Let δ > 0 and h1, h2 ∈ H2
v (m), we can

define the bilinear product

〈h1, h2〉H̄2
v (m) := 〈h1, h2〉L2(m)

+ δ〈∂xh1, ∂xh2〉L2(m) + δ〈∂vh1, ∂vh2〉L2(m) + δ2〈∂2vvh1, ∂2vvh2〉L2(m).

and the relative norm

‖h‖2H̄2
v(m) := ‖h‖2L2(m) + δ ‖Dx,vh‖2L2(m) + δ2 ‖∂2vvh‖2L2(m).

Choosing δ > 0 small enough we conclude that for any α ∈ (0, 1] one find δα
such that

〈Bεh, h〉H̄2
v(m) ≤ −α ‖h‖2H̄2

v(m),

and since the norm related to H̄2
v (m) is equivalent to the usual norm in H2

v (m),
we conclude that (Bε + 1) is hypodissipative in H2

v (m).

Lemma 4.3 There are positive constants N,R large enough and some CBε > 0,
such that the semigroup SBε satisfies

‖SBε(t)h‖H2
v (m1) ≤ CBεt

−9/2‖h‖L2(m2), ∀ t ∈ (0, 1].

As a consequence, for any α > −1, and any exponential weight m, there exists
n ≥ 1 and Cn,ε such that of any t > 0 it holds

‖(ASBε)
(∗n)(t)h‖H2

v(m) ≤ Cn,ε e
αt‖h‖L2(m). (4.4)

Proof. We split the proof in three steps, in the first one we refine the previous
estimates on the norm of the semigroup associated to the operator Bε. In the
following steps we use Hormander-Hérau technique (see e.g. [20]) to get the first
inequality, and finally we prove (4.4).

Step 1. Sharper estimates on Bε. In the whole proof we denote for C > 0 a
generic constant. From the proof of the previous Lemma, we know that there
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are N,R large enough such that for any h ∈ D(Bε) and for any δ, t ∈ (0, 1), it
holds

〈Bεh, h〉L2(m2) ≤ −C‖h‖2L2(m2)
− ‖∂vh‖2L2(m2)

〈∂xBεh, ∂xh〉L2(m1) ≤ −1

2
‖∂xh‖2L2(m1)

− 1

2
‖∂2xvh‖2L2(m1)

+ C‖h‖2L2(m1)
+

1

2δt
‖∂vh‖2L2(m1)

〈∂vBεh, ∂vh〉L2(m1) ≤ −‖∂2vvh‖2L2(m1)
+ C‖h‖2L2(m1)

+
1

2δt
‖∂vh‖2L2(m1)

+
δt

2
‖∂xh‖2L2(m1)

〈∂2vvBεh, ∂
2
vvh〉L2(m1) ≤ C‖h‖2L2(m1)

+ C‖∂vh‖2L2(m1)
+

1

2tδ
‖∂2xvh‖2L2(m1)

.

We also notice that

〈∂x(Qε[JGε ]−A)h, ∂vh〉L2(m1) + 〈∂v(Qε[JGε ]−A)h, ∂xh〉L2(m1) ≤

− b

2
‖∂xh‖2L2(m1)

+ C‖h‖2L2(m2)
+
C

tδ
‖∂vh‖2L2(m2)

+
1

tδ1/3
‖∂2vvh‖2L2(m1)

+ Ctδ1/3‖∂2xvh‖2L2(m1)
,

and

〈J (h)∂2xvGε, ∂vh〉L2(m1)+〈J (h)∂2vvGε, ∂xh〉L2(m1) ≤
‖∂xGε‖L2(m1)

2

[

2J (h)2

+ ‖∂2vvh‖2L2(m1)
+ ‖∂vh‖2L2(m2)

]

+
‖∂2vvGε‖L2(m1)

2

[J (h)2

tδ
+ tδ‖∂xh‖2L2(m1)

]

,

yielding to

〈∂xBεh, ∂vh〉L2(m) + 〈∂vBεh, ∂xh〉L2(m) ≤ − b

4
‖∂xh‖2L2(m1)

+
C

tδ
‖h‖2L2(m2)

+
C

tδ
‖∂vh‖2L2(m2)

+
1

tδ1/3
‖∂2vvh‖2L2(m1)

+ Ctδ1/3‖∂2xvh‖2L2(m1)
.

Step 2. Hormander-Hérau technique. For a given h ∈ H2
v (m1)∩L2(m2) we denote

ht := SBε(t)h, and define F by

F(h, t) := ‖h‖2L2(m2)
+ c1t

3‖∂xh‖2L2(m1)

+ c2t‖∂vh‖2L2(m1)
+ c3t

2〈∂xh, ∂vh〉L2(m1) + c4t
4‖∂2vvh‖2L2(m1)

,

which is decreasing when the parameters are well chosen. Indeed, thanks to the
first step, we have

d

dt
F(t, ht) ≤

5
∑

i=1

Ti,
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with

T1 = K

∫

R2

[

− 2m2 + 2(c1t
3 + c2t+ c4t

4)m1 +
c3t

δ
m2

]

h2t ,

T2 =

∫

R2

[

(3c1 + c2δ −
b

4
c3 + c3δ)t

2 − c1t
3
]

(∂xht)
2m1,

T3 =

∫

R2

[

− 2m2 + c2m1 +
c2
δ
m1 +

c3
δ
m1 +

c1t
2

δ
m1 + c4t

4Cm1 +
c3tC

δ
m2

]

(∂vht)
2,

T4 =

∫

R2

t3
[

− c1 +
c4
2δ

+ c3Cδ
1/3
]

(∂2xvht)
2m1,

T5 =

∫

R2

[

− 2c2t+
c3t

δ1/3
+ 4c4t

3
]

(∂2vvht)
2m1.

Choosing

c1 = δ3/2, c2 = δ c3 = δ4/3 and c4 = δ4,

we get that for δ ∈ (0, 1] small enough and for any t ∈ (0, 1], it holds

d

dt
F(t, ht) ≤ 0.

Since 0 < c4 ≤ c1 ≤ c3 ≤ c2 and the choice of c1, c2 and c3, we finally get that

c4 t
9/2
(

‖∂x,vht‖2L2(m1)
+ ‖∂2vvht‖2L2(m1)

)

≤ F(t, ht) ≤ F (0, h0) = ‖h0‖2L2(m2)
.

Step 3. Proof of inequality (4.4). From the definition of A we notice that

‖ASBε(t)h‖H2
v(m) ≤ C′t−9/2e−t‖h‖L2(m), ∀ t ∈ (0, 1],

for some constant C′. It is important to remark that since A lies in a compact,
we do not need anymore two different weights m1 and m2. Therefore, we apply
Proposition 2.5 with X = L2(m), Y = H2

v (m), Θ = 9/2 and α∗ = −1 to
get (4.4).

4.2. Spectral analysis on the linear operator in the disconnected case. The FhN
kinetic equation in the case ε = 0 is linear and writes

∂tg = ∂x(Ag) + ∂v(B0 g) + ∂2vvg

B0 = v (v − λ) (v − 1) + x,

Theorem 2.3 states that there exists at least one function G0 ∈ P(R2) ∩H2
v (m)

which is a solution to the associated (linear) stationary problem

L0G0 = ∂x(AG0) + ∂v(B0G0) + ∂2vvG0 = 0.

Since the operator now enjoys a positive structure (it generates a positive semi-
group SL0

), we can perform a more accurate analysis. Indeed, we can apply the
the abstract Krein-Rutman theorem 4.1 previously stated.
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Proof (of the stability around ε = 0 in Theorem 2.3). Let us assume for a first
moment that hypotheses of the abstract Theorem 4.1 hold for L0 with α∗ = −1.
We easily remark that

λ = 0, f∞ = G0 φ = 1,

therefore, there exists ᾱ ∈ (−1, 0) such that

Σ(L0) ∩∆ᾱ = {0},
and

∀ f0 ∈ L2(m), ∀ t ≥ 0 ‖SL0
(t)f0−〈f0〉G0‖L2(m) ≤ C eᾱt‖f0−〈f0〉G0‖L2(m).

For ε > 0, we recall that any Gε such that

Qε[JGε ]Gε = 0,

then

∂

∂t
(Gε −G0) + L0(Gε −G0) = h, h = ε ∂v((v − J (Gε))Gε),

and thanks to Duhamel’s formula, we get that

‖Gε −G0‖L2(m) ≤ ‖SL0
(t)(Gε −G0)‖L2(m) +

∫ t

0

‖SL0
(t− s)h‖L2(m) ds.

Since Gε −G0 and h have zero mean, it follows that

‖Gε −G0‖L2(m) ≤ C‖Gε −G0‖L2(m)e
ᾱt + ε

C

|ᾱ| ‖Gε‖H1
v(Mm)(1 − eᾱt),

and letting t→ ∞ we conclude that there exists Cᾱ > 0 such that

‖Gε −G0‖L2(m) ≤ εCᾱ‖Gε‖H1
v(Mm).

Finally, thanks to Corollary 3.6, we have

0 = 〈Qε[JGε ]Gε, Gε〉H1 ≤ K1 −K2‖Gε‖2H1 ≤ K1 − cδK2‖Gε‖2H1(m2)
,

for any exponential weight m2, then for κ2 > κ, we have that

‖Gε‖2H1
v(Mm) ≤ Cκ,κ2

‖Gε‖2H1(m2)
≤ Cκ,κ2

K1/cδK2,

and in the small connectivity regime ε ∈ (0, ε0), constants K1 and K2 do not
depend on ε. Defining η(ε) = εCᾱCκ,κ2

K1/cδK2 we get the stability part of
Theorem 2.3.

It only remains to verify that the requirement of Theorem 4.1 are fulfilled for
L0 in the Banach lattice X = L2(m).

1.(a) the splitting (4.1) has the nice structure. Indeed, the Lemma 4.2 implies
that B0 + 1 is hypodissipative in L2(m), therefore

‖SB0
(t)‖B(L2(m)) ≤ Ce−t, ∀ t ≥ 0,

i.e., it suffices to take α∗ = −1.
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(b) if Y = H2
v (m) and X = L2(m), the desired inequality is consequence of

Lemma 4.3.
2. The requirement is obtained for β = 0 and ψ = 1. Indeed, in that case

L ∗
0 ψ = Q∗

01 = 0 ≥ βψ.

3. A side consequence of (3.6) is the positivity of the semigroup:

f0 ≥ 0 ⇒ SL0
f0(t) ≥ 0, ∀ t ≥ 0.

Moreover, using that L2(m) is also a Hilbert space, we deduce the Kato’s
inequalities.

4. The strict positivity (or strong maximum principle) is a straightforward con-
sequence of Theorem B.1 in Appendix B.

We finish this section by summarizing the properties of the spectrum of L0

in the space L2(m) and with a useful result on the regularisation properties of
RL0

(z).

Proposition 4.4

(i) There exists ᾱ < 0 such that the spectrum Σ(L0) of L0 in L2(m) writes

Σ(L0) ∩∆ᾱ = {0},

with 0 a simple eigenvalue.
(ii) For any α > ᾱ, there exists a constant CH1

v
> 0 depending on (α − ᾱ), such

that

‖RL0
(z)‖B(L2(m),H1

v(m)) ≤ CH1
v
(1 + |z|−1), ∀ z ∈ C \ {0},Re(z) > α.

Proof. It only remains to prove (ii). Let us consider z ∈ ∆α \ {0}, and take
f, g ∈ L2(m) such that

(L0 − z)f = g.

Thanks to Lemma 4.2 and the definition of A, we get

(Re(z)− ᾱ)‖f‖2L2(m) + ‖∂vf‖2L2(m) ≤ ‖g‖L2(m) ‖f‖L2(m) +N ‖f‖2L2(m).

Moreover, (i) tells us that 0 is an isolated simple eigenvalue for L0 in L2(m),
then RL0

(z) writes as the Laurent series (see for example [23, Section 3.5])

RL0
(z) =

∞
∑

k=−1

zkCk, Ck ∈ B(L2(m)),

which on a small disc around 0 converges. Thus, there is some C0 > 0 such that
‖RL0

(z)‖B(L2(m)) ≤ C0 |z|−1 for any z ∈ ∆α, z 6= 0. Finally, we notice that

min(1, α− ᾱ)‖f‖H1
v(m) ≤ 2(1 + (1 +N)C0|z|−1) ‖g‖L2(m),

therefore it suffices to take CH1
v
= 2(1 + (1 +N)C0)/min(1, α− ᾱ).
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5. Stability of the stationary solution in the small connectivity

regime

In this final analytic part of the paper, we establish the exponential convergence
of the nonlinear equation. To that aim, we first show that in the small connec-
tivity regime, the linear operator Lε inherits (in a sense that we precise later
on) the stability properties of L0.

5.1. Uniqueness of the stationary solution in the weak connectivity regime. As a
first step in the proof of Theorem 2.4, we need a uniqueness condition that, for
instance, can be settled as a consequence of the following estimate:

Lemma 5.1 Let f ∈ L2(m) be the solution to the linear equation L0f = g, then
there exists a constant CV such that for any g ∈ L2(m), 〈g〉 = 0 there holds

‖f‖V := ‖f‖L2(M2m) + ‖∇vf‖L2(Mm) ≤ CV ‖g‖L2(m). (5.1)

Proof. We easily compute

∫

R2

(L0f)f Mm = −
∫

R2

p(x, v)f2m−
∫

R2

(∂vf)
2Mm,

for some p(x, v) polynomial in x and v with leading term v6 + x4. Therefore,
there exists some constants K1 > 0 and 0 < K2 < 1, such that

∫

R2

(L0f)fMm ≤ K1

∫

R2

f2m−K2

∫

R2

f2M2m−K2

∫

R2

(∂vf)
2Mm.

The invertibility of L0 in L2(m) for zero mean functions, writes

L0f = g ∈ L2(m), 〈g〉 = 0 ⇒ ‖f‖L2(m) ≤ Cᾱ ‖g‖L2(m),

with Cᾱ given in the proof of the stability part of Theorem 2.3. As a consequence,
for any f and g as in the statement of the lemma, we have

∫

R2

f2M2m+

∫

R2

(∂vf)
2Mm ≤ − 1

K2

∫

R2

g fMm+
K1

K2

∫

R2

f2m

≤ 1

2

∫

R2

f2M2m+
1

2K2
2

∫

R2

g2m+
K1C

K2

∫

R2

g2m,

from which (5.1) immediately follows.

Corollary 5.2 There exists ε1 ∈ (0, ε0) such that in the small connectivity
regime ε ∈ (0, ε1) the stationary solution is unique.

Proof. We write

Gε − Fε = εL −1
0

[

∂v

(

(v − J (Fε))Fε − (v − J (Gε))Gε

)]

= εL −1
0

[

∂v

(

(v − J (Fε))(Fε −Gε) + (J (Fε)− J (Gε))Gε

)]

(5.2)
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As a consequence, using the invertibility property of L0 for zero mean functions,
and the uniform bound (2.5) on Gε, Fε, we get

‖Fε −Gε‖V ≤ εCᾱ

∥

∥∂v
(

(v − J (Fε))(Fε −Gε) + (J (Fε)− J (Gε))Gε

)∥

∥

L2(m)

≤ εC ‖Fε −Gε‖V ,

for some C depending on the parameters of the system and ε0. The previous
relationship implies, in particular, that ‖Fε −Gε‖V = 0 for ε < ε1 = 1/C.

5.2. Study of the Spectrum and Semigroup for the Linear Problem. We now turn
into a generalisation of Proposition 4.4 in the case ε > 0 small. Since the pos-
itivity of the operator is lost, Krein-Rutman theory does not apply anymore,
however we can prove the following result based on a perturbation argument

Theorem 5.3. Let us fix α ∈ (ᾱ, 0). Then there exists ε2 ∈ (0, ε1) such that for
any ε ∈ [0, ε2], there hold

(i) The spectrum Σ(Lε) of Lε in L2(m) writes

Σ(Lε) ∪∆α = {µε},

where µε is a eigenvalue simple. Moreover, since Lε remains in divergence
form, we still have

L ∗
ε 1 = 0

and then µε = 0.
(ii) The linear semigroup SLε(t) associated to Lε in L2(m) writes

SLε(t) = eµεtΠε +Rε(t),

where Πε is the projection on the eigenspace associated to µε and where Rε(t)
is a semigroup which satisfies

‖Rε(t)‖B(L2(m)) ≤ CLε1
eαt,

for some positive constant CLε1
independent of ε.

To enlighten the key points of the proof we present it in three steps: accurate
preliminaries, geometry of the spectrum of the linear operator in the small con-
nectivity regime and sharp study of the spectrum close to 0:

Step 1. Accurate preliminaries: Let us introduce the operator

Pε = Lε − L0 = − ε ∂v((v − J (Gε)) ·) + εJ (·) ∂vGε.

Our aim is to estimate the convergence to 0 of this operator in a suitable norm.
We notice that, for two exponential weights m1,m2 as in (2.1) with κ1 < κ2, it
holds

‖Pεh‖2L2(m1)
≤ C ε2

∫

R2

(

h2 + v2|∂vh|2
)

m1 + C ε2J (h)2

≤ C ε2
(

‖h‖2L2(m1)
+ ‖∂vh‖2L2(m2)

)

,
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where C depends only on the parameters of the system and, in the small con-
nectivity regime, on ε1. Therefore, there exists CPε1

> 0 such that

‖Pεh‖L2(m1) ≤ CPε1
ε‖h‖H1

v(m2).

Step 2. Geometry of the spectrum of Lε.

Lemma 5.4 For any z ∈ ∆α, z 6= 0 let us define Kε(z) by

Kε(z) = −Pε RL0
(z)ARBε(z).

Then, there exists η2(ε) −−−→
ε→0

0, such that

∀ z ∈ Ωε := ∆α \ B̄(0, η2(ε)), ‖Kε(z)‖B(L2(m)) ≤ η2(ε)(1 + η2(ε)).

Moreover, there exists ε2 ∈ (0, ε1] such that for any ε ∈ [0, ε2] we have

1. I +Kε(z) is invertible for any z ∈ Ωε

2. Lε − z is also invertible for any z ∈ Ωε and

∀ z ∈ Ωε, RLε(z) = Uε(z)
(

I +Kε(z)
)−1

where
Uε(z) = RBε(z)−RL0

(z)ARBε(z).

We thus deduce that
Σ(Lε) ∩∆α ⊂ B(0, η2(ε)).

Proof. We define m1 and m2 two exponential weights with m1 = m. From
Lemma 4.2, Proposition 4.4 and the Step 1 we get that for any z ∈ Ωε, any
h ∈ L2(m)

‖Kε(z)h‖L2(m) ≤ εCPε1
‖RL0

(z)ARBε(z)h‖H1
v(m2)

≤ εCPε1
CH1

v
(1 + |z|−1)‖ARBε(z)h‖L2(m2)

≤ εCPε1
CH1

v
(1 + |z|−1)Cε1‖h‖L2(m),

where Cε1 is an upper bound of ‖ARBε‖B(L2(m),L2(m2)) that does not depend
on ε. Defining

η2(ε) := (εCPε1
CH1

v
Cε1 )

1/2,

it holds

‖Kε(z)‖B(L2(m)) ≤ η2(ε)
2(1 + η2(ε)

−1) = η2(ε)(1 + η2(ε)), ∀ z ∈ Ωε,

therefore, fixing ε2 > 0 such that η2(ε) < 1/2, ∀ ε ∈ (0, ε2], we obtain the
invertibility of I +Kε(z).

Finally, for any z ∈ Ωε:

(Lε − z)Uε(z) = I +Kε(z),

then there exists a right inverse of Lε− z. The rest of the proof is similar to the
proof of [39, Lemma 2.16].
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Step 3. Sharp study of spectrum close to 0.
Let us fix r ∈ (0,−α] and choose any εr ∈ [0, ε2] such that η2(εr) < r in such

a way that Σ(Lε)∩∆α ⊂ B(0, r) for any ε ∈ [0, εr]. We may define the spectral
projection operator

Πε := − 1

2πi

∫

|z′|=r

RLε(z
′) dz′.

We have then the

Lemma 5.5 The operator Πε is well defined and bounded in L2(m). Moreover,
for any ε ∈ [0, εr], it holds

‖Πε −Π0‖B(L2(m)) ≤ η3(ε),

for some η3(ε) −−−→
ε→0

0.

Proof. Let us notice that

Π0 = − 1

2πi

∫

|z′|=r

(RB0
(z′)−RL0

ARB0
(z′)) dz′ =

1

2πi

∫

|z′|=r

RL0
ARB0

(z′) dz′

and

Πε = − 1

2πi

∫

|z′|=r

(RBε(z
′)−RL0

ARBε(z
′))(I +Kε(z

′))−1 dz′

= − 1

2πi

∫

|z′|=r

RBε(z
′)Kε(z

′)(I +Kε(z
′))−1 dz′

+
1

2πi

∫

|z′|=r

RL0
ARBε(z

′)(I +Kε(z
′))−1 dz′.

Then, we deduce that

Πε −Π0 = − 1

2πi

∫

|z′|=r

RBε(z
′)Kε(z

′)(I +Kε(z
′))−1 dz′

+
1

2πi

∫

|z′|=r

RL0
A (RBε(z

′)−RB0
(z′)) dz′

− 1

2πi

∫

|z′|=r

RL0
ARBε(z

′)(I − (I +Kε(z
′))−1) dz′,

here, the first and third terms are going to 0 because of the upper bounds of
Kε(z). For the second term, it suffices to notice that

RBε(z
′)−RB0

(z′) = RB0
(z′) (Bε − B0)RBε(z

′),

and use that (Bε − B0) = Pε.

To conclude the proof we recall the following lemma from [23, paragraph I.4.6]

Lemma 5.6 Let X be a Banach space and P,Q two projectors in B(X) such
that ‖P−Q‖B(X) < 1. Then the ranges of P and Q are isomorphic. In particular,
dim(R(P )) = dim(R(Q)).

Provided with this lemma and fixing ε′ such that η3(ε
′) < 1, we get the

Corollary 5.7 There exists ε′ > 0 such that for any ε ∈ [0, ε′] there holds

Σ(Lε) ∩∆α = {µε} and the eigenspace associated to µε is 1-dimensional.
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5.3. Exponential stability of the NL equation. In the small connectivity regime
ε ∈ (0, ε′), let us consider the variation h := fε−Gε, with fε solution to (1.2) and
Gε the unique solution to (2.7) given by Theorem 2.3. By definition, h satisfies
the evolution PDE:

∂th = L0h− ε∂v(vh) + εJ (fε)∂vfε − εJ (Gε)∂vGε = Lεh+ εJ (h)∂vh,

moreover, the nonlinear part is such that

‖εJ (h)∂vh‖L2(m) ≤ C ε ‖h‖L2(m)‖∂vh‖L2(m)

for some positive constant C.

Proof (of Theorem 2.4). Let us first notice that, thanks to inequality (2.5) and
the definition of J (·), we have that

‖εJ (h)∂vh‖L2(m) ≤ CNL ε ‖h‖L2(m), ∀h0 ∈ H1(m),

where

CNL = c−1
δ max(C2, ‖h0‖H1(m)).

On the other hand, Duhamel’s formula reads

h = SLε(t)h0 +

∫ t

0

SLε(t− s)
(

εJ (h)∂vh
)

ds,

then, we have that

u(t) := ‖h‖L2(m) ≤ ‖SLε(t)h0‖L2(m) +

∫ t

0

‖SLε(t− s)
(

εJ (h)∂vh
)

‖L2(m) ds

≤ CLε1
eαt‖h0‖L2(m) + CLε1

CNL ε

∫ t

0

eα(t−s)‖h‖L2(m) ds

= CLε1
eαtu(0) + CLε1

CNL ε

∫ t

0

eα(t−s)u(s) ds.

In particular,

u(t) ≤ CLε1
u(0) e(α+CLε1

CNLε)t,

Summarising, it suffices to define η∗(ε) := C2/
√
ε to get that for any f0 such

that

‖f0 −Gε‖H1(m) ≤ η∗(ε),

it holds

‖fε(t)−Gε‖L2(m) ≤ CLε1
‖f0 −Gε‖L2(m)e

α∗t,

with

α∗ = α+ CLε1
c−1
δ C2

√
ε∗ < 0,

if ε∗ is small enough.
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6. Open problems beyond the weak coupling regime

In the weak coupling regime, we have demonstrated that existence and unique-
ness of solutions persist. In that regime, noise overcomes nonlinear effects and the
system is mixing: one finds a unique distribution with an everywhere strictly pos-
itive density. As coupling increases, highly non-trivial phenomena may emerge
as nonlinear effects of the McKean-Vlasov equation. For instance, it is likely that
in another asymptotic regime in which coupling is non-trivial and noise goes to
zero, Dirac-delta distributed solutions shall emerge (in which all neurons are
synchronized and their voltage and adaptation variable are equal to one of the
stable fixed point of the deterministic Fitzhugh-Nagumo ODE).

Here, we numerically explore the dynamics of the Fitzhugh-Nagumo McKean-
Vlasov equation using a Monte-Carlo algorithm. We observe that complex phe-
nomena occur as the coupling is varied. That numerical evidence tends to show
that several additional equilibria may emerge, the stability of stationary solu-
tions may change as a function of connectivity levels, and attractive periodic
solution in time may emerge. These regimes are particularly interesting from
the application viewpoint: indeed, among important collective effects in biology,
from large networks often emerge bistable high-state of down-states (character-
ized by high or low firing rates), and even oscillations. These two phenomena are
particularly important in developing and storing memories, and this occurs by
slowly reinforcing connections [22]. Interestingly, these two types of behaviors
emerge naturally in the FhN McKean Vlasov equation beyond weak coupling.
For instance, for fixed σ = 0.5, we present the solutions of the particle system
varying the connectivity weight beyond small values, both in the bistable case (in
which the FhN model presents two stable attractors) and the excitable regime,
the most relevant for biological applications, characterized by a single stable
equilibrium and a manifold separating those trajectories doing large excursions
(spikes) from those returning to the resting state directly. In both cases, we ob-
serve (i) that the unique stationary solution is not centered close from a fixed
point of the dynamical system: neurons intermittently fire in an asynchronous
manner for small coupling. As coupling increases, a periodic attractive solu-
tion emerges, before the appearance of distinct stationary solutions (two in the
bistable case, one in the excitable case). These phenomena are depicted in Fig. 1.
Proving, for larger coupling, the existence and stability of a periodic solution or
distinct and multiple stationary solutions constitute exciting perspectives of this
work.

These phenomena are actually conjectured to be generic in coupled excitable
systems subject to noise.

A. Mean-Field limit for Fitzhugh-Nagumo neurons

Let us start by a well known result with is a simple application of global existence
and path wise uniqueness for system of SDE, see [16, Chapter 5, Theorems 3.7
and 3.11] for example. Consider the particle system for 1 ≤ i ≤ N :











dvit =
(

vit (v
i
t − λ) (1 − vit)− xit + I0

)

dt+
J

N

N
∑

j=1

(

vit − vjt
)

dt+ dW i
t

dxit = (−axit + bvit)dt,

(A.1)
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Fig. 1. Permanent (non-transient) regimes of the FhN particle system for N = 2000. Top row
ε = 0.1, middle row ε = 1, and bottom row ε = 3. The unique stationary solution in the small
coupling limit analyzed in the manuscript visits both attractors transiently (middle), while
in the high coupling regime (bottom), the system remains around one of the attractors (the
system has at least two such solutions). In an intermediate regime, the system shows periodic
oscillations (see voltage and recovery evolution in the middle row).

with initial data (X i
0, V

i
0 ) for 1 ≤ i ≤ N distributed according to f0 ∈ P2(R

2),
i.e., a probability measure in R2 with finite second moment. Here the (W i

t )t≥0 are
n independent standard Brownian motions in R. This result was stated in [5]. In
that paper, the authors use a stopping in the n-voltage variables which requires
finely controlling all trajectories. We prove here a simpler version of the result
based on a-priori estimates.

Lemma A.1 Let f0 ∈ P(R2) be a probability with finite second moment, and
a set of random variables (X i

0, V
i
0 ) with law f0. Then (A.1) admits a path wise

unique global solution with initial datum (X i
0, V

i
0 ) for 1 ≤ i ≤ N .

Proof. The system (A.1) can be written in R2N as the SDE

dZN
t = σN dBN

t + b(ZN
t ) dt,
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where ZN
t = (x1t , v

1
t , . . . , x

N
t , v

N
t ), σN is a constant 2N × 2N sparse matrix,

(BN
t )t≥0 is a standard Brownian motion on R2N , and b : R2N → R2N is a

function defined in the obvious way. It is easy to see that b is a locally Lipschitz
function, moreover, letting 〈·, ·〉 and ‖ · ‖ the scalar product and the Euclidean
norm on R2N respectively, then for all ZN = (x1, v1, . . . , xN , vN ),

〈ZN ,b(ZN )〉 =
N
∑

i=1

xi(−axi + bvi) +

N
∑

i=1

vi
(

vi (vi − λ) (1 − vit)− xi + I0
)

+
J

N

N
∑

i.j=1

vi
(

vi − vj
)

≤
N
∑

i=1

(b− 1)xivi +
N
∑

i=1

(

J |vi|2 − a|xi|2
)

− J

N

N
∑

i.j=1

vivj + CN

≤ C(1 + ‖ZN‖2).
This is a sufficient condition for global existence and pathwise uniqueness (see
e.g. [25]).

Mean-Field limit. Now we turn to the propagation of chaos property. We already
know the existence and uniqueness of the particle system (A.1), moreover the
nonlinear SDE:














dv̄t =
(

v̄t(v̄t − λ)(1 − v̄t)− x̄t + I
)

dt+ J

∫

R2

(v̄t − v) dft(x, v) dt + dWt,

dx̄t = (−ax̄+ bv̄t)dt

ft = law(x̄t, v̄t), law(x̄0, v̄0) = f0.

(A.2)
is also well-posed for f0 ∈ L1(M) ∩ L1 logL1 ∩ P(R2), as a consequence of The-
orem 2.2. Then, for instance, we can sate the

Theorem A.2. Let f0 be a Borel probability measure and (X i
0, V

i
0 ) for 1 ≤ i ≤ N

be N independent variables with law f0. Let us assume that the solutions to (A.1)
and (A.2) with initial data (X i

0, V
i
0 ) and f0 are well defined on [0, T ] and such

that

sup
[0,T ]

{

∫

R2

(|x|2 + |v|2) dft(x, v)
}

< +∞, (A.3)

with ft = law(x̄it, v̄
i
t) (which actually does not depend on i by exchangeability).

Then there exists a constant C > 0 such that

E
[

|xit − x̄it|2 + |vit − v̄it|2
]

≤ C

N
eCt. (A.4)

Proof. We start by writing X i
t = xit − x̄it and V i

t = vit − v̄it. For notational
convenience we drop the time dependence subindex and take J = 1. Because xit
and x̄it are driven by the same Brownian motion, we have that























dV i =
(

vi(vi − λ)(1 − vi)− v̄i(v̄i − λ)(1 − v̄i)−X i
)

dt

+
1

N

N
∑

j=1

(

vit − vjt
)

dt−
∫

R2

(v̄i − v) dft(x, v) dt

dX i = (−aX i + bV i)dt,
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We define α(t) = E
[

|X i|2 + |V i|2
]

which is independent of the label i by
symmetry and exchangeability of the system. It is not hard to see that

1

2

d

dt
E
[

|X i|2
]

= E
[

b|X i| |V i| − a|X i|2
]

≤ b

2
α(t),

and

1

2

d

dt
E
[

|V i|2
]

= E
[

V i
(

vi(vi − λ)(1 − vi)− v̄i(v̄i − λ)(1 − v̄i)−X i
)]

+E

[V i

N

N
∑

j=1

(

vit − vjt
)

dt− V i

∫

R2

(v̄i − v) dft(x, v)
]

=: S1 + S2.

Estimate for S1: Let us first notice that

vi(vi − λ)(1 − vi)− v̄i(v̄i − λ)(1 − v̄i) = −(|vi|3 − |v̄i|3) + (1 + λ)(|vi|2 − |v̄i|2)− λV i

= −V i(|vi|2 + vi v̄i + |v̄i|2) + (1 + λ)V i(|vi|+ |v̄i|)− λV i,

therefore

S1 = E[|V i|2(−|vi|2 − vi v̄i − |v̄i|2 + (1 + λ)(|vi|+ |v̄i|)− λ)]− E[V iX i],

and by consequence there is some constant C > 0 such that

S1 ≤ Cα(t). (A.5)

Estimate for S2: By definition, it holds

S2 = E

[

V i(vit − v̄i)− V i

N

N
∑

j=1

(

vjt −
∫

R2

v dft(x, v)
)

]

= E
[

|V i|2
]

− 1

N
E

[

V i
N
∑

j=1

(

vjt −
∫

R2

v dft(x, v)
)]

.

Moreover, by symmetry we know that S2 does not depend on a particular i,
therefore we take i = 1 to get

S2 ≤ E
[

|V 1|2
]

+
1

N

(

E
[

|V 1|2
]

)1/2(

E

[

∣

∣

N
∑

j=2

(

vjt −
∫

R2

v dft(x, v)
)

∣

∣

2
])1/2

.

Now, defining Y j = vjt −
∫

R2 v dft(x, v), for j 6= k, we find that

E
[

Y jY k
]

= E

[

E
[

Y j | (x̄1, v̄1)
]

E
[

Y k | (x̄1, v̄1)
]

]

,

but

E
[

Y j | (x̄1, v̄1)
]

= E

[

vjt −
∫

R2

v dft(x, v)
]

= 0.



38 S. Mischler, C. Quiñinao, J. Touboul

Hence, fixing j∗ ∈ {2, . . . , N}

E

[

∣

∣

N
∑

j=2

(

vjt −
∫

R2

v dft(x, v)
)

∣

∣

2
]

= (N − 1)E
[

∣

∣vj∗t −
∫

R2

v dft(x, v)
)

∣

∣

2
]

= (N − 1)

∫

R2

(

w −
∫

R2

v dft(x, v)
)2

dft(y, w) ≤ C(N − 1),

since the second moment of ft is uniformly bounded in [0, T ]. Finally we conclude
that

S2 ≤ α(t) + α(t)1/2
C√
N
. (A.6)

Finally, going back to the bounds on α(t), we put together (A.5) and (A.6)
to find

d

dt
α(t) ≤ Cα(t) + 2α(t)1/2

C√
N

≤ Cα(t) +
C

N
,

and using Grönwal’s Lemma,

α(t) ≤
(

α(0) +
C

N

)

eCt =
C

N
eCt

which finishes the proof.

B. Strong maximum principle for the linearized operator

In this final appendix we shall extend the result provided in [40, Corollary A.20]
to our framework. These local positivity estimates are classical in hypoelliptic
equations and they are a necessary condition for Theorem 2.3. Here, our result
is time dependant and by consequence more general than it is needed in the
applications.

In the sequel, we shall use the notation

Br(x0, v0) := {(x, v) ∈ R
2 ; |v − v0| ≤ r, |x− x0| ≤ r3},

and come back to the classical notation ∇x,v = Dx,v and ∂2vv = ∆v. Also, we
simplify the problem by choosing a = b = 1, but the proof can be easily extended
to the general case.

Theorem B.1. Let f(t, x, v) be a classical nonnegative solution of

∂

∂t
f −∆vf = A(t, x, v)∇vf +B(x, v)∇xf + C(t, x, v) f (B.1)

in [0, T )×Ω, where Ω is an open subset of R2, and A,C : [0, T )×R2 and bounded
continuous functions and B(x, v) = x− v. Let (x0, v0) ∈ Ω and Ā and C̄ upper
bounds of respectively ‖A‖L∞ and ‖C‖L∞.

Then, for any r, τ > 0 there are constants λ, K > 0, only depending on Ā, C̄
and r2/τ such that the following holds: If Bλr(x0, v0) ⊂ Ω, τ < min(1/2,− log(r3/2|x0−
v0|)) and f ≥ δ > 0 in [τ/2, τ)×Br(x0, v0), then f ≥ Kδ in [τ/2, τ)×B2r(x0, v0).

Theorem B.1 implies, via covering arguments in variables t, x, v the
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Corollary B.2 If f ≥ 0 solves (B.1) in [0, T ) × Ω and f ≥ δ > 0 in [0, T )×
Br(x0, v0), then for any compact set K ⊂ Ω containing (x0, v0) and for any
t0 ∈ (0, T ), we have f ≥ δ′ > 0 in [t0, T ) × K where δ′ only depends on
Ā, C̄,K,Ω, x0, v0, r, t0, δ.

Proof (Proof of Theorem B.1).
We only explain how to adapt the proof of Theorem A.19 given in [40]. Let

g = eC̄tf(t, x, v); then g ≥ f and L g ≥ 0 in (0, T )× Ω, where

L = ∂t + (v − x)∇x −∆v −A(t, x, v)∇v .

Next, we construct a particular subsolution for L. In the sequel, Br stands
for Br(x0, v0) and we define Xt(x0, v0) = v0 + (x0 − v0)e

−t.
Step 1. Construction of the subsolution.

For t ∈ (0, τ ] and (x, v) ∈ Ω \Br let

P (t, x, v) = α
(v − v0)

2

2t
− β

t2
(v − v0)(x−Xt) + γ

(x −Xt)
2

2t3
,

with α, β, γ > 0 to be chosen later on. Let further define

ϕ(t, x, v) = δ e−µP (t,x,v) − ε,

where µ, ε > 0 will also be chosen later on. If we assume that β2 < αγ, then P
is a positive quadratic form in the variables v − v0 and x−Xt. Clearly

Lϕ = −µ δ e−µP E(P ),

where

E(P ) = ∂tP + (v − x)∇xP −△vP + µ |∇vP |2 −A(t, x, v)∇vP.

By straightforward computation we find that E = E1 + E2, with

E1(P ) =
(

µα2 − α

2
− β

) (v − v0)
2

t2
+ 2
(

β +
γ

2
− µαβ

) (v − v0)(x−Xt)

t3

+
(

µβ2 − 3 γ

2

) (x−Xt)
2

t4

and

E2(P ) = β
(v − v0)(x −Xt)

t2
− α

1

t

−γ (x −Xt)
2

t3
− α

A(t, x, v)(v − v0)

t
+ β

A(t, x, v)(x −Xt)

t2
.

Now we notice that E1 is defined by the quadratic form

Mq =





µα2 − α

2
− β β +

γ

2
− µαβ

β +
γ

2
− µαβ µβ2 − 3 γ

2




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which is nothing but a quadratic polynomial on (v − v0)/t and (x−Xt)/t
2. As

µ→ ∞






trMq = µ(α2 + β2) +O(1)

detMq = µ
[ 3αβ2

2
+ αβ γ − β3 − 3α2γ

2

]

+O(1),

both positive quantities if β > α and α γ > β2. In particular, for β = 2α and
γ = 8α,

{

trMq = 5α2 µ+O(1)

detMq = 2α3 µ+O(1),

and letting µ → ∞ the eigenvalues of Mq are of order µβ2 and β. So, for any
fixed C > 0 we may choose α, β, γ and µ such that

E1(P ) ≥ Cβ
( (v − v0)

2

t2
+

(x−Xt)
2

t4

)

.

Second, if t ∈ (0, 1) then

E2(P ) ≥ −4β
(x−Xt)

2

t4
− 3β(v − v0)

2

2
− 3β(x−Xt)

2

2t4
− 2βĀ2 − β

2t
,

and making τ ≤ 1, we get,

E(P ) ≥ const
β

t

[

C
( (v − v0)

2

t
+

(x −Xt)
2

t3

)

− 1
]

,

with C arbitrarily large.
Let us briefly describe the rest of the proof. Recall that (x, v) /∈ Br so

1. either |v − v0| ≥ r, then E(P ) ≥ const.(β/t)[Cr2/τ − 1], which is positive for
C > τ/r2;

2. or |x−x0| ≥ r3, and then, if τ ≤ 1
2 min(1,− log( r3

|x0−v0|
)) then for any t ∈ [0, τ)

|Xt − x0| ≤ r3/2 and
|x−Xt|2

t2
≥ |x− x0|2

2t2
− |Xt − x0|2

t2
≥ r6

4τ2
,

so E(P ) ≥ const.(β/t)[Cr6/4τ3− 1], which is positive as soon as C > 4τ3/r6.

Summarizing: under the assumptions, we can always choose constants γ >
β > α > 1 and αγ > β2, depending only on Ā and r2/τ , so that

Lϕ ≥ 0, in [0, τ)× (Bλr \Br),

as soon as τ < min(1/2,− log(r3/2|x0 − v0|)).
Step 2. Boundary conditions. We now wish to prove that ϕ ≤ g for t = 0 and
for any (x, v) ∈ ∂(Bλr \Br); then classical maximum principle will do the rest.

Let us first notice that the boundary condition at t = 0 is obvious (ϕ can be
extended by continuity by 0 at the initial time). The condition at ∂Br is also
true since ∀ (x, v) ∈ ∂Br: ϕ ≤ δ ≤ g.
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It remains to fix the remaining parameters in order to conclude that ϕ ≤ g in
∂Bλr. From the choice of α, β and γ, it is easy to see that for any (x, v) ∈ ∂Bλr

:

P (t, x, v) ≥ α

4

((v − v0)
2

t
+
(x−Xt)

2

t3

)

≥ α

4
min

(λ2r2

τ
,
λ6r6

4τ3

)

≥ αλ2

16
min

(r2

τ
,
r6

τ3

)

,

notice that we are imposing λ > 1. Choosing

ε = δ exp
(

− µαλ2

16
min

(r2

τ
,
r6

τ3

))

,

we get ϕ = δ e−µP (t,x,v) − ε ≤ 0 on ∂Bλr. By consequence ϕ ≤ g on the whole
set Bλr.

Let us finally notice that at this point we have uniform bounds for g on
B2r \Br for any t ∈ [τ/2, τ). Indeed,

P (t, x, v) ≤ 2 γ

(

(v − v0)
2

t
+
(x−Xt)

2

t3

)

≤ 2 γ
(8 r2

τ
+
1026 r6

τ3

)

≤ 2068 γ max
(r2

τ
,
r6

τ3

)

Then, for λ big enough we find K0 > 0 such that

ϕ(t, x, v) ≥ δ
[

exp
(

−2068µ γ max
(r2

τ
,
r6

τ3

))

−exp
(

−µαλ
2

16
min

(r2

τ
,
r6

τ3

))]

≥ K0 δ,

because γ = 8α, to find such λ it suffices that

2068× 16× 8 max
(r2

τ
,
r6

τ3

)

≤ λ2 min
(r2

τ
,
r6

τ3

)

,

by consequence λ depends only on r2/τ .
Finally, we find K,λ > 0 depending on Ā, C̄ and r2/τ such that

f ≥ K0 δ e
−τ C̄ on [τ/2, τ)× (B2r \Br).

Remark B.3 Let us notice that we can extend Theorem B.1 to some cases when
A or C are not necessarily bounded and Ω = R

2. It suffices to take any r, τ > 0
and fix λ (which as we saw only depends on a numerical constant and the ratio
r2/τ). We can then fix R > 0 big enough, in order to have that λr < R and
study the equation into BR, where by continuity A and C attain their maximum
in the compact set [0, τ ]× B̄R.
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