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Abstract: Since oil and gas facilities can be in multiple states (i.e. operate at different production levels) 

ranging continuously from nil to full production, the availability, which measures the expected proportion of 

time in a single (up) state, is too restrictive for performance evaluations. The concept of production 

availability has then been defined in ISO 20815 as the ratio of production to a reference level (e.g. the design 

or contracted rate), over a specified period of time. It is notably used to verify production objectives and 

requirements, identify critical items, compare alternatives and help for economic optimisation. 

The present paper discusses the concepts of production availability (definitions, objectives), and presents a 

procedure to perform production availability analyses. The procedure, which is provided with several 

references, consists in objectives and preparation, study basis, model development, and production 

availability analyses. Contributions of the paper include a review of factors that have an impact on 

production availability (events included in the scope, system configuration, equipment and maintenance 

characteristics, scheduled shutdowns, operational constraints, etc.); the modelling principle (regarding state-

based approach or behavioural modelling) and the use of flow capacity block diagrams (FCBD); the analysis 

principle (time-dependent and average computations, Monte Carlo simulations) and importance measures. 
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1.  CONCEPTS 

 

The expediency of oil and gas exploitation depends on the availability of processing facilities. The 

availability is standardized as the ability of an item to be in a state to perform a required function under 

given conditions at a given instant of time, or in average over a given time interval, assuming that the 

required external resources are provided [1]. It is based on time, and on a single state (the up state) of an 

item. Since oil and gas facilities can be in multiple states (i.e. operate at different production levels) ranging 

continuously from nil to full production, an up state can be assumed when the actual production is equal to or 

greater than a reference level (e.g. a contracted or a design rate). However, because this availability does not 

differentiate states where production is slightly or highly below the reference level, even if the impact on 

resulting production can be important, it is too restrictive for performance evaluations of production systems. 

Other availability (or “regularity” [2]) measures have then been proposed, notably those discussed by T. 

Aven, 1987 [3]. One measure accepted by the ISO 20815 international standard [4] (which derived from the 

Norsok Z-016 Norwegian standard [5]) is the production availability, defined as the ratio of production to 

planned production, or any other reference level, over a specified period of time. (The latter is volume-based 

instead of state-based; besides, the resulting measure is not a probability.) 

 

The production availability analysis takes part in the production assurance of oil and gas projects, that is, the 

activities implemented to achieve and maintain a performance that is at its optimum in terms of the overall 

economy and at the same time consistent with applicable framework conditions [4]. It is especially suitable 

for projects with medium to high technical risk, and during the first life-cycle phases (feasibility, conceptual 

design, and engineering). The production availability analyses are then used to: 

 predict production-performance, and verify compliance with objectives and requirements (specified 

in the production-assurance programme (PAP) [4]); 

 identify operational conditions, subsystems and equipment items that are critical, and find measures 

for performance improvement; 

 compare alternatives, and enable selection/optimisation of equipment items, configurations, 

maintenance actions, and operations, with economic considerations (under project, technical, 

operational, health, safety, environmental, and regulatory constraints). 

 



 

 

“Production-performance analyses should be consistent and assumptions and reliability data traceable” 

(ISO 20815 [4], informative part). To fulfil this common sense guidance, a procedure for production 

availability analysis has to be followed. The four-step procedure presented in the following sections is based 

on the authors’ experience in reliability, availability, and maintainability (RAM) analyses for oil and gas 

facilities, and meets the recommendations of the general framework given by the ISO 20815 [4]. 

 
2.  OBJECTIVES AND PREPARATION 

 

According to the current phase of the project, more or less decisions regarding the system design have 

already been made, and the purpose of production availability analysis is therefore not the same. During the 

feasibility phase, the objective can be to optimise the asset-development plans by analysing several 

alternatives; during the conceptual design, the optimisation problem is usually reduced to two or three 

alternative field-layout configurations; and during the engineering phase, only a few alternative design 

solutions are still possible, and the production availability analysis is mainly used to verify compliance with 

requirements, for sparing recommendations and spare-parts optimisation. 

 

The production-performance measure also depends on the project phase and relating objectives (and should 

agree with the PAP). To model more exhaustively the performance of a production system, the (volume-

based) production availability (at time t or in average) is usually preferred than the (state-based) availability 

(cf. Section 1). A “reference level” of production has therefore to be defined. To this end, the design rate (i.e. 

maximum input feed rate that can be treated) is often used in early project phases because it is usually time-

independent, convenient for any part or subpart of the production chain (independently of other systems), 

and does not require sales contract or well-production rates to be defined yet. In more advanced phases of a 

project, the planned production volume assuming no (planned or unplanned) downtime can be preferred, 

taking the constraints of sales contract (e.g. through the contracted rate) and well-production potentials (e.g. 

through the actual input feed rate) into account once available. However, to avoid time-dependent constraints 

in the system description and modelling, it is often more convenient to reason in terms of design rate during 

the study basis and model development (cf. Sections 3 and 4), and to translate in terms of other reference 

levels only during the production availability analyses (cf. Section 5). Table 1 given examples of production 

availability definitions according to different reference levels. 

 

Table 1. Definitions of production availability according to different reference levels 
production availability at time t, general definition: 

 ( )  
 ( )

    ( )
  

with  ( ) the actual system production, and     ( ) the reference level of production 

if the design rate    
is the reference level: 

  ( )  
     ( )

  
   ( )  

with   ( ) the actual system capacity 

if the input feed rate   ( ) 
is the reference level: 

  ( )   
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  ( )
 

if the contracted rate   ( ) 
is the reference level: 

  ( )   
   *  ( )   ( )      ( )+

  ( )
 

average production availability, general definition: 
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The production availability is defined for a single product (which has to be clearly defined, with 

specifications). If several products are relevant (e.g. oil, gas, condensate), one measure can then be used per 

product, for informative purpose or multi-objective optimisation issues. Finally, when the effects of 

compensating elements (e.g. downstream buffer storage, other producers) are available, they should also be 

included in the complete assessment of the system production-performance. 

 

Once the objectives and the production-performance measures are defined, the preparation of the production 

availability analysis starts with the collection of all the relevant documents (which are provided by the 

facilities designer and/or customer). According to the current phase of the project, the available documents 

can include the design basis, process description and control philosophy, block flow diagrams (BFD), 

process flow diagrams (PFD), utility flow diagrams (UFD), piping and instrumentation diagrams (PID), 

operation and maintenance strategies, sparing philosophy, RAM data, production profiles, demand profiles, 

etc. The review of these documents then allows the study basis to be established. 



 

 

3.  STUDY BASIS 

 

3.1.  Purpose and events included in the scope 

 

The purpose of the study basis is to present the objectives of the study (cf. Section 2), and to set up all the 

data and assumptions that are required for modelling the system and analysing its production availability. 

The study basis is based on the collected documentation (cf. Section 2), and prepared with the help of 

production/performance and operability reviews (POR). If relevant, RAM testing can also be performed. The 

study basis should be exhaustive enough to allow the model development (cf. Section 4) and the production 

availability analyses (cf. Section 5) to be made (and reproduced) without additional information. The 

engaged data and assumptions should be referenced (with the version of the documents specified) and, when 

required, other choices and expert judgments should be explained. 

 

Before going in depth into the system description, the scope of the study has to be specified in terms of 

events that are included or excluded in the modelling and production availability analyses. According to the 

performance objectives and requirements, these events may cover: process equipment failures (e.g. critical, 

degraded, incipient failures); safety system failures and procedures (e.g. safety shutdowns, spurious trips); 

pipe failures; systematic failures (related in a deterministic way to errors in design, manufacturing, 

operational procedures, etc.); software failures (for programmable equipment items); corrective (unplanned) 

maintenance; preventive (planned) maintenance; turnarounds (e.g. general overhauls) and modifications (e.g. 

design changes); catastrophic events (e.g. fires and explosions, earthquakes and seismic sea waves, 

sabotage). 

 

Once the scope of study is specified, the study basis is composed of two main parts: the system description 

and the RAM data. 

 

3.2.  System description 

 

The system description first comprises the system definition (i.e. the units included in the scope, for example 

taking part of the wells, gathering network, process facilities, utilities, storage, and export) with boundaries 

relative to its surroundings (e.g. the first and the last valves included in the scope, for each relevant line); the 

system design rate (i.e. maximum input feed rate that can be treated); and the system design life (i.e. the 

production lifetime, which is the time period relevant for the analyses) organised, if relevant, in operating 

phases (e.g. start-up, normal operation, production plateau period, operation with partial loads, operation 

with new facilities, run-down) with respective rates (i.e. actual input feed rate and/or contracted rate to be 

treated for each product or kind of product). A flow (capacity block) diagram (cf. Section 4.2) (or a flow 

network) is suitable to depict the routing of the product(s) through all the system units (considered as 

“branches”), with specifying their respective design rates (expressed in absolute value) or equivalent design 

capacities (expressed in percentage of the system design rate). 

 

Then, a detail description of each unit included in the scope is provided. When relevant, a unit can be divided 

in series/parallel branches, with respective design rates or capacities. These descriptions shall also explain 

failure mode and effect analyses (FMEA) designed for production systems, that cover all the equipment 

items with regards to the events included in the scope (cf. Section 3.1). Such FMEA can include the 

following items: 

 tag (identification of the equipment item); 

 unit (name of the unit that includes the equipment item); 

 branch (name of the unit branch that includes the equipment item); 

 equipment item (component or group of components, of which outages may impact production); 

 equipment design rate (expressed in absolute value), if different from the branch design rate; 

 type of equipment item (e.g. process equipment, safety system); 

 equipment configuration (design rate, redundancy/sparing of the equipment item); 

 failure mode(s) (list of possible failures of the equipment item, including possible failure 

combinations among its redundant/sparing parts); 

 local effect of each failure mode on the production (relative capacity of the equipment item during 

the failure mode, expressed in percentage of the equipment design rate); 

 global effect of each failure mode on the production (if relevant); 



 

 

 mitigation measures (specific equipment or operations used to compensate for the effect of the 

failure mode e.g. bypass, flaring, venting, buffering, off-spec production); 

 maintenance requirements (characteristics that can affect the maintenance duration, e.g. the need for 

specific maintenance crews, tools, and assets); 

 planned/preventive maintenance (“known unavailability” of the equipment item); 

 effects of maintenance operations on the production (if different from the effects between the failure 

mode occurrence and the maintenance start); 

 other information (including potential common cause failures or on-demand sparing failures); 

 comments (notably to justify unusual data). 

 

By nature, one FMEA limitation is the lack of representation of failure mode interactions. In some cases, it is 

therefore required to enclose notes that describe such interactions (e.g. additional production losses when a 

specific combination of failure modes occurs). 

 

Finally, the system description has to specify the general operational conditions. These features include 

notably possible ramp-up (when the production starts at zero e.g. following a process depressurization, this is 

the time required for the production reaching its design rate), turndowns (rate below which the system cannot 

produce, basically, the system functions in closed loop until this turndown limit is reached), general 

shutdowns (turnarounds, modifications), and specific regulation constraints (e.g. maximum quantities for 

flaring and venting, minimum frequencies for preventive maintenance and turnarounds). 

 

3.3.  Reliability, availability, and maintainability (RAM) data 

 

The next part of the study basis presents the RAM data. These data can include: 

 failure rates of the equipment items (one failure rate per relevant failure mode); 

 rates of common cause failures (failures of different equipment items resulting from the same direct 

cause, occurring within a relatively short time); 

 on-demand probabilities of sparing failures (probability that a spare part is not activated when 

required) and corresponding (mean) times to repair; 

 times to repair the equipment items (one time to repair per relevant failure mode), or set of 

parameters that describes the corresponding distributions (e.g. extreme and/or average values); 

 number of maintenance crews, regarding all the types of equipment items/failure modes; 

 time periods where maintenance can be carried out; 

 logistic delays (accumulated time during which maintenance cannot be carried out due to the 

necessity to acquire maintenance resources), or set of parameters that describes the corresponding 

distributions; 

 number of spare parts required for maintenance (and, if relevant, stock and supply constraints) 

 frequencies and durations of “known unavailability” for each equipment item (preventive 

maintenance) and for the whole system (turnarounds, modifications); 

 expected frequencies and durations of safety shutdowns (to prevent hazard, or due to spurious trips); 

 if relevant, design, use, environmental, and human factors. 

 

It should be noted that several RAM data can depend on process variables. For example, the failure rate of an 

equipment item can be reduced when its operation (regarding the flow of product through it) is reduced or 

intermittent. In particular, when an equipment item is in stand-by due to a nil flow (e.g. if the equipment item 

is in spare/“cold redundancy” or during a turnaround), its failure rates are sometimes assumed negligible. 

 

To present the RAM data in the study basis, the equipment items can be classified by categories (e.g. valves, 

vessels, compressors, pumps, heat exchangers, etc.), then by failure modes (e.g. incipient, degraded, critical), 

and the equipment failure rates and parameters for times to repair are assigned according to them. To this 

end, the RAM feedback data issued from the same kind of applications (same equipment items, same 

operational conditions, same environment) should be preferred, provided that they are sufficient enough to 

be assumed significant (based on confidence intervals of statistic estimates). By lack of such feedback 

knowledge, RAM data handbooks can be used. For example, the OREDA [6] is commonly used for process 

equipment items (mainly for offshore applications), and the PDS data handbook [7] is concerned with safety 

(instrumented) systems. Using these handbooks, a special attention has to be paid on the boundary definition 

of the equipment items (what parts are assumed in the given data, including instrumentation and pipes), and 



 

 

also on the definition of the failure modes (which can be application-dependent). Moreover, it is often 

necessary to apply corrective coefficients, for example to the given failure rates in order to take influencing 

factors (regarding design, use, environment, etc.) into account [8]. The data selection (issued or not from 

databases) then often requires an important part of expert judgement (regarding the equipment type and 

technology, maintenance and operational conditions, data significance, relevant failure modes, equipment 

boundaries, various influencing factors, etc.) and should be agreed upon by the involved parties. 

 
4.  MODEL DEVELOPMENT 

 

4.1.  Basis of model development 

 

The model development is performed using the information, data and assumptions given in the study basis 

(cf. Section 3). The modelling of production availability first consists in expressing the time-dependent 

system capacity Cs(t) (i.e. proportion of the design rate that can be actually treated by the system), expressed 

in percentage of the system design rate rs (specified in the study basis, cf. Section 3.2). Then, the actual time-

dependent system production P(t) can be simply expressed, assuming the design rate rs and, for example, the 

input feed rate rd(t) and the contracted rate rc(t), depending on the defined reference level (cf. Table 1). Of 

course, the system capacity Cs(t), and thus its actual production P(t), depend on the time-dependent system 

(random) state Xs(t), forming stochastic processes. Due to these stochastic characteristics, a “right” (single) 

value of Cs(t) (as well as P(t) and Xs(t)) cannot exist (assuming no deterministic case such as planned nil 

production), and model development should therefore focuses on the expectancy, denoted E[Cs(t)]. 

 

Commonly, Xs(t) = (X1(t), X2(t), …, Xn(t)), where Xi(t) is the state of equipment item i, and n is the number of 

defined equipment items in the whole system. (It is also often required to define “fictitious items” for 

modelling some factors including maintenance characteristics, scheduled shutdowns, mitigation measures, 

and other operational conditions.) Basically, an equipment item can be in an “operating state” with full 

capacity, in various “failed states” (between the failure mode occurrence and the maintenance start) and 

“repair states” with different corresponding capacities (from nil to full) according to the failure modes. The 

use of “passive” equipment items may also require some specific states to be defined (e.g. “ready to operate 

state”). The transitions between equipment states can then be determined by deterministic and/or random 

variables (e.g. time to failure, time to repair, logistic delay), and statements (i.e. predicates), which depend 

on other variables (e.g. maintenance crew availability, requirements for sparing activation). 

 

For example, Figure 1 depicts a production according to time, for one equipment item. First, a failure causes 

a partial production loss (e.g. the equipment capacity is reduced due to a degraded failure mode). Then, the 

maintenance starts after a logistic delay, and causes a full production loss (the equipment capacity is nil 

during the maintenance). Once the maintenance is finished, a ramp-up starts. However, as long as the 

capacity does not allow a production that exceeds the turndown limit, the production is nil. Then, the 

production may restart and continues to grow with the ramp-up, up to the full rate. 

 
Figure 1. Example of equipment production changes according to time 



 

 

4.2.  Flow capacity block diagrams (FCBD) 

 

Flow capacity block diagrams (FCBD) are used to describe the product routing through the system units and 

equipment items. Basic elements are equipment items, and they are grouped in series and parallel branches, 

up to the whole system level. Each defined element (equipment item, branch, system) should be specified 

with a design rate (i.e. maximum input feed rate that can be treated by the element, expressed in absolute 

value) as a parameter, and a relative capacity (i.e. proportion of the element design rate that can be actually 

treated by the element, expressed in percentage) as a time-dependent random variable. The product flows are 

depicted by arrows between elements. It is assumed that the whole system has only one input and one output, 

and that there is no loop in the resulting directed graph. 

 

Let i be the index for equipment items, expressed in Arabic numerals (i.e. i = 1, 2, …, n with n the number of 

defined equipment items). The design rate of equipment item i is denoted ri, and its relative capacity at time t 

is denoted Ci(t). ri is a parameter that depends on the design of equipment item i, and Ci(t) is a random 

variable that depends on the equipment state Xi(t). Similarly, let b be the index for branches, expressed in 

Roman numerals (i.e. b = I, II, …, ñ with ñ the number of defined branches). The design rate of branch b is 

denoted rb, and its relative capacity at time t is denoted Cb(t). rb is a parameter that depends on the design 

rates of the equipment items and/or sub-branches that compose branch b, and Cb(t) is a random variable that 

depends on the relative capacities. Finally, the design rate of the system is denoted rs, and its (relative) 

capacity at time t is denoted Cs(t). 

 

To specify a branch, the “design capacity” is often preferred (than the design rate). It is defined as the ratio 

of the branch design rate to the system design rate. The design capacity of branch b is denoted ωb and is 

therefore equal to (rb / rs)×100%. Commonly, to specify p branches in parallel with ωp design capacity each, 

the notation “p × ωp” is used. If an “(p – q) × ωp” configuration already allow a 100% design capacity (i.e. 

(p – q) × ωp ≥ 100%), then q parallel branches can be used as “spare.” In that case, a product flow is routed 

to them only if it is required for maintaining a full rate of production (e.g. the relative capacity of the (p – q) 

first branches is reduced below a sufficient level). A spare branch can be depicted on a FCBD by a “broken” 

line (as a “switch”). 

 

Figure 2 gives an example of FCBD for a system composed by seven equipment items and four branches. 

Branches I, II, and IV are series, while branch III is parallel (with the two sub-branches I and II). The system 

can also be considered as a series branch (with the two sub-branches III and IV). 

 

The design rate of a series branch is equal to the minimum design rate among the elements that compose the 

branch. The relative capacity of a series branch is equal to the minimum of the products of design rate and 

relative capacity among the elements that compose the branch, divided by the branch design rate. Assuming 

the FCBD example given in Figure 2, rI = min{r1, r2, r3}, rII = min{r4, r5}, rIV = min{r6, r7}, rs = min{rIII, rIV}, 

and CI(t) = min{C1(t) × r1, C2(t) × r2, C3(t) × r3} / rI, rII = min{C4(t) × r4, C5(t) × r5} / rII, rIV = min{ C6(t) × 

r6, C7(t) × r7} / rIV, and rs = min{ CIII(t) × rIII, CIV(t) × rIV} / rs. It should be noted that it is often more 

convenient to calibrate the model such as the design rates of the elements that compose a branch are equal to 

the design rate of the branch (equipment relative capacities have then to be defined accordingly). 

 

The design rate of a parallel branch is equal to the sum of the design rates of the elements that compose the 

branch. The relative capacity of a parallel branch is equal to the sum of the products of design rate and 

relative capacity of each element that compose the branch, divided by the branch design rate. Assuming the 

FCBD example given in Figure 2, rIII = rI + rII and CIII(t) = (CI(t) × rI + CII(t) × rII) / rIII. 

 

Modelling the capacity Cs(t) of the system at time t can be based on two approaches. The first approach uses 

the FCBD to establish the set of the possible values of Cs(t) (linked to the system state Xs(t)) according to the 

sets of the possible values of Ci(t) (linked to equipment states Xi(t), with i = 1, …, n). Then, the probability 

distribution of Cs(t) is obtained by combinations of the probability distributions of Xi(t). This state-based 

approach is quite simple for basic cases, for example when each equipment item has only two states (binary 

case) [9] or when the equipment items are independent [3]. For other cases, it can also be based on analytical 

approaches or on simulations, as described in Section 4.3. The second approach is more “bottom-up” since 

the equipment states Xi(t) are first simulated, and then the system capacity Cs(t) is computed according to the 

FCBD. This behavioural modelling is based on simulations, as described in Section 4.4. 



 

 

 

 
Figure 2. Example of flow capacity block diagram (FCBD) 

 

4.3.  State-based approach 

 

When the possible states of the system (i.e. the possible values of Xs(t) at any time t) form countable and 

finite set {xs,k}k = 1, …, ms, with ms the number of possible system states, and when the possible capacities of the 

system (i.e. the possible values of Cs(t) at any time t) form countable and finite multiset {cs,k}k = 1, …, ms such as 

the system capacity is cs,k when its state is xs,k (i.e. Xs(t) = xs,k), a state-based approach can be used. ({cs,k}k = 1, 

…, ms can contain identical members.) 

 

Let assumed that Xs(t) = (X1(t), X2(t), …, Xn(t)), with Xi(t) the state of equipment item i, and n the number of 

defined equipment items in the system. To fulfil the previous condition, the possible states of each 

equipment i (i.e. the possible values of Xi(t) at any time t) has also to be defined by a countable and finite set 

{xi,j}j = 1, …, mi, with mi the number of possible states of equipment i. In addition, when equipment item i is in 

state xi,j (i.e. Xi(t) = xi,j), its relative capacity is denoted ci,j. 

 

The number of possible system states is therefore ms = m1 × m2 × … × mn. For each of these ms system states 

xs,k, the corresponding system capacity cs,k has to be determined (assuming that this capacity only depends on 

the current system state, and not on the ordered sequence of events that lead to this state). To this end, the 

FCBD (cf. Section 4.2) is used to compute cs,k according to the relevant values of ci,j. (After this task, it can 

be convenient to group together all the system states xs,k that result the same system capacity in order to 

reduce the total number of outcomes to analyse.) To assign each state xs,k to a (predefined) system capacity, a 

systematic procedure based on minimal cut sets has been proposed by E. Zio et al. [10]. 

 

The expected capacity E[Cs(t)] of the system at time t is expressed as follows: 

 ,  ( )-  ∑ (  [  ( )      ]      )
  
        (1) 

 

The challenge of this “multi-state”/”multi-output” problem is then to compute the probability that the system 

is in state xs,k at time t (i.e. Pr[Xs(t) = xs,k]), (or in any group of states that result the same system capacity), 

which is function of the probability distributions of the time-dependent (random) equipment states Xi(t), with 

i = 1, …, n. Analytical approaches can be provided for simple cases, for example when the equipment items 

are independent [11]. For more general cases, classical reliability methods such as reliability block diagrams, 

fault trees, and Markov models can be able to provide “exact” results [12]. Finally, Monte Carlo simulations 

can also be performed for more complex cases [10], for example with the support of a stochastic Petri net 

model [13]. 

 

While a state-based approach is efficient for quite simple systems, notably because “exact results” can be 

obtained, its applications to more complex systems may present difficulties in terms of discrete definition of 

system states and capacities, modelling of event sequences, and scale problem for large systems. 
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4.4.  Behavioural modelling 

 

A behavioural modelling focuses directly on the equipment states Xi(t) (with i = 1, …, n and n the number of 

defined equipment items in the system), and is simulation-based. For equipment item i, a transition from 

state xi,a to state xi,b (i.e. Xi(t) = xi,a, then Xi(t + ∆t) = xi,b) can occur randomly (e.g. an equipment item fails 

according to an exponential distribution defined by a failure rate) or deterministically, based on conditions 

(e.g. an equipment item of a spare branch is activated according to the equipment states of other branches) 

and/or time delays (e.g. an equipment item starts to be maintained after a certain delay). The equipment 

relative capacities Ci(t) (with i = 1, …, n) then follow these state changes. For equipment item i, a transition 

from state xi,a to state xi,b results a change from relative capacity ci,a to relative capacity ci,b (i.e. Ci(t) = ci,a, 

then Ci(t + ∆t) = ci,b). The FCBD (cf. Section 4.2) is then used to actualise dynamically the system capacity 

Cs(t) according to the equipment relative capacities Ci(t) (with i = 1, …, n). 

 

The expected capacity E[Cs(t)] of the system at time t is estimated by Monte Carlo simulations. This 

approach is based on statistical results obtained from several simulated histories. Each history simulation 

consists in moving step by step to the next instant of event occurrence (i.e. state transition). These time 

instants are determined by a pseudorandom generator, according to the probability distributions of the 

random variables, and the current values of these variables. At each step, the variables (notably Ci(t) with i = 

1, …, n and Cs(t)) are actualised. A history stops once the system design life is reached, and for each history 

the “path” of Cs(t) is recorded. Finally, E[Cs(t)] is estimated (at each time t) as the average value of Cs(t) 

among all the recorded paths. The confidence interval of this statistic estimate allows judging the sufficiency 

of the number of histories (cf. Section 5.2). 

 

To support behavioural modelling, tools based on “mode automation,” notably the AltaRica Data-Flow 

language [14], can be used. Dedicated methods based on extended block diagrams, as well as stochastic Petri 

nets with predicates, also provide promising tools for these tasks [15], such as the BStoK module of GRIF 

[16]. Finally, other commercial simulators based on this approach, including MAROS [17], OPTAGON, and 

MIRIAM Regina, are also available to model and analyse production systems [18]. 

 

Since the system states and capacities do not need to be preliminarily defined by countable and finite sets, 

this approach is very flexible. In particular, additional variables (which can be time-dependent and dependent 

on each other) can be introduced in the model, and used to define more complex equipment states and 

relative capacities. However, a main drawback is the Monte Carlo simulations, which can be relatively time-

consuming. 

 
5.  PRODUCTION AVAILABILITY ANALYSES 

 

5.1.  Basis of production availability analyses 

 

Production availability analyses aim at generating indicators that describe production characteristics of the 

system. They are based on the time-dependent system production P(t) expressed by the model (cf. Section 

4.1), and commonly on the reference production level Pref(t) (cf. Table 1). Since P(t) is a random variable, 

the production availability analyses focus on expectancies and confidence intervals of indicators. The 

expected production availability E[A(t)] of the system at time t is expressed as follows: 

 , ( )-   [
 ( )

    ( )
]      (2) 

 

In most cases, an average measure is preferred as indicator. The expected average production availability 

E[A[t1, t2]] of the system in time interval [t1, t2] is expressed as follows: 
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]     (3) 

 

The time interval [t1, t2] can be, for example, the system design life or an operating phase defined in the 

study basis (cf. Section 3.2), or each year of the system design life. 

 

For example, if the reference level of production is defined by the system design rate (i.e. Pref(t) = rs), 

Equations (2) and (3) can be simplified using the equality A(t) = Cs(t) (cf. Table 1). 



 

 

Other indicators can, for example, focus on the probability that the system production is over the reference 

production level (i.e. Pr[P(t) ≥ Pref(t)]) or greater than 0 (i.e. Pr[P(t) ≥ 0]), at time t or in average in a given 

time interval. 

 

In addition to the system production, intermediate productions at the outlet of system units or equipment 

items can also be considered (e.g. Ci(t) × ri for equipment item i, or Cb(t) × rb for branch b). 

 

5.2.  Estimates using Monte Carlo simulations 

 

Monte Carlo simulations are required to perform the production availability analyses when a behavioural 

modelling is used (cf. Section 4.4), and sometimes also when a state-based approach is used (cf. Section 4.3). 

 

Let Y be the assumed indicator (e.g. defined by one measure given in Table 1). Y is therefore a random 

variable, which corresponds to an average value in a given interval (e.g. A[t1, t2]) or a value at a given time t 

(e.g. A(t)). To estimate Y, m Monte Carlo simulations (or “histories”) are performed, each providing the 

observation yl of indicator Y, with l = 1, …, m. The “true” expectancy of Y is denoted E[Y]. Even if Monte 

Carlo simulations cannot provide an “exact” value of E[Y], an estimate denoted Ê[Y] can be obtained by: 

 ̂, -  
 

 
∑   
 
          (4) 

 

If the number m of Monte Carlo simulations is small in face of the variability of the observations yi, then the 

estimate obtained by Equation (4) can be very uncertain. To judge the sufficiency of the number of 

simulations, a confidence interval on Ê[Y] has to be assessed (and provided with results). For a value of m 

relatively high, it is shown by the central limit theorem that: 
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It is important to note that the confidence interval given by Equation (5) concerns the estimate of the 

expectancy of Y, and does not provide any information on the probability that a single observation yl (taking 

at random) is close or not to Ê[Y] (e.g. will the indicator, which will be observed in practice, be close or not 

to the estimate expectancy?). 

 

Let assumed that the m observations yl of indicator Y (with l = 1, …, m), obtained by Monte Carlo 

simulations, are arranged in such a way that y1 ≤ y2 ≤ … ≤ ym. For a value of m relatively high, a confidence 

interval on yf, where yf is an observation of indicator Y that is either taken at random from {yl}l = 1, …, m or that 

will be observed in the future, can be assessed by: 
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]          (6) 

where α is a probability with 0 ≤ α ≤ 1 (e.g. α = 0.05), and ⌊ ⌋ is the integer number that is the closest to b. 

 

While the confidence interval obtained by Equation (5) depends on the Monte Carlo simulations and can 

therefore be reduced by increasing the value of m, the confidence interval obtained by Equation (6) depends 

on the system properties and can only be refined by increasing the value of m. 

 

In addition, for obtaining confidence intervals of the results with regards to the assumptions and data taken, 

sensitivity analyses can be used to assess the changes in the results when input assumptions are modified and 

input data are set to other possible values, especially for those concerning the most critical parts of the 

system (cf. Section 5.3). 

 

5.3.  Importance measure 

 

To assess the importance of an equipment item, system unit, or operational condition for the production 

availability, several importance measures can be defined, including the criticality for production availability 

and the contribution to production unavailability. These measures can be assumed for different indicators, at 

time t or in average (cf. Section 5.1). The examples given below refer to the average production availability 

A[t1, t2] of the system in time interval [t1, t2], but can be easily extended to other indicators. 

 



 

 

The criticality for production availability of an equipment item or system unit is defined by 100% minus the 

average production availability that results from a configuration where the equipment item or system unit is 

“removed,” that is, its relative capacity is set to 0%. For example, the criticality Crit(i)[t1, t2] of equipment 

item i in time interval [t1, t2] is expressed as follows: 

    ( ),     -        [ ,     - *  ( )    +]     (7) 

 

By definition (for “coherent” systems), a criticality cannot be lower than the actual average production 

availability (i.e. A[t1, t2]). Moreover, if Crit(i)[t1, t2] = A[t1, t2], then equipment item i has not effect on production 

availability in time interval [t1, t2] (according to the model). 

 

The contribution to production unavailability of an equipment item or system unit is defined by the average 

production availability that results from a configuration where the equipment item or system unit is 

“perfect,” that is, its relative capacity is set to 100%, minus the actual average production availability. This 

measure also corresponds to the “potential for production availability improvement” of the equipment 

item/unit. In other words, how much the production availability can be improved (or production 

unavailability can be reduced) by reducing the production losses due to these elements (e.g. by increasing 

design rates, adding redundant/sparing parts, reducing scheduled shutdowns) For example, the contribution 

to production unavailability Cont(i)[t1, t2] of equipment item i in time interval [t1, t2] is expressed as follows: 

    ( ),     -   [ ,     - *  ( )      +]   [ ,     -]   (8) 

 

The contribution to production unavailability can also be applied to operational conditions such as the 

number of maintenance crews (comparing the actual case with a configuration with more maintenance 

crews), the periodicity and duration of scheduled shutdowns, etc. An optimisation policy of the production 

availability should focus on the equipment items, system units, and operational conditions that have the 

greater contribution to production unavailability, balancing with the costs of improved solutions. 

 

References 
[1] International Electrotechnical Commission (IEC), IEC 60050-191: International Electrotechnical Vocabulary – 

Chapter 191: Dependability and quality of service, 2
nd

 edition, Geneva: IEC, 2001. 

[2] Y. Kawauchi, M. Rausand, “A new approach to production regularity assessment in the oil and chemical industries,” 

Reliability Engineering and System Safety, vol. 75(3), p. 379-388, 2002. 

[3] T. Aven, “Availability evaluation of oil/gas production and transportation systems,” Reliability Engineering, vol. 

18(1), p. 35-44, 1987. 

[4] International Organization for Standardization (ISO), ISO 20815: Petroleum, petrochemical and natural gas 

industries – Production assurance and reliability management, 1
st
 edition, Geneva: ISO, 2008. 

[5] Norwegian Technology Standards Institution (NORSOK), NORSOK Z-016: Regularity Management & Reliability 

Technology, 1
st
 edition, Oslo: NORSOK, 1998. 

[6] SINTEF, OREDA: Offshore Reliability Data Handbook, 5
th

 edition, Norway: OREDA Participants, 2009. 

[7] SINTEF Technology and Society, Reliability Data for Safety Instrumented Systems – PDS Data Handbook, 2010 

edition, Trondheim: SINTEF, 2010. 

[8] F. Brissaud, D. Charpentier, M. Fouladirad, A. Barros, C. Bérenguer, “Failure rate evaluation with influencing 

factors,” Journal of Loss Prevention in the Process Industries, vol. 23(2), p. 187-193, 2010. 

[9] S.H. Lee, “Reliability evaluation of a flow network,” IEEE Transactions on Reliability, vol. R-29(1), p. 24-26, 1980. 

[10] E. Zio, P. Baraldi, E. Patelli, “Assessment of the availability of an offshore installation by Monte Carlo 

simulation,” International Journal of Pressure Vessels and Piping, vol. 83(4), p. 312-320, 2006. 

[11] T. Aven, “Reliability evaluation of multistate systems with multistate components,” IEEE Transactions on 

Reliability, vol. R-34(5), p. 473-479, 1985. 

[12] M. Rausand, A. Høyland, System Reliability Theory: Models, Statistical Methods, and Applications, 2
nd

 edition, 

New Jersey: Wiley, 2004. 

[13] R. Bris, M. Kochanickova, “Stochastic Petri net approach to production availability evaluation of special test case,” 

C. Guedes Soares, E. Zio (editors), Safety and Reliability for Managing Risk, London: Taylor and Francis Group, 2006. 

[14] M. Boiteau, Y. Dutuit, A. Rauzi, J.-P. Signoret, “The AltaRica data-flow language in use: modeling of production 

availability of a multistates system,” Reliability Engineering and System Safety, vol. 91(7), p. 747-755, 2006. 

[15] J.-P. Signoret, M. Boiteau, A. Rauuzy, P. Thomas, “Production availability: new tools are coming!,” Proceedings 

of the 14
th

 Congress on Risk Management and Dependability (Lambda-Mu 14), 12-14 October 2004, Bourges, France. 

[16] http://grif-workshop.com/grif/bstok-module/ 

[18] K.P. Chang, D. Chang, E. Zio, “Application of Monte Carlo Simulation for the Estimation of Production 

Availability in Off-Shore Installations,” In: J. Faulin, A.A. Juan, S. Martorell, J.E. Ramirez-Márquez, Simulation 

Methods for Reliability and Availability of Complex Systems, Chapter 11, London: Springer Verlag, 2010. 


