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Abstract. We report on the dynamics of a model frictional system submitted to minute external perturba-
tions. The system consists of a chain of sliders connected through elastic springs that rest on an incline. By
introducing cyclic expansions and contractions of the rest length of the springs, we induce the reptation of
the chain. Decreasing the amplitude of the perturbation below a critical value, we observe an intermittent
creep regime characterized by alternated periods of reptation (flowing state) and rest (quiescent state). A
further decrease of the perturbation leads to the disappearance of the reptation. The width of the transi-
tion region between the continuous creep and the full stop (i.e., the range of excitation amplitudes where
the intermittent creep is observed) is shown to depend on the difference between the static (µs) and the
dynamic (µd) friction coefficients. For µs = µd the intermittent creep is not observed. Studying the statis-
tical features of the intermittent creep regime for any given perturbation amplitude, we find that the time
the system resides in each state (flowing or quiescent) suggests that: (i) reptation events are uncorrelated,
and (ii) rest events are history dependent. We show that this latter history dependency is consistent with
the aging of the stress state inside the chain of sliders during the quiescent periods.

PACS. 46.55.+d Tribology and mechanical contacts – 65.40.De Thermal expansion; thermomechanical
effects – 62.20.Hg Creep.

1 Introduction

Granular materials present interesting and unusual phys-
ical properties [1]. Most of these properties are caused by
the dissipative character of the grain–grain interaction,
chiefly the peculiarities of solid friction. At the grain scale,
solid friction presents a sharp transition from the static
friction coefficient µs to the dynamic friction coefficient
µd. In some studies [2], a viscous damping force is used
to smooth this transition and take the limit to the con-
tinuum. However, in the realm of granular materials, for
the scale of interest set by the characteristic size of the
grains, the effect of such discontinuity in the friction co-
efficient becomes measurable and of practical importance.
This has important effects on very slow processes in dense
granular matter, such as creep, where the sudden change
of the interaction on a single contact can trigger noticeable
rearrangements in the system.

Two practical examples of these slow processes are
clogging–unclogging during granular flow, stimulated by
vibrations [3], through small orifices [4,5], and the com-
paction of granular columns under thermal cycling [6,7].
When grains flow through a small orifice, the flow may
halt due to clogging [8,9]. The use of vibrations can break
blocking arches and stimulate the flow [3]. Nevertheless,
even with a sustained energy input, relatively stable arches

can stop the flow for long periods of time. This induces
intermittency in the flow with a distribution of blockage
time that depends on the amplitude of the vibration [4].
In a similar manner, oscillations of room temperature can
be used to induce minute and slow perturbations on a
granular column. Above a critical amplitude of the tem-
perature variations, the system undergoes continuous re-
arrangements that lead to compaction. However, at small
amplitudes, the assembly compacts intermittently, with
only some thermal cycles leading to rearrangements [6,7].

We have recently considered a simple model that takes
all the basic ingredients involved in the phenomena men-
tioned above [10]. Briefly, the model consists of a chain
of frictional sliders, connected by elastic springs, that lies
on an incline. When subjected to periodic “temperature
changes”, simulated by changes in the rest length of the
springs, the chain creeps downwards. We showed, assum-
ing µs = µd, that under periodic temperature variations
the chain creeps downwards every cycle only when the
thermal amplitude is larger than a critical value. Ana-
lytical estimates of the critical amplitude and of the creep
velocity above this thermal amplitude showed good agree-
ment with numerical simulations of the model. Prelimi-
nary observations also indicated that, for a finite number
of sliders and µs 6= µd, the system exhibits a complex dy-
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Fig. 1. Sketch of the system.

namics in the vicinity of the transition between continuous
creep and full stop. In this paper, we focus on this phe-
nomenon and show that for µs 6= µd an intermittent creep
regime (on and off dynamics), which shows alternated pe-
riods of creep (on state) and rest (off state), appears in
the vicinity of the transition. We characterize this regime
by studying the survival time of the rest and creep periods
and consider the effect of the difference between µs and
µd. This type of behavior cannot be observed in models
that take the continuum limit for the frictional interaction
[11,12]. We will discuss that the discontinuity in the fric-
tion force is key to the complex spatio-temporal dynamics
observed.

2 The model

2.1 Description

The system (total mass M) consists of a series of N iden-
tical sliders of mass m = M/N connected through (N−1)
identical springs (massless, stiffness k). The sliders are in
frictional contact with an incline which makes an angle
α with the horizontal (Fig. 1). They are subjected to the
forces due to the springs, to their own weight mg (where
g denotes the acceleration due to gravity) and to the reac-
tion force from the incline (including the frictional force).

The aim of the present study is to account for the
dynamics of the system induced by simulated temperature
changes. To do so, we consider that the natural length
of the springs, l, depends linearly on the temperature T
according to:

l(T ) = l0
[
1 + κ(T − T0)

]
(1)

where κ stands for the thermal expansion coefficient of
the material the springs are made of and l0 for the nat-
ural length of the springs at T0. In accordance, the total
length of the system at T0, in absence of internal stress,
is L = (N − 1) l0. We further assume, for the sake of sim-
plicity, that the stiffness k does not depend on the tem-
perature and that the substrate does not dilate. Thus, at
the temperature T , the force due to the spring, exerted by
the slider (n+ 1) on the slider n is:

fn+1→n = −k [xn − xn+1 − l(T )] (2)

where xn denotes the position of the slider n on the in-
cline. From now on, the x-axis is oriented downwards, α
is positive and the first slider is the upper one (Fig. 1).

At rest, the contact between any slider and the incline
is characterized by a unique static frictional coefficient µs

such that each slider, initially at rest, starts moving if

|fn+1→n + fn−1→n +mg sinα| > µsmg cosα. (3)

At the boundaries of the system, f0→1 = 0 (n = 1) and
fN+1→N = 0 (n = N).

Furthermore, we assume that the frictional contact is
associated with a single, constant, dynamical frictional co-
efficient, µd (< µs), when the slider is in motion. If the
slider n is in motion, subjected to the associated dynam-
ical frictional force,

fd,n ≡ −µdmg cosα sgn(ẋn) (4)

where ẋn denotes the velocity and sgn the sign function
[sgn(u) = 1 if u > 0 and sgn(u) = −1 if u < 0].

When the mechanical system is submitted to temper-
ature changes, some sliders initially at rest start moving if
the length l(T ) exceeds a value such that condition Eq. (3)
is satisfied for, at least, one slider. As a consequence, one
or more sliders move and come back to rest. Such event
constitutes, by definition, a mechanical rearrangement of
the system.

At this point, it is interesting to consider two charac-
teristic times. On the one hand, due to its thermal inertia,
the system exhibits a thermal characteristic time τth which
limits the dynamics of the temperature changes and, thus,
of the thermal dilations. In practice, for a macroscopic
system whose typical size L ranges from a few millime-
ters to centimeters, τth ranges from seconds to hours. On
the other hand, the dynamics of the mechanical system
is characterized by the typical time scale τdyn =

√
m/k.

In practice, assuming that the springs account for the
elasticity of a solid block, one can consider τdyn ∼ L/cs,
where cs stands of the speed of sound in the material the
macroscopic solid is made of. For a typical size L, ranging
from a few millimeters to centimeters and usual values
of cs (about a few kilometers per second), we estimate
τdyn ∼ 10−6− 10−5 s, thus much smaller than τth. Hence,
we consider that l(T ) is constant during the mechanical
rearrangements which are, in practice, much faster than
the temperature variations.

It is worth mentioning that similar models have been
used to study the statistical properties of earthquakes [13],
to consider self organized criticality in mechanical sys-
tems [14] and to discuss fluctuation dissipation relations in
dissipative dynamical systems in stationary regimes [15].
This model has also been used as a base for recent stud-
ies focusing on the dynamics of the onset of frictional in-
terfaces [16–18]. In contrast with our approach to induce
perturbations cyclically in all the springs, these previous
works focused on driving the system by an external force
acting at one end of the chain.

2.2 General system of equations

2.2.1 Mechanical system

First, we write the differential equation governing the po-
sition xn of the slider n, when it is in motion. Introducing
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the thermal dilation θ ≡ κ (T −T0) and the dimensionless
variables t̃ ≡ t/τdyn and x̃ ≡ x/(g τ2dyn), we have:

¨̃x1 = −[x̃1 − x̃2 + (1 + θ) l̃0]

−µd sgn( ˙̃x1) cosα+ sinα (n = 1) , (5)

¨̃xn = −[2 x̃n − (x̃n+1 + x̃n−1)]

−µd sgn( ˙̃xn) cosα+ sinα (n 6= 1, N) , (6)

¨̃xN = −[x̃N − x̃N−1 − (1 + θ) l̃0]

−µd sgn( ˙̃xN ) cosα+ sinα (n = N) , (7)

where, in accordance, we defined l̃0 ≡ l0/(g τ2dyn).
Second, we recall that the slider n, if at rest, starts

moving if the condition Eq. (3) is satisfied. Thus, using
the dimensionless variables, we can write

|x̃2 − x̃1 − (1 + θ) l̃0 + sinα| > µs cosα, (8)

|x̃n+1 + x̃n−1 − 2 x̃n + sinα| > µs cosα, (9)

|x̃N−1 − x̃N + (1 + θ) l̃0 + sinα| > µs cosα, (10)

where the conditions Eq. (8) and Eq. (10) apply for the
slider 1 and N respectively and the condition Eq. (9) for
any other slider n 6= 1, N .

2.2.2 External perturbation

The system is driven by temperature variations which in-
duce changes in the natural length of the springs. We will
consider that the temperature changes during each ther-
mal cycle tq = qτth, oscillating between two well-defined
values such that the dilation oscillates periodically be-
tween −Aθ and +Aθ.

2.3 Numerical method

Consider that, when the time t reaches tq+1, the system al-
ready experienced k mechanical rearrangements such that
all the sliders are resting at the positions x̃kn(n ∈ [1, N ]).
At t = tq+1, the temperature changes to a new value. The
subsequent evolution of the system is obtained as follows.

From the conditions Eq. (8) to Eq. (10), one calculates,
for θ changing towards θq+1, the next critical value θk+1

c

which leads to a mechanical rearrangement of the system.
For θ = θk+1

c , the equations Eq. (5) to Eq. (7) are inte-
grated numerically using a timestep ∆t � τdyn (using a
Verlet integrator [19]). In order to take into account that
the motion of one slider can destabilize its neighbours,
the procedure checks at each timestep ∆t if any condition
Eq. (8) to Eq. (10) for the sliders at rest is fulfilled. If so,
we estimate via linear interpolation the time at which a
neighbour is destabilized, the time is then advanced only
to this point and the new state of motion considered in
future timesteps. In the same way, the procedure checks at
each timestep if any of the sliders in motion comes to rest,
changing then the friction coefficient value from dynamic
to static. We consider that the mechanical rearrangement

ends when all the sliders are back to rest. All the sliders
are then resting at the new positions x̃k+1

n .

The procedure is iterated by finding, in the same way,
the next critical value of the dilation θc which leads, ac-
cording to the conditions Eq. (8) to Eq. (10), to the next
mechanical rearrangement. For each θc, a new static state
of the system is found. The procedure stops when the next
critical dilation θc is beyond θq+1. The system then expe-

rienced k′ rearrangements. The x̃k
′

n are then the positions
of the sliders at t = tq+2.

The long-term behaviour of the system, after many
temperature cycles, is assessed by iterating the whole pro-
cedure.

3 Results

3.1 The transition

In [10], we predicted analytically that, far above a given
amplitude threshold, the system creeps a characteristic
length during each perturbation cycle. The mean veloc-
ity of the center of mass of the system should obey the
following equation

τth < ṽg >= l̃0

[N
2

tanα

µd

]
× (11)[

2Aθ −
N

l̃0
(µd cosα− sinα)

]
.

Therefore, there exists a critical amplitude of the per-
turbation, A∗θ ≡ N

2l̃0
(µd cosα − sinα). For Aθ < A∗θ, the

system should not creep and remain at rest, in average,
despite the input of energy and the internal motions of the
sliders. Indeed, small Aθ are likely to induce internal rear-
rangements but the center of mass remains, in average, at
the same position after each perturbation cycle finishes.
When Aθ is increased well above A∗θ, the average creep
distance after each cycle obtained for µs 6= µd approaches
the value observed for µs = µd. However, the distribution
of jump sizes is a Gaussian with a standard deviation that
increases with µs − µd.

Reporting the trajectories of the center of mass for
Aθ ' A∗θ, for µs 6= µd, we observe that the analytical pre-
diction does not capture the full picture (Fig. 2). When
Aθ is reduced and approaches A∗θ, and even for Aθ < A∗θ,
the system presents chaotic creep trajectories that have
a very small, but non zero, mean velocity of the center
of mass. In a series of identical perturbations, some cycles
destabilize the system whereas others do not. In this inter-
mittent regime, individual trajectories of the system are
not reproducible but their statistical descriptors are in-
dependent of initial conditions and simulation time steps,
∆t. As an example, we show in Fig. 3 the distribution of
the displacements, s̃g ≡ ∆x̃g, after each cycle for various
∆t.



4 Baptiste Blanc et al.: On and off dynamics of a creeping frictional system

0 20 40 60 80 100
0

20

40

60

80

100

t
τth

x̃
g

(a)

0 20 40 60 80 100
0

100

200

300

400

500

600

t
τth

x̃
g

(b)

Fig. 2. Position of the center of mass x̃g > vs. time t for N =
30, l̃0 = 103, µd=0.5, µs=0.6 and tan(α) = 0.25. The value of
2A∗

θ predicted by Eq. (11) is 7.276× 10−3. (a) Trajectories for
2Aθ = 0.0074. (b) Trajectories for 2Aθ = 0.008. We present
data for three different dimensionless time steps: ∆t = 0.005
(open circles), ∆t = 0.001 (solid circles) and ∆t = 0.0001
(crosses).
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Fig. 3. Jump size distribution for N = 30, l̃0 = 103, µd=0.5,
µs=0.6, tan(α) = 0.25 and 2Aθ = 0.0073. We present data for
three different dimensionless time steps: ∆t = 0.005 (circle),
∆t = 0.001 (disk) and ∆t = 0.0001 (crosses). The system is in
the intermittent creep regime.

3.2 On-and-Off dynamics

In the present and next sections, we will study, unless
otherwise specified, the trajectories of the system in the
neighborhood of the transition for a system made of N =
30 sliders, lying on an incline with an angle defined by
tan(α) = 0.25, with dynamic and static friction coeffi-

cients given by µd = 0.5 and µs = 0.6. This system is suf-
ficiently small to be simulated with moderate CPU times
yet large enough to observe several sliders in motion on
each half cycle. We will discuss the influence of friction
and number of sliders in Section IV.

For the continuous creep regime (at large Aθ), we cal-
culated analytically that a contraction or a dilation in-
duce, in average, the same creep displacement (jump size)
of the center of mass [10]. In Fig. 4, we plot the probabil-
ity distribution for the jump size of the center of mass
of the chain after each half cycle for various values of
2Aθ. For 2Aθ > 2Aθlim ≈ 0.008 (Fig. 4a), the distribu-
tion presents a single peak with a mean value which in-
creasing linearly with Aθ in accordance with Eq. (11). For
2Aθ < 2Aθlim ≈ 0.008, the jump size distribution becomes
bi-valued (Fig. 4b). Apart from the typical jump size that
continues to decrease with decreasing amplitudes 2Aθ, a
secondary peak centred at zero appears. This peak at zero
corresponds to half cycles that do not lead to any substan-
tial change in the position of the center of mass. Decreas-
ing 2Aθ further reinforces the preponderance of the peak
at zero jump sizes. Eventually, only a single peak at zero is
found for 2Aθ < 0.0071 and the system fully stops creep-
ing.

Within the intermittent regime (0.0071 < 2Aθ < 0.008),
we would like to separate creep events from quiescent peri-
ods by selecting a threshold in the jump size distribution.
The typical width of the peak at 0, s̃g = 0.7, for very small
amplitude of the thermal cycle (2Aθ � 0.0071) provides a
somewhat arbitrary threshold to separate creep from rest
events. Changes of the latter arbitrary threshold have been
checked to have no influence on the conclusion we draw.

3.3 Lifespan of the states

In Fig. 5, we plot the distribution of the duration of the
creep state. We observe an exponential distribution for
all Aθ, which means that the system can stop with equal
probability, p, at each half cycle. Indeed, provided that p
is constant in the flowing state, the probability that the
system creeps n times and then stops is p (1− p)n, which
is an exponential law.

In contrast, the distribution of the duration of the
quiescent periods presents a long tail that decays much
slower than an exponential (Fig. 6). This indicates that,
once the system is quiescent, the probability of a creep
event decreases with time. The distributions have been
fitted arbitrarily to a power law with an exponential cut-
off, a tb exp(−t/τcut). The origin of the cutoff time τcut '
205 τth [which, we checked, is not due to the finite num-
ber of simulated cycles (106)] as well as the origin of the
approximate power law are still not understood. Increas-
ing Aθ leads to a decrease of the exponent b of the power
law portion of the distribution (Fig. 6, inset), which cor-
responds to a reduction of the probability of having long
quiescent periods.

These two distinct behaviors can be summarized as
follow. When the system is flowing, events are uncorre-
lated. By contrast, when the system is at rest, the response
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Fig. 4. (Color online) Size jump distribution for various val-
ues of 2Aθ: (a) 2Aθ=0.007 (black circles), 0.008 (red crosses),
0.009 (purple stars), 0.01 (blue disks), 0.011 (green squares),
0.012 (yellow triangles), 0.013 (orange open stars); dashed and
solid lines represent Gaussian fits respectively for 2Aθ=0.007
and 2Aθ=0.013; (b) 2Aθ = 0.0071 (red disks), 0.0072 (pur-
ple crosses), 0.0073 (blue circles), 0.0074 (dark green stars),
0.0075 (cyan squares), 0.0076 (light green triangles), 0.0077
(orange crosses), 0.0078 (yellow circles), 0.0079 (grey stars),
0.008 (black disks).

becomes history dependent presenting a signature of ag-
ing. These are typical behaviors of frictional systems: flow
regimes present characteristic times and averages are well
defined (e.g., the Beverloo’s scaling [20]); jamming regimes
present anomalous statistics and aging (e.g., intermittent
flow during the discharge of vibrated silos through small
apertures [5,21,4]).

It is not unusual to observe power law-like distribu-
tions for the duration of quiescent periods in these types of
system. Ciliberto et al. [22] observed, in a experiment that
focused on the stick-slip between two elastic surfaces, that
the distribution of time between slip events has a power
law distribution with a −1 exponent. More generally, nu-
merous non-equilibrium systems, ranging from electronic
devices [23], spin wave instabilities [24], plasmas [25], and
liquid crystals [26,27] exhibit an irregular dynamics. How-
ever, in most cases, the distribution of time in the off-state
has a power-law regime with an exponent close to -1.5,
which corresponds to the statistics of the first return time
for a random walk. In our case, the exponent varies with
Aθ (as observed in the jamming of vibrated silos [21,29])
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Fig. 5. Distribution of the duration of continuous creep for
2Aθ = 0.0073 (triangles down), 0.0074 (plus), 0.0075 (stars),
0.0076 (squares), 0.0077 (disks), 0.0078 (ticks), 0.0079 (circles).
We remind here that 2A∗

θ = 0.007276. Inset: Mean survival
time of the flowing periods vs. 2Aθ.

and an exponential cutoff is seen for very long times. The
next section will focus on the link between the internal
motion of the chain and the statistics of the quiescent and
creep periods.
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Fig. 6. Distribution of the duration of quiescent periods for
2Aθ = 0.0073 (dark ticks), 0.0074 (grey circles), 0.0075 (dark
crosses), 0.0076 (grey triangles), 0.0077 (dark stars), 0.0078
(grey disks), 0.0079 (large dark crosses). The inset shows
the power law exponent b (after fitting the distributions to
a tb exp(−t/τcut)) as a function of 2Aθ, the characteristic time
τcut ' 205 τth remaining constant. Note that the distributions
exhibit periodic oscillations that are discussed in Sec. 3.4.

3.4 Internal motion

The details of the internal motion of the chain of sliders
provides information that unveils some of the mechanisms
behind the creep–rest transition. In Fig. 7, we report the
length li of each spring i in the chain as a function of i af-
ter each full contraction and after each full expansion (i.e.,
after each half cycle). Notice that this figure is equivalent
to plotting the internal stress distribution in the chain.
We observe two distinct symmetric branches. The upper
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Fig. 7. Lengths of the springs after each half cycle for 500 expansion/contraction cycles for 30 sliders. The lower (upper)
branch in each panel corresponds to the length after a contraction (dilation). For sliders that slid up, the mean slope k∆l is
−µdmg cos(α)−mg sin(α), for sliders that slid down the slope is µdmg cos(α)−mg sin(α) (see white dashed lines). Results for
different values of 2Aθ are shown in different panels: 2Aθ = 0.0074 (a), 2Aθ = 0.0076 (b), 2Aθ = 0.0078 (c), 2Aθ = 0.009 (d).
Data corresponding to quiescent periods (which correspond to cycles when the center of mass of the system does not move) are
plotted in grey, data for the flowing periods are plotted in black.

branch corresponds to the state of the chain after an ex-
pansion and the lower branch after a compression. In av-
erage, each branch consists of two linear segments with
particular slopes.

The different slopes ∆l = li+1 − li in Fig. 7 can be
understood from the stability condition of each slider at
the instant at which it stops after sliding. ∆l is propor-
tional to the net force exerted on any slider i by the com-
bination of the forces of the springs on each side. When
a slider stops after a downward move, the friction force
switches from dynamic to static, but still takes the value
of the dynamic friction [i.e., −µdmgcos(α)]. This initial
static friction force right after stopping can later take
any value from −µsmgcos(α) to +µsmgcos(α) keeping the
slider at rest if the springs change their stress. This oc-
curs if, after a slider stops, a neighbor slider still in mo-
tion changes the stress on the shared spring. Therefore,
the actual slope we observe may deviate slightly from our
analytical estimate yielding a somewhat narrow distribu-
tion of slopes in Fig. 7. The springs acting on the slider
after it stops balances this friction force plus the weight
of the slider. Hence, k∆l = µdmg cos(α) −mg sin(α) for
a slider that just stopped after moving downward. If a
slider stops after an upward move, the same reasoning ap-
plies but the friction force acts in the opposite direction
[i.e., k∆l = −µdmg cos(α)−mg sin(α)]. Therefore, the two
slopes observed in the branches of the graph in Fig. 7 (see

dotted lines) correspond to sliders that stopped after mov-
ing upward or downward, irrespective of the amplitude of
the thermal cycle.

As we can see from Fig. 7, after an expansion (upper
branch), sliders 1 to 7 moved up (they correspond to a
negative slope) and sliders 9 to 30 moved down. It is clear
that fewer sliders can move up since this is against gravity.
Conversely, after a contraction (lower branch), sliders 1 to
22 moved down (positive slope) and sliders 24 to 30 moved
up. It is worth noticing that sliders 8 and 23 play a key role
in the dynamics, all sliders between them move downward
both during contractions and expansions. The number of
sliders from any end of the chain to the closest key slider
(in our example there are eight of these) does not depend
on the total length N of the chain nor on the thermal
amplitude, as long as the latter is large enough to move
every slider after a full cycle.

The ordinate of the straight lines in Fig. 7 can be also
estimated from the stability of the first and last slider
(1 and 30). Again, when one of these sliders stops after
moving upward, the friction force is µdmg cos(α). Then,
the only spring attached to the slider will compensate this
force plus the weight of the slider. Hence, since slider 1
moves up during dilation, spring 1 will have a rest length
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l0(1 +Aθ). As a result, the length of spring 1 is

ldilation1 = l0(1 +Aθ)−
µdmg cos(α) +mg sin(α)

k
.

Slider 30 will move upward on contraction of spring 29,
therefore

lcontraction29 = l0(1−Aθ) +
µdmg cos(α) +mg sin(α)

k
.

Similarly, if the slider moves down, the friction force acts
in the opposite (negative) direction. For slider 29 this hap-
pens on dilation, therefore

ldilation29 = l0(1 +Aθ) +
−µdmg cos(α) +mg sin(α)

k
,

whereas for slider 1 this occurs on contraction of spring 1,
resulting in

lcontraction1 = l0(1−Aθ)−
−µdmg cos(α) +mg sin(α)

k
.

The dotted lines in Fig. 7 are plotted according to these
offsets.

As a result, as it can be seen in Fig. 7d, there is a
substantial difference between the length of any spring af-
ter contraction and expansion, only for sufficiently large
amplitude Aθ. The chain then creeps at a large mean ve-
locity. However, a decrease in Aθ lead to a reduction in
the gap between the upper and lower branches in Fig. 7.
Consequently, the size of each jump decreases in average
and the creep velocity decreases. When the branches over-
lap, a set of central sliders can recover the same state after
a half cycle. In Fig. 7, we highlight in grey all the states
that did not induce any creep after a half cycle, by using
the threshold introduced in Sec. 3.2. They correspond to
the quiescent state.

Finally, we can explain the oscillations observed on top
of the power law in the distribution of the duration of the
quiescent periods. Indeed, we observed that the probabil-
ity for the system to stay quiescent is greater for an even
number of half cycles (Fig. 6). To understand this fea-
ture, one should remember that two sliders (8 and 23) in
the chain present a critical behavior. A chain which has
been first locked by one of the key sliders is most probably
unlocked by the motion of the other one.

3.5 Aging

In order to report on the internal state of the chain, we
plot in Fig. 8 the slope ∆l̃m of a linear fit to the length of
the springs connecting the central key sliders (9 to 22) in
Fig. 7 as a function of the number of cycles. Fig. 8a reveals
an increase of the internal stress, thus aging, during the
quiescent period, whereas Fig. 8b shows that the inter-
nal stress does not exhibit such tendency, thus no aging,
during the creep period.

We know from the previous paragraph that the sliders
8 and 23 play a crucial role in the entire dynamics of the
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Fig. 8. Mean elongation of the central key springs ∆l̃m dur-
ing a quiescent period (a) and a reptation period (b) for 2Aθ
=0.0074. Data for several quiescent periods are superimposed.
The insets shows the corresponding distributions of ∆l̃m at six
different times. In (a), the distribution shifts to the right with
time (black: latest distribution) which is not the case in (b).

system. Thus, first note that a large slope in Figs. 7 and 8
is associated with a small (resp. large) length of the spring
connecting the sliders 8 and 9 (resp. 22 and 23). Consider,
for instance, the effect of a decrease of the temperature.
The slider 8 is destabilized if the length of the springs
l7 and l8 satisfy k (l8 − l7) > µsmg cos(α) − mg sin(α).
For smaller values of l8, l7 must reach a smaller value to
unlock the system. Provided that the lengths of the sliders
in the central region, and thus l7, are distributed around a
constant average value with a given width, the probability
to unlock the system is smaller. A similar reasoning can
be conducted for the slider 23 during thermal expansion.
A larger ∆l̃m is associated with a more stable state.

We can understand why the system evolves towards
more stable states considering again, for instance, the slider
8 during a decrease of the temperature. There are some
half cycles for which the slider 8 gets unlocked without a
global displacement of the chain. This is the case when the
displacement wave starting from one end does not propa-
gate deep enough into the central region. The typical sit-
uation is that the slider 8 moves downward but the slider
9 remains stable. In this case, the length l8 between the
sliders 8 and 9 decreases, leading then to an increase of
∆l̃m.

This ageing indicates that the internal stress stored
in the system increases with the time the system stays



8 Baptiste Blanc et al.: On and off dynamics of a creeping frictional system

in the rest state. We can correlate also the slip distance,
once the quiescent periods ends, to the previous stored
stress. Plotting the average length of the internal springs
∆l̃m against the jump size at the end of the quiescent state
(Fig. 9), we observe a correlation showing that the stocked
elastic energy during the rest state is released through an
”all-body” motion. The more elongated the central springs
get during ageing in the quiescent period, the larger the
first jump of the next creep period is.

0.2 0.22 0.24 0.26 0.28 0.3 0.32
0

2

4
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8

∆l̃m

s̃ g

 

 

Fig. 9. Jump size s̃g after the first half cycle of a creep period
against average gradient of internal springs length at the end
of the previous quiescent period for 2Aθ = 0.0076 for N = 30,
l̃0 = 103, µd=0.5, µs=0.6, tan(α) = 0.25. The dashed line
represents the average trend of the correlation

3.6 Role of the static friction coefficient and the
number of sliders

So far we reported on an intermittent creep of the system
for a specific set of parameters. Changing the angle of the
incline, one can change the set of steady sliders and hence
the critical amplitude as discussed in our previous work
[10]. In fact, the system composed of two sliders is ana-
lytically solvable and do not show any chaotic behaviour.
Then, a minimal number of sliders in motion at each half
cycle is necessary to observe this intermittent creep. In
this section, we will consider the role played by the static
friction coefficient and the number of sliders in the dy-
namics.

In Fig. 10, we report the velocity of the center of mass
of the chain,< ṽg >, as a function of 2Aθ for various values
of the static friction coefficient µs and numbers of sliders
N . We observe that, < ṽg > departs from Eq. (11) in the
vicinity of the transition to rest. The intermittent creep
is even better revealed by displaying the second moment
of the jump size distribution (Fig. 11). Indeed, the peak
observed in the second moment is associated to bi-valued
jump-size distributions which are typical of the intermit-
tent creep. One observes that the range of Aθ in which the
intermittent regime is observed, decreases when (µs−µd)
is decreased and N is increased. Thus a sharp transition is
observed if µs = µd or in the limit N →∞ independently
of the values of the frictional coefficients.

Fig. 10. (a) Velocity of the center of mass < ṽg > vs. 2Aθ
for N = 30, l̃0 = 103, µd = 0.5 and various µs = 0.51 (dark
open circles), 0.55 (dark full circles), 0.6 (grey open circles),
0.65 (grey full circles), 0.7 (stars) and 0.8 (crosses). (b) < ṽg >
vs. 2Aθ for µd = 0.6 and N = 30 (crosses), 60 (open circles)
and 120 (full circles), with N l̃0 = 30 × 103 so as to insure a
constant system size and a constant system mass. The solid
line corresponds to Eq. (11).

4 Discussion

In the introduction, we mentioned two examples of slow
flow of granulars subjected to minute perturbations where
the interplay between static and dynamic friction induces
intermittency in the dynamics: (i) the flow and compaction
of a granular column under cyclic temperature changes [6,
7], and (ii) the dynamics of clogging–flow through the ori-
fice in a vibrated hopper [3–5]. At first glance, our toy
model seems to capture the transition between continu-
ous and intermittent flow. In both type of experiments,
as observed in our model [10], the external perturbation
has to be above a threshold for the system to flow. Just
above the threshold, the system flows in an intermittent
manner, presenting long periods of rest. Well above this
transition region, the system flows continuously, after ev-
ery perturbation cycle.

As we have seen in the previous section, the model
shows that, apart from having µs 6= µd, the number of
sliders has to be small for the intermittent regime to be
observed. This condition is indeed met in the experiments
mentioned. The dynamics of the clogging–flow through an
orifice is dictated by the arches that block the relatively
small aperture (in three dimensions the orifice jams if the
diameter of the outlet is below 5 times that of the particles,
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Fig. 11. (a) Second order moment of the jump size distribution
normalized by (µs − µd) as a function of 2Aθ for N = 30, l̃0 =
103, µd = 0.5 and µs = 0.51 (open circles), 0.55 (crosses), 0.6
(full circles), 0.7 (plus), 0.8 (squares). (b) Second order moment
of the jump size distribution, normalized by the system size,
as a function of 2Aθ for µs = 0.6 and N = 30 (circles), 60
(crosses) and 120 (stars).

in two dimensions this relation is 8). These arches are then
composed of, at most, a dozen grains. For the thermal cy-
cles applied to a granular column, the intermittent regime
has been observed on tubes around 30-particle-diameter
wide [6], which is similar to the number of sliders used in
our simulations. In this case, the width of the vertical tube
is the relevant scale since rearrangements are dominated
by the horizontal dilation [28].

Despite the overall agreement found, a number of fea-
tures discussed in this work related to the toy model re-
quire of further experimental refinements, in some cases,
and interpretation of model parameters to assess the full
capabilities of the model to capture the creep phenomenon.
We discuss these details below.

In the intermittent creep regime, the jump size dis-
tribution is bi-valued in our model. The experiment on
thermal cycling reveals Gaussian distributions. However,
due to the limited experimental resolution, one cannot be
certain that there is not a peak centered at zero [6,7].
Therefore, more careful experiments are needed in this di-
rection. In contrast, the experiment on clogging–flow of a
vibrated hopper does show the bi-valued distribution [21].
Apart from the characteristic flow-rate that follows the
Beverloo scaling, small openings also display periods dur-
ing which the flow-rate drops to zero. As the size of the

aperture decreases, the non-flowing periods get more and
more probable. This aperture size seems to control the
effective size of the set of grains that determines the dy-
namics (the blocking arch). Hence our parameter N must
be related to the opening of the hopper.

The model exhibits periods of continuous creep (flow
periods) whose duration is exponentially distributed. Whereas
this is clearly observed in the clogging–flow experiments
[4,20,21,29], in the thermal cycling experiment each creep
seems to be an isolated event (the survival time of each
creep period is one cycle) [6]. Again, we lack detailed ex-
perimental data on the thermal cycling to compare with
the model.

The distribution of the duration of the quiescent peri-
ods presents a long tail in the toy model. Experimentally,
in the thermal cycling, this survival time presents an ex-
ponential distribution [6]. However, the clogging–flow ex-
periment, shows a clear power law in the distribution of
durations of the clog events [4] in agreement with the long
tail observed in the toy model. The exponent of the power
law depends on the amplitude of the vibration imposed to
the hopper in the same manner as the long-tail distribu-
tion of out model depends on Aθ.

Finally, although the non-exponential distributions of
the quiescent states suggests the existence of aging, it
would be desirable to have direct experimental measure-
ments of the stress state of the systems in the rest periods.
This would allow a more direct comparison with the cal-
culations from our model.

5 Conclusion

Inspired in the experimental creep of a granular column,
we studied the intermittent motion of a frictional sys-
tem, a chain of sliders in frictional contact with an in-
cline, subjected to minute perturbations. In such systems
a sharp transition between continuous creep and rest is ob-
served at a finite amplitude of the temperature variations
if µs = µd. However, experimentally, this transition hap-
pens via a regime where the creep is intermittent. Here,
we showed that if the solid friction is accounted for by dis-
tinct static and dynamic frictional coefficients and if the
discrete nature of the granular material is taken into ac-
count, the system exhibits a chaotic motion in the vicin-
ity of the transition with alternated periods of rest and
creep. We find that the duration of the creep periods is
exponentially distributed. This proves that, during creep,
the system can stop at any time with the same probabil-
ity. In contrast, the duration of the rest periods is rather
power-law distributed. Our results show that, during these
quiescent periods, the system ages and the probability to
initiate a new creep period decreases with time. We ana-
lyzed the internal dynamics within the quiescent periods
and showed that there is a net increase of the internal
stress. The slip distance when the systems is set back in
motion, entering a new creep phase, is correlated with the
stress accumulated in the previous rest period.

Some of these features clearly resemble experimental
observations on the flow and clogging of vibrated hoppers
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as well as the creep during thermal cycling of a narrow
granular column. The overall dynamics observed in differ-
ent creeping granular systems seems to be well captured
by the model. We suggest this toy model may become
a suitable tool to test different scenarios in the study of
creep in general.
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