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Abstract. The demand for energy is becoming increasingly important, and who
says strong demands for energy says rising CO2 emissions. Everyone agrees that a
great part of the energy consumed by industry and households can be saved. The
energy savings can take many forms. In addition to the necessity to build equip-
ments more and more energy efficient, it is also necessary to get a clear view of
how the energy is used. This obviously involves the implementation of an energy
flow measuring system for long lasting optimization solutions. It is precisely in this
context that the project CHIC (Low cost industry utilities monitoring systems for
energy savings), funded by the French National Research Agency (ANR), emerged.
The objective of this project is to develop and test low-cost non-intrusive sensors
to monitor and analyze the energy consumption of major flows used in the manu-
facturing sector (electricity, gas, compressed air). With such sensors, it should be
possible to tool up a factory, equipment by equipment, which is not feasible with
intrusive sensors. The ultimate goal is the long term consumption monitoring and
the detection of the consumption deviations rather than a precise measurement. The
measurement accuracy is fixed to 5%. These developments are based on the recent
approaches in system identification and parametric estimation. This project, con-
cretely, involves the design of new low-cost sensors in the following areas: current
sensors, voltage, power, and gas flow, relying on the international ISO 50001 stan-
dard for Energy Management Systems. The work presented in this chapter focuses
on the modeling of the gas flow supplied to a boiler in order to implement a soft
sensor. This implementation requires the estimation of a mathematical model that
expresses the flow rate from the control signal of the solenoid valve and the gas pres-
sure and temperature measurements. Two types of models are studied: LPV (Linear
Parameter Varying) model with pressure and temperature as scheduling variables
and a non-parametric model based on Gaussian processes.

Keywords Soft sensors, Identification, Gaussian process modeling, LPV
model, Flow measurement, Boilers, Energy Efficiency, Consumption moni-
toring



1 Introduction

The concept of energy efficiency is becoming more and more important in
the context of high energy demand. The international standard ISO 50001
represents the desire for saving energy. This standard is based on a preliminary
energy audit and implementation of systems for measuring and monitoring to
ensure that the objectives are achieved.

In the industrial sector, each investment is made in relation to the expected
benefits. The cost of a program to improve energy efficiency must be offset
by the gained benefits. Sometimes a project, though promising, is rejected on
the basis of the amount of initial capital costs, the implementation requiring
a production stop. To foster the acceptance of improved energy efficiency
programs, production stops must be kept to a minimum and costs of measures
need to be low.

It is in this context that the ANR CHIC project (Low cost industry utilities
monitoring systems for energy savings, Fr: CHâınes de mesures Innovantes
à bas Coût) was born. The objective is to develop and to test low-cost sen-
sors to monitor and to analyze the energy consumption of the major fluids
used in industrial sites (electricity, gas, compressed air). The studied sensors
in the ANR CHIC project should allow monitoring of consumption and drift
detection consumption. EDF R&D, the initiators of this project gave the ob-
jective of achieving a measurement accuracy of about 5%. The project is to
develop new sensors (both physical and “soft”) at low cost in the following ar-
eas: current sensors, voltage sensors, power sensors, gas flow meters. The work
presented in this chapter only concerns the study of gas flow measurement.

The objective of this study presented in this chapter is the modeling of a
boiler with the aim of developing a “soft” sensor. The concept of soft sensor is
to combine measures available or easily achievable and mathematical models
which link the measured quantities and the quantities to be determined. This
concept is used in various fields and especially in chemical processes [5, 7, 19],
or biological processes [3, 6, 15, 22]. The implementation of the soft sensor
is based on a simulation, on an observer or on an inverse method; modeling
is then a key point for the measurement quality. Modeling can be based on
physical principles, on empirical approaches, or on a combination of both.

The study focuses on installation of gas boiler with a power of 750kW , lo-
cated on the Renardières site of EDF R&D near Paris, France. For the sake
of economy, it is desirable that the soft sensor can easily be installed. The
development of a physical model dedicated to a plant is excluded because it
would induce a too high cost of development. For this purpose, it is proposed
to build black-box behavioral models. In the case of the gas flow measurement,
the dynamic behavior of the signal to be modeled is very fast, consequently,
the construction of static models is sufficient regarding the objectives of en-
ergy monitoring. Two modeling approaches are explored. The first one consists
of a parametric model where the parameters depend on the pressure and on
temperature, i.e. an LPV (Linear Parameter Varying) model is estimated
[8, 23]. The second approach is to estimate a non-parametric model [1]. De-
veloped models allow representing the mass flow of gas in a boiler from the
gas pressure, the gas temperature and the solenoid valve control signal.

This chapter is organized in the following way: Section 2 introduces the CHIC
project and details its motivations and issue. The experimental bench and the



data collection and selection are illustrated in Section 3. Section 4 presents
and explains the choice of the exploited models and algorithms. Section 5
is devoted to the experimental results including estimation, validation, and
implementation on site. Finally, some conclusions and prospects (Section 6)
conclude the chapter.

2 ANR CHIC project motivation

2.1 Implementing Energy Efficiency improvement programs

There exists a strong potential for energy savings within the French manufac-
turing industry, probably equally in the european one. This potential is yet
to be revealed and exploited.

Nowadays, more and more industries are willing to save energy and therefore
are implementing Energy Efficiency improvement programs. Most of such pro-
grams rely on national or international standards.

The best tools available nowadays are: the international ISO 50001 “Energy
Management Systems” standard and the International Performance Measure-
ment and Verification Protocol (IPMVP). Both rely on the proper measure-
ment of key energy efficiency indicators.

ISO 50001 standard for Energy Management Systems

The ISO 50001 standard was published in June 2011. It is the result of a
collaborative effort of 61 countries, including countries from the European
Committee for Standardization.

The ISO 50001 standard specifies requirements for an energy management
system that is based on a continuous improvement principle: Plan – Do –
Check – Act and then Plan – Do – Check – Act, etc.

− Plan: determine the main energy consuming systems and establish perfor-
mance targets for it,

− Do: install a metering and monitoring system,
− Check: compare the measured energy performance to the targeted one,
− Act: identify corrective actions and implement Energy Efficiency improve-

ment programs.

The ISO 50001 standard relies on a preliminary energy audit to determine the
main energy consuming systems of the plant, and then requires setting perfor-
mance targets for those systems and implementing metering and monitoring
devices to check that these performance targets are respected.

The International Performance Measurement and Verification
Protocol (IPMVP)

The IPMVP was first released in 1996 and has evolved ever since. It is
free to download from the Efficiency Valuation Organization (EVO) web site
(http://www.evo-world.org/). EVO is a non-profit organization “dedicated to
creating measurement and verification tools to allow efficiency to flourish”.

This protocol presents a framework and defines the terms that are to be used
for determining the savings one should expect after implementing an Energy



Efficiency improvement program. IPMVP focuses on three major issues which
are: defining Performance, Performance Measurement and Performance Veri-
fication.

Defining Performance is a prerequisite. Performance can be defined at the
plant level or at an intermediate level according to the Energy Efficiency
improvement program that is to be implemented. For instance, if a compressed
air system is to be refurbished, then the protocol can only focus on that specific
compressed air system.

Performance Measurement requires installing measuring devices wherever
needed, which depends on the Performance Verification protocol that will be
used. Performance Verification is the trickiest part of the protocol, since it is
impossible to measure energy savings per se. Only energy consumption can be
measured. It has to be compared to forecasted energy consumption in order
to estimate how much energy has been saved. According to the protocol, the
forecasted energy consumption will be calculated using a baseline / reference
energy consumption and several adjustment factors that have to be defined.
Typical adjustment factors would be the production load factor, the outside
temperature, etc.

Measuring is the key for improving Energy Efficiency in the
manufacturing sector

Whatever the industrial sector considered (food, cement, metal ...), the opti-
mization of a manufacturing plant is a complex process that requires moni-
toring. To identify and evaluate energy savings, one must get a clear view of
how the energy is used. As stated in the ISO 50001 standard, measuring is
the first step towards energy consumption awareness and thereafter Energy
Efficiency. The ability to measure, monitor and control energy consumption
at several key locations in a manufacturing plant is a major prerequisite for
any efficient energy management program.

Furthermore, all manufacturing plants are continuously evolving and what
was optimized at one moment may not stay optimized for a long time. Once
more, measuring is the key to maintain Energy Efficiency throughout time.
Energy savings programs, when their impacts are not continuously measured,
prove themselves inefficient in the long - or even short - term. Usually several
months is a period of time long enough to get into a non optimized situation
again. Therefore, continuously measuring energy flows is one of the necessary
conditions for long lasting energy-efficient solutions.

In the manufacturing industry, two different types of energy consumption must
be distinguished: the one related to the process itself and the one related to
the systems that deliver compressed air, vapour, cold water, etc... through the
plant. Whereas it is generally very difficult to modify the energy consumption
related to a manufacturing process, because this might have a strong impact
on production, it is most of the time much easier to optimize auxiliary energy
consumption, as long as it is well known and understood and therefore well
measured.

Cost-benefit analysis for Energy Efficiency improvement programs

Within the industrial sector, every investment program, and especially an
Energy Efficiency improvement one, is or is not implemented according to its



cost-benefit analysis. Unfortunately, most of the time, the implementation of
an Energy Efficiency improvement program, because of its mandatory mea-
surement phase, is seen as not acceptable.

Several values need to be measured within an Energy Efficiency improvement
program. Some physical parameters, such as temperatures, are easy and not
expensive to measure. On the contrary, power and flow rates are either rather
expensive or totally impossible to measure, especially if the plant is already
in operation.

To measure power for instance, one must cut the power off, for safety reasons,
which generally disrupts production. To measure flow rates, one can use some
regular flow meters which installation requires cutting through the pipes. This
once again generally disrupts production. For many manufacturing plants, it
is not acceptable to stop production to install measuring devices.

What penalizes measurements is not technology. It is costs. IPMVP suggests
an additional cost for measuring of less than 10 to 15% of the program total
energy savings. What penalizes measurements is the additional cost of dis-
rupting production during the installation of the meters, which is most of the
time way above the recommended and acceptable 10 to 15%.

2.2 The CHIC research project

This research project focuses on creating and experimenting new solutions
that are:

− non intrusive,
− low cost,
− plug and play,
− low energy consumption systems,
− efficient and robust, even with noise and perturbations.

The following meters are developed during the CHIC project:

− a physical clamp-on power meter that could be installed around three-
conductor electrical cables anywhere in the plant [4],

− a soft power sensor, for industrial electrical furnaces, that derives power
from the furnace control signal [13],

− a soft compressed air flow sensor, that derives the air flow rate from the
compressor consumed power [14],

− a soft gas flow sensor for boilers, that derives the gas flow rate from its
inlet valve opening position.

Every soft sensor must be dedicated to a specific equipment because it relies
on extra variables and on mathematical models that are strongly dependent
on the physics involved.

The facilities used to test the prototypes are similar to those found in most
French manufacturing plants. They may be a little less powerful, but they will
allow testing the soft measuring devices in real and industry-like operating
situations (with noise, perturbations, etc.).

2.3 A comparison of existing devices

Methodologies and costs for flow rates measurement with actual commercial
devices were investigated at the beginning of the project.



Measuring flow rates with actual commercial devices

Two types of actual commercial flow meters were evaluated at the beginning
of the CHIC project:

− a standard electromagnetic flow meter that is very common in manufac-
turing plants (Figure 1a), and that needs cutting the pipe to be installed
(the same evaluation could have been done with other types of intrusive
flow meters (Coriolis, Vortex, etc...) - whatever the technology used, the
results would be similar),

− a non intrusive flow meter that is based on ultrasound technology, which
installation does not need cutting the pipe (Figure 1b). Taking the meter
off the pipe does not require cutting the pipe either.

(a) Standard commercial electro-
magnetic flow meter

(b) Measuring flow rates with an ul-
trasound flow meter

Fig. 1. Physical flow rates measuring devices

The total costs for flow rates measurement with these two commercial devices
have been evaluated for an exploitation period of 10 years. The assumptions
for the pipe and operating conditions were as follows: the diameter of the pipe
was of 80 mm, the fluid flowing in the pipe was water, its pressure was below
10 bars, its temperature was comprised between 60◦C and 80◦C, the speed of
the water was of about 7 m/s.

The assumptions for the maintenance of the meters were as follows: the stan-
dard electromagnetic flow meter needs maintenance every year, which requires
emptying the pipe and sending the meter for checking (the total labour costs
for taking the meter off the pipe and putting it back again on the pipe is of
at least 2h per year), the ultrasound meter needs maintenance every 5 years,
which requires sending the meter for checking (the total labour costs for tak-
ing the meter off the pipe and putting it back again on the pipe is on average
of 15 min per year). The results of this analysis are showed in Table 1.
Although intrusive flow meters purchase costs are very low (there is a factor of
10 between the purchase costs of the two flow meters presented above), their
exploitation costs are, over a 10 years exploitation period, at the same level
as those of non intrusive flow meters. Nevertheless, ultrasound flow meters
are seen as very expensive and are mostly dedicated to time-limited energy
audits.

Plant managers are usually reluctant to install flow rate meters on existing
and operational pipes. Different reasons explain this attitude, according to
the type of flow meter:



Standard electromagnetic Ultra sound
flow meter flow meter

Purchase cost for one meter 500e 5000e
Total costs (sum of purchase, 6540e 5845e
installation and maintenance costs)

Number of times for which the pipe 10 0
must be emptied and the process stopped
during the 10 years period.

Table 1. Total costs for one flow rate measurement with 2013 commercial products
over a 10 years exploitation period (no interest rate).

− non intrusive flow meters are seen as too expensive,
− all other flow meters, which are intrusive, require emptying and cutting

the pipe to be installed.

Costs and benefits of soft sensors

The flow soft sensors targeted purchase price has been set to 1300e, which is
an intermediate value between the purchase costs of the two commercial flow
meters presented above. If flow soft sensor purchase price were too high, they
will be rejected as are nowadays the ultrasound flow meters. It is foreseen
that this sensor won’t need maintenance, because they are basically software
sensors.

Being non intrusive, they should be accepted fairly widely as long as their
price remains within acceptable boundaries. Within the project a particular
attention is devoted to decrease as much as possible the cost of these flow
meters. For example, the targeted total exploitation costs for CHIC power
meters over a 20 years period has been set to between 1409e and 1726e,
which is the sum of the actual purchase, installation and maintenance costs
for existing commercial meters over a 20 years exploitation period. The main
advantage of CHIC power sensors over the actual commercial sensors is that
there is no need to cut power to install them. This would be a real technological
breakthrough because, as we have seen on many manufacturing plants, roughly
30% of the installed power meters do not deliver correct values, as they are
not installed properly. It takes time and efforts to make sure that the installed
power meters are trustworthy.

It is also very difficult to know the gas consumption of a given industrial gas
boiler, since most of the time very few gas meters are installed on industrial
sites and the ones that are installed usually measure the site total gas con-
sumption. Once a gas boiler is operational, it is very difficult to convince a
plant manager to install a dedicated gas meter because this would cost money
and this would imply shutting it down. As a consequence, there is a need for
low cost and non intrusive gas flow meters for boilers. The following study
focuses particularly on this system.

3 Gas flow soft sensor of a boiler

3.1 Boiler description and instrumentation

The experimental tests are done on a boiler plant which has a nominal power
of 750kW (see Figure 2). A schematic representation of the boiler installation



and its instrumentation is shown in Figure 3. The mass flow rate of gas is mea-
sured before the gas pressure regulator, i.e. in the high pressure part. The gas
pressure, temperature and volume flow are measured in the low pressure side.
The gas pressure is a manually controlled value but for modeling purposes it
is considered as an input. As for the gas temperature, it depends on meteo-
rological conditions. In the models that is presented in the following sections,
the mass flow is modeled instead of volume flow, because of the dependency
of the gas density to the absolute pressure, and thus, to the atmospheric pres-
sure. It also depends on the fuel gas composition. The mass flow rate depends
directly on the control signal fixed by the operator and sent to the electric
valve. This control signal is converted into a position signal depending on the
type of used regulating valve. In our case, it is a plug valve.

Fig. 2. Boiler side view
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Fig. 3. Schematic view of the boiler

3.2 Experimental protocol

The experiments realized on this installation consist of a stepwise increase of
the electrical control signal C of the modulating gas plug valve. It is fairly
easy to collect the valve control signal (which is a value that varies between
0 and 100%). These tests are repeated for different values of pressure p and
temperature T of the gas. The pressure is an input data which can be practi-
cally controlled by a pressure regulator. It varies between 80 and 200effective
mbar. The gas having a long air routing system, its temperature is thus in-
fluenced by weather conditions. The temperature range is from 14 to 33 ◦C.
These experiments are the same ones realized in operation with the aim of
calibration of the proposed models.

Figure 4 shows a typical experiment. Figure 5 lists the operating points used
in this study.
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4 Modeling

Two different modeling approaches are studied: a parametric approach and a
non-parametric approach.

One concept of engineering, today, is to model the signals and systems to fa-
cilitate the study, analysis and control. This model should be easy to estimate,
but at the same time, it must be able to reproduce the main characteristics



of the studied system. To circumvent the complexity of such models, we can
use parametric models, which depend on a fixed number of parameters, and
whose structure is pre-determined.

Generally, in the second approach which is the non-parametric theory, it is
assumed that the number of parameters that describe the observations dis-
tribution is an increasing function of the observations dimension, or that the
number of parameters is infinite. The non-parametric modeling studies the
problems in which the parameterization is not considered as fixed, but there
is a choice between multiple parameterization and the objective is to find one
that leads to the most efficient procedures.

4.1 Parametric modeling

In this modeling, the primary idea is to consider the mass flow Qm as an
output and C as an exogenous input. However, as can be seen in Figure 6, the
pressure p influences the flow value and a simple law only based on the control
signal cannot provide a good estimation of the flow. Therefore, we propose an
LPV model with one scheduling variable p or two scheduling variables p and
T .

At first, knowing that the pressure has, physically, more influence than the
temperature on the gas flow, it is proposed to model the mass flow by taking
only the pressure as a scheduling variable. In a second step, we introduce the
temperature as a second scheduling variable to see if it has also any influence
on the gas flow.
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Fig. 6. Flow–control characteristic shape for different gas pressures – measured data

The LPV model, like the other models described in this chapter, is static.
The estimated LPV model is obtained by a local approach [8, 23] which con-
sists of:

• estimating local models for different operating points of the scheduling
variables,



• and calculate the global LPV model by a local models interpolation.

LPV model with one scheduling variable

Local models are estimated at different operating points defined by a con-
stant pressure and temperature. With regard to the evolution of the gas flow
Qm depending on the control signal C, the chosen model is presented in the
following polynomial form:

Qm(t) = θ1C(t)2+θ2C(t)+θ3 (1)

The global LPV model as a function of pressure p is determined from the local
models. A fixed pressure value is considered throughout the experiment, and
is equal to the average of the level corresponding to the highest control signal
value. The choice of a fixed value is justified because the pressure varies slightly
around a value set by the user via the pressure regulator. It justifies again to
consider the pressure as a scheduling variable to fit to different installations.
Thus, the parameters θ1, θ2 and θ3 variations depending on the pressure are
represented by the following polynomials:































θ1 =
degP

∑
i=0

αi pi

θ2 =
degP

∑
i=0

βi pi

θ3 =
degP

∑
i=0

δi pi

(2)

where degP represents the polynomial degree of p. The global LPV model
becomes:

Qm(t) =
degP

∑
i=0

αi pi C(t)2+
degP

∑
i=0

βi pi C(t)+
degP

∑
i=0

δi pi (3)

LPV model with two scheduling variables

The considered local models are the same as those given by 1. The global LPV
model is still obtained by interpolating the evolution of θ1, θ2 and θ3. The
only differences are:

• the average test pressure p is replaced by the instantaneous pressure p(t);
• instantaneous temperature T (t) is also taken into account.

The general model is now given by:

Qm =
degP

∑
i=0

degT

∑
j=0

αi pi(t)T j(t)C(t)2

+
degP

∑
i=0

degT

∑
j=0

βi pi(t)T j(t)C(t)

+
degP

∑
i=0

degT

∑
j=0

γi pi(t)T j(t)

(4)

where degP and degT represent the polynomials degrees of p(t) and T (t).

Taking into account the instantaneous measurements including the temper-
ature, it is hoped that more accurate estimates than those provided by the
first model will be obtained. Each coefficient θ1, θ2 and θ3 is modeled by a
polynomial p(t) and T (t).



4.2 Non-parametric modeling

Modeling using Gaussian processes is also considered. It is a non parametric
approximation method that aims to build an approximation f̂ of the function
Qm = f (C, p,T ) from n observations Qmi = f (Ci, pi,Ti),1≤ i ≤ n (observations
may contain measurement errors), and from a priori about the speed vari-
ations of the searched function. To simplify notations, note xi = (Ci, pi,Ti).

The a priori is expressed assuming that the searched function is the realization
of a regular random process, in practice a Gaussian process determined by its
mean and covariance function. The mean is here taken equal to zero to reflect
the absence of a priori about a possible tendency of f (x). The covariance
function is chosen from a set of parameterized covariance functions family (also
called kernels) whose parameters are estimated using the maximum likelihood
criterion. We considered that the process was stationary and we chose to
model its covariance by a Matérn covariance [21]. This family of covariance
was chosen both for its ability to represent a wide range of processes, because
its parameters are easily interpretable, and also because it avoids potential
numerical problems.

To express the constraint that the searched function f̂ (x) is close to the n
observations, we search among all the Gaussian process realizations, those
that explain the observed points: it is the principle of the modeling with
Gaussian process that consists of conditioning of the process law with respect
to the observations. The conditioned process is actually a new process with a
law, including both the a priori (regularity, process variation speed) and the
information provided by the observation of the process at some points, can
be calculated. This principle is shown in Figure 7 on an example where the
variable x is a scalar.
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Fig. 7. Example of randomly generated realizations from a Gaussian process with
Matérn covariance of parameters (A = 1,h = 1,ν = 2) conditioned to a set of n = 6
observed values (assumed here free-noise case)



The estimate f̂ (x) commonly used to estimate the function f (x) at one point x
is the mean of the process conditioned at this point. The covariance function
of the conditioned process enable also to calculate confidence intervals for the
function f (x). Figure 8 includes the data of figure 7 (same function f (x), the
same abscissa xi and same observed values) and gives the estimate f̂ (x) and
the associated confidence intervals.
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Fig. 8. Illustrative example of the Gaussian process modeling – Red dotted lines:
function to estimate, red circles: observations, black dotted line: estimation, shaded
area: confidence intervals 95 %

5 Experimental results

5.1 Parametric modeling

Local models identification

Figure 9 lists the local models, defined by (1), estimated with all 14 avail-
able experiments. The parameters have been estimated with a standard least-
squares method.
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Global models identification

1. LPV model with one scheduling variable

Figures 10 and 11 show the parameters of the different local models based
on the operating point of the test. The polynomials, defined by (2), allow
a good approximation of the estimated values of the parameters θ1, θ2

and θ3, depending on the pressure as it can be seen in Figure 10. After
several tests, the best results are obtained for degP = 2 for θ1 and θ2,
and degP = 3 for θ3. Figure 11 shows that it is more difficult to define a
mathematical law that fits these points. Initially, it is proposed to use a
global LPV model only function of the control signal and the pressure.



60 80 100 120 140 160 180 200 220
−8

−7

−6

−5

−4
x 10

−3

θ 1

60 80 100 120 140 160 180 200 220
0.8

1

1.2

1.4

1.6

θ 2

60 80 100 120 140 160 180 200 220
−12

−10

−8

−6

Effective pressure (mbar) 

 θ
3

 

 

80 mbars
80 mbars 
100 mbars
100 mbars
110 mbars
130 mbars
150 mbars
150 mbars
170 mbars
180 mbars
190 mbars       
200 mbars
250 mbars
280 mbars

Fig. 10. Evolution of the local parameters models with respect to the pressure p
(markers) and the polynomial models (2) (solid line)
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Fig. 11. Evolution of the local parameters models with respect to the temperature

The global LPV model can then be used directly as a soft sensor; for a
measured control signal C and a pressure setting, we simply simulate the
equation (3) to estimate flow gas. The results of models simulation for an
experiment are shown in Figure 12 and compared to the measured data.
The maximum relative error (stepwise averaged) is shown in Figure 13 for



all experiment set. Maximum relative error equal to 3.92 % is obtained
for a 80mbar pressure.
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Fig. 12. Local model and one scheduling input global model simulations with 200
mbar experiment data
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Fig. 13. Maximum relative errors (stepwise averaged) for 14 tests – LPV model
with one scheduling variable

A cross-validation was performed to verify the behavior of the virtual
sensor for all experimental conditions potentially faced in the operating
phase. The number of experiments is relatively low (14 experiments); we



chose to use a Leave–One–Out approach [16]. It consists to use 13 of the
14 tests for identification and one for validation, and repeat this operation
so that each test is used as a validation.
The results are shown in Figure 14. The relative errors on the model
simulation, estimated using 14 experiments are represented by crosses.
The relative errors of the estimated models using 13 experiments and
simulated on the validation test are represented by circles. A higher error
is noted in validation. Nevertheless, it remains less than 5 % as shown in
this figure.
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Fig. 14. Comparison between the estimated model using 14 experiments and the
models from cross-validation – LPV model with one scheduling variable

2. LPV models with two scheduling variables

The global model is now based on the valve control signal C(t) and the in-
stantaneous measurements of pressure p(t) and temperature T (t). Figure
15 shows that, at the same pressure, the gas flow at two different temper-
atures is not really the same. Remains to be seen if it is really interesting
to add a second scheduling variable, and thereby complexify the model.
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After several tests, the best results are obtained for degP= 2 and degT = 1.
The stepwise maximum relative errors in cross-validation are given in
Figure 16. The maximum relative error is equal to 3.7 %, i.e. lower than
those of the first model. However, it has a higher complexity. Figure 17
presents the simulation of the LPV model obtained for a value of C = 50%
and varying pressures and temperatures. We can note that the influence
of pressure on the flow variations is higher than the temperature, which
may justify the use of a model taking into account only of the pressure.
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Fig. 16. Maximum relative errors (stepwise averaged) in cross-validation – LPV
model with two scheduling variables
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5.2 Non-parametric modeling

The implementation of this method on the 14 experiments realized on the
boiler was performed using the Matlab toolbox STK (Small Toolbox for Krig-

ing) [2]. As for the other simulations, Figure 18 gives the maximum stepwise
relative errors obtained by cross-validation. We can note that the errors are
lower than the parametric model errors. In addition, the non-parametric model
provides reasonable errors without having to specify structure models.
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Fig. 18. Maximum relative errors (stepwise averaged) obtained in cross-validation
– non-parametric model



Figure 19 shows the results obtained by cross-validation tests on 4 from the 14
tests. As suggested by the results shown in Figure 18, the predictions are close
to the real values. The simulation of the obtained model at variable pressures
and temperatures for a 50 % control signal, provides similar results to those
presented in Figure 17 .
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Fig. 19. Cross-validation results for Qm = f (C, p,T ) models with respect to C – Solid
lines: identified polynomials; markers: predictions; dotted lines: associated confidence
intervals

5.3 Synthesis

The synthesis of the three different models results is illustrated in Table 2.
Although the fact that the parametric model with two scheduling variables
and the non-parametric model provide better results in terms of relative er-
ror in cross-validation, nevertheless, the parametric LPV with one scheduling
variable model still the easiest to implement and calibrate to the real operat-
ing conditions. Indeed, it is less complicated to calibrate a system with one
variable input than with two variable inputs.

Model Relative error in cross-validation

parametric LPV 1 scheduling variable 5 %

parametric LPV 2 scheduling variables 3.7%

non-parametric 3.8 %

Table 2. Summary table showing the results of the relative errors calculation in
cross-validation of the three previous models.

5.4 Soft sensor implementation on the industrial boiler

The LPV model with one scheduling variable was experimented on site owing
to its simplicity. The model was directly implemented on the PLC with C#



programming language. The pressure setpoint has been tuned and fixed to the
value read on the manometer during the pressure regulator setting. Figure 20
shows the flow measurement with the soft sensor. As we can see, the results
are acceptable with a maximum mean relative error of 3.5 % for the LPV
model with one scheduling variable.
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Fig. 20. Experimental simulation of the soft sensor based on the LPV model with
one scheduling variable

6 Conclusion

This chapter reviewed the current technologies intended to flow and power
measurements from a material and financial point of view. We have seen that
measuring is the key for improving Energy Efficiency in the manufacturing
sector, hence the necessity to look for smart low cost sensors.

In particular, the modeling of an industrial boiler was investigated towards a
consumed gas flow measurement. Three static models were estimated: two
LPV parametric models and a non-parametric model. A cross-validation
showed that the simulation of these models gives a flow measurement er-
ror lower than 5 %. This value corresponds to the fixed objectives of low-cost
sensors implementation that allow consumption monitoring and detection of
possibles drifts.

Models degraded uses should also be considered. While the online temperature
measurement could be considered low-cost, this is not the case of the pressure.
But, in practice, the boiler engineer tunes the pressure with the pressure
regulator and measures it with manometer.

Finally, the genericity of models to different installations and other kinds of
valves, should be studied. It is then necessary to define a model parameters
calibration methodology which is the least intrusive. To do this, a grey box
model is being tested. Its purpose is to find generic models for all sorts of valves
existing in industry for all types of boilers, with different pipe dimensions.
There exists a valve opening law: Qgas = f (C%), Qgas being the gas flow, which



should be different from a valve to another. The equation Qgas = Kv
√

p1− p2,
with p1 and p2 the pressures before and after the valve, and Kv the flow
coefficient, needs also to be considered. The objective here is to estimate
Qgas froms these two expressions, taking into account the valve manufacturer
datasheet and the pipe dimensions.
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