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Abstract. In this paper, we propose to study four meteorological and seasonal time series 

coupled with a multi-layer perceptron (MLP) modeling. We chose to combine two transfer 

functions for the nodes of the hidden layer, and to use a temporal indicator (time index as 

input) in order to take into account the seasonal aspect of the studied time series. The results 

of the prediction concern two years of measurements and the learning step, eight independent 

years.We show that this methodology can improve the accuracy of meteorological data 

estimation compared to a classical MLP modelling with a homogenous transfer function. 
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1.  Introduction 

 

The time series (TS) formalism is useful in many scientific fields [1-3,4]. In the particular 

case of the meteorology, the prediction is essential to anticipate weather variation and thus to 

prevent the population of potential risks, but it can also be used for the energy management 

(intermittent energy sources switching e.g. global solar radiation or wind speed) [5-8]. The 

measured series are often seasonal and noised; they have repetitive and more or less 

predictable fluctuations (24 hours and 1 year). Thenoise increases when the time step between 

measurements decreases. It is essential to take into account periodicities and to build a 

predictor with seasonal adjustments [9]. In this paper, we suggest to study periodic 

meteorological TS measured during 11 years in Ajaccio (France; at an hourly step) and 

concerning four kinds of data with different degrees of periodicity: solar irradiation (Wh/m
2
, 

[6]), humidity (%),ground temperature (◦C) and wind velocity at 10 meters from the ground 

(Beaufort scale) [10]. The variation coefficients (VC; standard_deviation/mean) of these 

series are shown respectively: 1.5, 0.2, 0.4 and 0.5. This coefficient represents the variability 

and the seasonality of the series; the high values are often related to bad prediction results. In 

the next section, we will present the one hour ahead prediction methodology based on the 

heterogeneous transfer functions multilayer perceptron (MLP) and on a particular time index 

taken as input. Then the results of predictions and the comparison between different 

architectures will be exposed; finally in the last part, we will analyze the results and will draw 

conclusions. 

 

2.  Methods  

 

In this section, we first introduce the global methodology based on the heterogeneous transfer 

functions MLP [11] that is to say the fact to mix transfer functions within network [2].Next, 

we present the different meteorological data estimation methodologies used during the cross-

comparison.. 

2.1.  MLP with heterogeneous transfer functions 

 



 

 

 

 

 

 

A classical MLP with one hidden layer is, in the time series (x(t)) prediction context, defined 

by equation 1 where W
1
,b

1
and W

2
,b

2
 are the weights and biases matrices of the hidden and 

output layers and f the transfer function of the hidden layer (note that in our case, the transfer 

function of the output layer is the identity function). The tapped delay line (pdelays) is 

defined from the lag operator (L) by 𝑇𝐷𝐿 = {𝐿𝑖−1𝑥 𝑡 }𝑖 ∈  1,𝑝  considering that 𝐿𝑖𝑥 𝑡 =

𝑥 𝑡 − 𝑖 . With this notation, the output of the MLP becomes 𝑂 = 𝐿−1𝑥 𝑡  [3].  

 

𝑂 = 𝑊2 f 𝑊1𝑇𝐷𝐿 + 𝑏1 + 𝑏2      (1) 

 

Often a hyperbolic tangent function (or similar function) is used forf. In this study we 

propose to combine two types of transfer function in the hidden layer: bijective and non-

bijective. As the first one allows activating a specific hidden node once the argument is upper 

than the bias; the second one allows to introduce an excitation/inhibition balance in the 

system: low and high signals will have an inhibition effect. We choose to test respectively the 

hyperbolic tangent function (noted tanh) and its derivative. Figure 1 represents these two 

functions types and the scaled form of the non-bijective transfer function (expanded between -

1 and 1). 

 

Fig. 1: In blue the tanh function and in red its derivative (= 1-tanh²). The green curve 

represents the scaled form of (tanh)’  
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With this modification, the new network is defined by (2), where W
1’

 and b
1’

 define the 

weights and biases related to the non-bijective nodes. 

 

𝑂 = 𝑊2(f 𝑊1𝑇𝐷𝐿 + 𝑏1 + f ′ 𝑊1′ 𝑇𝐷𝐿 + 𝑏1
′
 ) + 𝑏2   (2) 

𝑂 = 𝑊2(tanh 𝑊1𝑇𝐷𝐿 + 𝑏1 + 1− tanh2 𝑊1′ 𝑇𝐷𝐿 + 𝑏1
′
 ) + 𝑏2  

 

The difference between the “classic“ and the heterogeneous transfer functions MLP is 

related to the two following expressions:  

 

tanh 𝑊1𝑇𝐷𝐿 + 𝑏1 and tanh 𝑊1𝑇𝐷𝐿 + 𝑏1 −tanh2 𝑊1′ 𝑇𝐷𝐿 + 𝑏1
′
 + 1  (3) 

 

If we pose 𝑊1′ 𝑇𝐷𝐿 + 𝑏1
′
= (𝑊1𝑇𝐷𝐿 + 𝑏1)∆ where is the asymmetry rate, and 

𝑊1𝑇𝐷𝐿 + 𝑏1 = 𝑢, we obtain that in the classic case the output is related to tanh 𝑢 while in 

the heterogeneous transfer functions MLP case it is related to tanh 𝑢 −tanh2 𝑢∆ + 1In 

figure 2 are shown these two types of outputs related to linear combination of inputs (u) and 

to If is upper than 0.5 then the global output is non-bijective and the inhibition 

phenomenon becomes leading. Concerning the low values of the output is not between -1 

and 1 but between -0.3 and 1.7 (shift of 0.7).  
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Fig. 2: Output of the classic(blue) and the heterogeneous transfer functions MLP (dotted 

curve) relating to the u parameter (linear combination of inputs) and the asymmetry rate 

andIn black, the output concerning  

2.2.  Meteorological data forecast 

 

The test and validation process of the proposed methodology consists in a cross-comparison 

with some classical tools usually proposed in literature in order to make Meteorological data 

forecasting. These different methodologies of prediction are tested through the two last years 

of measurements, all the others data are related to learning step of the MLP. 

2.2.1.  Persistence 

 

The first studied prediction methods is the persistence method; the simplest way of producing 

a forecast. The persistence method assumes that the actual conditions will not change. To 

improve the results and to take into account the fact that the TS is more or less periodical, we 

corrected the persistence with a scale term computed from the moving average related to the 

nine first years [4,9].  

2.2.2.  MLP 

 

In the presented study, the MLPs have been computed with the Matlab software and its 

Neural Network toolbox. The characteristics chosen related to previous works are the 

following: one hidden layer, the activation functions are the continuously and differentiable 

hyperbolic tangent (hidden) and linear (output), the Levenberg-Marquardt (approximation to 

the Newton’s method) learning algorithm with a maximum fail parameter before stopping 

training equal to 3. The optimization of the number of input nodes is done with the partial 

autocorrelation factor, which measures the degree of association between two measures, with 

the effect of a set of controlling intermediate measures removed. Concerning the four types of 

TS considered, this number varies between 4 and 9 lags. The number of hidden neurons is 

taken equal to the input nodes number. The results shown in the following parts are related to 

the best networkamong six different trainings coupled with a random weight initialization 

[1,4,7]. Concerning the MLP with heterogeneous transfer functions, the characteristics are 

described in the section 2.1. 

http://en.wikipedia.org/wiki/Association_%28statistics%29
http://en.wikipedia.org/wiki/Random_variables


 

 

 

 

 

 

2.2.3.  MLP with a time index input 

 

The last approach consists in adding a time index input to the two MLP previously proposed, 

that is to say, the classical one and the MLP with the heterogeneous transfer function. An 

input is added and is related to the time concerning the hour of prediction. This node takes the 

values i/24 (for i=1 to 24) for each hour of the day [9]. 

3.  Results 

 

The first series of results (Table 1) is related to the persistence (P), normal MLP (noted N-

MLP) and the heterogeneous transfer functions MLP (noted HTF-MLP; 50% of tanh’ transfer 

function in the hidden layer). The error metric used is the nRMSE (RMSE/mean). Concerning 

the use of the MLP, the results presented in the following tables are related to the runs (among 

six) minimizing the nRMSE. 

 
 P N-MLP HTF-MLP 

Humidity 0.070 0.073 0.073 

Solar irradiation 0.319 0.305 0.308 

Temperature 0.058 0.067 0.067 

Wind speed 0.394 0.359 0.359 

Table. 1: nRMSE related to the persistence, normal MLP and heterogeneous transfer 

functions MLP. In bold the lowest nRMSE. 

 

In Table 1, we see that HTF-MLP is not really efficient, it gives the best results only for 

one TS (Wind speed) tied with N-MLP. With a MLP, one way to improve the results is often 

to make the time series stationary and to operate a preprocessing before to choose the inputs 

nodes. In our case, there are four kinds of data, so we chose to apply a seasonal adjustment by 

periodic coefficients (computed from moving average during the learning phase). In the 

following results, when this pre-post processing is used, the suffix –s is added (example N-

MLP-s). The Table 2 shows the impact of this processing on the nRMSE value. 

 

 N-MLP-s HTF-MLP-s 

Humidity 0.070 0.070 



 

 

 

 

 

 

Solar irradiation 0.333 0.334 

Temperature 0.059 0.059 

Wind speed 0.351 0.350 

Table. 2: nRMSE related to the normal MLP and heterogeneous transfer functions MLP 

and concerning the time series made stationary. In bold the lowest nRMSE. 

 

The stationary process doesn’t improve systematically the nRMSE, in fact, in the solar 

radiation case the error is increased by more than 2percentage point. The second tool that 

should improve results is the time index taken as input of the networks. In the following parts, 

we will note –t (example N-MLP-s-t) when this index is used. The Table 3 shows the impact 

of this exogenous data (multivariate analysis). 

 

 N-MLP-t HTF-MLP-t N-MLP-s-t HTF-MLP-s-t 

Humidity 0.069 0.070 0.071 0.070 

Solar radiation 0.292 0.298 0.324 0.331 

Temperature 0.058 0.060 0.059 0.057 

Wind speed 0.358 0.357 0.351 0.353 

Table. 3: nRMSE related to the normal MLP and heterogeneous transfer functions MLP 

and concerning the time index taken as input. In bold the lowest nRMSE. 

 

Considering the different configurations -s, -t, non-bijective or bijective transfer functions 

of hidden nodes, a lot of combinations are possible. The next table (4) summarizes for each 

data the predictor with the lowest nRMSE and the related error metric. 

 

*the hidden node with the (tanh)’ transfer function is only linked to the time index input 

 VC Type nRMSE Time index Stationary Transfer functions 

Humidity 0.2 N-MLP-t 0.069 Yes No 100% tanh 

Solar irradiation 1.5 N-MLP-t 0.292 Yes No 100% (tanh)’ 

Temperature 0.4 HTF-MLP-s-t 0.057 Yes Yes 50% tanh 50% (tanh)’ 

Wind speed 0.5 HTF-MLP-s 0.350 No Yes 80% tanh 20% (tanh)’* 

Table. 4: Best configuration considering nRMSE, for all combinations of tested MLP 

parameters. 

 



 

 

 

 

 

 

The time index and the (tanh)’ transfer function are the tools giving the best results 75% of 

the cases). The stationary process does not define really the best approaches. For the two time 

series with thelowest VC the nRMSE is under 10% whereas for the other series (solar 

irradiation and wind speed) the nRMSE is close to 30%. 

4.  Conclusion 

 

In this study, a MLP coupling two transfer functions, a time index and a stationary process 

was studied. The interest of the time index taken as inputs of the network is shown in this 

study, however future studies expanding the nature or the location related to time series will 

be necessary to show the interest of the MLP with heterogeneous transfer functions. As 

conclusion of this paper, for each case concerning the time series forecasting of 

meteorological data, the possibility to use a time index, a stationary process and an inhibition 

transfer functions should be considered. 
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