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Abstract. European loess sequences of the Marine Isotope
Stage 3 (∼ 60–25 kyr BP) show periods of strong dust accu-
mulation alternating with episodes of reduced sedimentation,
favoring soil development. In the western part of the loess
belt centered around 50◦ N, these variations appear to have
been related to the North Atlantic rapid climate changes:
the Dansgaard–Oeschger (DO) and Heinrich (H) events. It
has been recently suggested that the North Atlantic climate
signal can be detected further east, in loess deposits from
Stayky (50◦05.65′ N, 30◦53.92′ E), Ukraine. Here we use cli-
mate and dust emission modeling to investigate this data in-
terpretation. We focus on the areas north and northeast of
the Carpathians, where loess deposits can be found, and the
corresponding main dust sources must have been located as
well. The simulations were performed with the LMDZ at-
mospheric general circulation model and the ORCHIDEE
land surface model. They represent a reference “Greenland
stadial” state and two perturbations, seen as sensitivity tests
with respect to changes in the North Atlantic surface con-
ditions between 30◦ and 63◦ N: a “Greenland interstadial”
and an “H event”. The main source for the loess deposits in
the studied area is identified as a dust deflation band, with
two very active spots located west-northwest from our refer-
ence site. Emissions only occur between February and June.
Differences from one deflation spot to another, and from
one climate state to another, are explained by analyzing the

relevant meteorological and surface variables. Over most of
the source region, the annual emission fluxes in the “inter-
stadial” experiment are 30 to 50 % lower than the “stadial”
values; they would only be about 20 % lower if the inhibi-
tion of dust uplift by the vegetation were not taken into ac-
count. Assuming that lower emissions result in reduced dust
deposition leads us to the conclusion that the loess–paleosol
stratigraphic succession in the Stayky area reflects indeed
North Atlantic millennial variations. In the main deflation
areas of Western Europe, the vegetation effect alone deter-
mined most of the (∼ 50 % on average) stadial–interstadial
flux differences. Even if its impact in Eastern Europe is less
pronounced, this effect remains a key factor in modulating
aeolian emissions at the millennial timescale. Conditions fa-
vorable to initiating particularly strong dust storms within a
few hundred kilometers upwind from our reference site, sim-
ulated in the month of April of the H event experiment, sup-
port the correlation of H events with peaks in grain size in-
dex in some very detailed loess profiles, indicating increased
coarse sedimentation.

1 Introduction

In Europe, a west–east eolian corridor was formed in glacial
times between the British and Fennoscandian ice sheet to the
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1386 A. Sima et al.: Modeling dust emission response in Eastern Europe to North Atlantic abrupt climate changes

Fig. 1. Map of the thickest European loess deposits (in yellow), in the context of the Last Glacial Maximum (21 kyr BP) ice sheets (light
blue) and sea level (modified from Antoine et al., 2013, based on data from compilations kindly provided by D. Haase from Haase et al.,
2007, and J. Ehlers from Ehlers et al., 2011). Blue/gray colors indicate depth/elevation with respect to the actual sea level.

north and the relatively high midlatitude European relief (in-
cluding the Alpine glacier) to the south (Fig. 1). Vast areas
along this corridor are generally flat (below 200 m altitude),
with the geological substratum mostly represented by rel-
atively easily erodible Tertiary or Cretaceous rocks (Asch,
2005), and have periodically been subject to strong dust de-
flation under glacial climate conditions. Deflatable material
with a large range of grain sizes was made available by a
variety of mechanisms acting at local or regional scales, at
timescales from seasonal to millennial and orbital: the expo-
sure of the continental shelf due to sea level lowering, grind-
ing of rocks by ice sheets and glaciers, frost weathering, flu-
vial erosion by periglacial rivers, eolian erosion by strong
glacial winds, accentuated by a reduced vegetation cover in
a much colder and dryer climate than today. Particularly rich
in easily deflatable sand and silts were the exposed conti-
nental shelves and the periglacial outwash plains, as well
as the periglacial river valleys, mostly dried-out outside of
the snowmelt period. Part of the material deflated in these
source areas has accumulated in the south of the eolian cor-
ridor, forming a loess belt at about 50◦ N latitude. Some of
the deposition areas, located in a relief context allowing dust
remobilization, could have been “secondary dust sources”.

Loess sedimentation rates have strongly varied at millen-
nial timescales, especially during Marine Isotope Stage 3
(MIS 3, ∼ 58 900–24 100 yr BP; Martinson et al., 1987).
High-resolution studies on sequences from Nussloch, Ger-
many (Rousseau et al., 2007; Antoine et al., 2009), have sug-
gested that the sedimentation variations in Western Europe
were correlated with the abrupt climate changes known as
Dansgaard–Oeschger (DO) events (Dansgaard et al., 1993)
and Heinrich (H) events (Heinrich, 1988; Broecker et al.,

1992). The North Atlantic cold episodes identified in ice or
marine cores, i.e., Greenland stadials (North Greenland Ice
Core Project, 2004; Rousseau et al., 2006) and H events,
appear to correspond to periods of loess accumulation,
indicating a very active dust cycle caused by dry and windy
conditions. The warmer “Greenland interstadials” were asso-
ciated with moister and less windy conditions on the conti-
nent, with a less active dust cycle, favoring soil formation.
Alternating loess–paleosol units are recognizable especially
after 40 kyr BP, when the main loess sedimentation interval
in Europe begins.

Rapid environmental changes have also been identified in
loess sequences further east (Haesaerts et al., 2003; Rousseau
et al., 2001, 2007, 2011; Gerasimenko and Rousseau, 2008;
Antoine et al., 2009). They are expressed in the loess–
paleosol stratigraphic succession, and in the variations of dif-
ferent indices: grain size index, magnetic properties, carbon
isotope ratios, and, where available, in the pollen records.
Following investigations by Kukla (1977), a link between
Central and Eastern Europe was established on the basis of
sequences from Dolnı́ Věstonice, in the Czech Republic (e.g.,
Fuchs et al., 2012; Antoine et al., 2013), and Vyazivok, in
the Ukraine (e.g., Rousseau et al., 2001). Recently, using
high-resolution data from Nussloch, Germany, and another
Ukrainian site, Stayky, Rousseau et al. (2011) suggested that
the North Atlantic climate signal has been recorded through-
out the European loess band, at least as far as 30◦ E.

In a previous study, we have used an atmospheric general
circulation model (AGCM) and offline dust emission calcu-
lations to investigate the impact of North Atlantic millennial
climate changes on dust emission variations in Western Eu-
rope (Sima et al., 2009). Three numerical simulations were
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run, designed as sensitivity experiments with respect to SST
variations in the North Atlantic as those associated with DO
and H events. We have analyzed the main Western European
deflation areas, with focus on the exposed continental shelf
in the English Channel and the North Sea (Juvigné, 1976;
Auffret, 1980; Auffret et al., 1982; Lautridou et al., 1985;
Antoine et al., 2003a,b). The main results consisted of (a) a
strong seasonality of emissions, which occurred overall be-
tween February and June (with differences from one climate
state to another), when the snow was melting, the soil was
drying, and the vegetation was still sparse enough to allow
for dust deflation; and (b) considerably lower emission fluxes
in the Greenland interstadial experiment than in the Green-
land stadial and H event simulations, supporting the interpre-
tation of loess sedimentation variations as being produced by
the North Atlantic millennial variability. It was also shown
that the vegetation, which inhibits eolian erosion, has played
a key role in determining the seasonal cycle of emissions and
the differences of dustiness between the relatively warm ver-
sus cold North Atlantic phases.

Following the data study by Rousseau et al. (2011), which
proposed a correlation between Greenland, West and East
European dust records, here we focus on Eastern Europe. We
use the same AGCM simulations and dust emission calcu-
lations as in Sima et al. (2009), combined with information
from the loess site of Stayky, in Ukraine (briefly described in
Sect. 2).

After identifying the potential sources for the dust de-
posited around this site (Sect. 3.1), we investigate the impact
of North Atlantic SST changes on dust emission in these ar-
eas. The “dusty season” is determined (Sect. 3.2), and the
relevant climate variables and surface conditions are ana-
lyzed on average over this period of the year (Sect. 3.3), with
special attention to the role of vegetation. Furthermore, we
examine in detail the hypothesis that H events could corre-
spond in European loess sequences to intervals of particu-
larly coarse sedimentation (Rousseau et al., 2007, 2011). Fi-
nally, we discuss the results (Sect. 4), draw conclusions and
give some perspectives (Sect. 5).

2 Reference loess site, numerical simulations, and dust
emission calculations

The reference loess site for this study is Stayky (50◦05.65′ N,
30◦53.92′ E, 194 m a.s.l.), in Ukraine, located by the Dnieper
River, about 50 km south of Kiev. This outcrop was cho-
sen for its detailed record of the last climate cycle, during
a preliminary investigation of the numerous outcrops of the
loess series studied in the area (Gerasimenko and Rousseau,
2008). It is situated on a cliff ending the plateau on the
right bank of the river; the Dnieper River floodplain lies on
the left bank. The sequence corresponding to the last cli-
matic cycle has been studied at high resolution by defining
a precise stratigraphy, sampling continuously for grain size

analysis, and taking sediment for optically stimulated lumi-
nescence dating (Rousseau et al., 2011). For the interval 38 to
18 kyr BP, alternating loess and embryonic soils similar to
the loess–paleosol doublets observed at Nussloch (Germany)
have been identified, as well as a similar pattern of the grain
size index variations. A correlation was proposed between
the loess–embryonic soil doublets and the Greenland stadial–
interstadial climate cycles. Also, it was suggested that two
particular peaks of the grain size index might correspond to
H events 3 and 2.

The simulations have been carried out with the LMDZ.3.3
atmospheric general circulation model (Jost et al., 2005) in-
cluding the ORCHIDEE land surface model (Ducoudre et
al., 1993; Krinner et al., 2005). Inspired by the GS9-H4-
GIS8 sequence around the H4 event (∼ 39 kyr BP; Bard et
al., 2004), they represent a reference glacial state (Greenland
stadial, GS), a cold (H event, HE) and a warm (Dansgaard–
Oeschger, or Greenland interstadial, GIS) perturbation. Thus,
the orbital parameters (Berger, 1978; Berger and Loutre,
1991) were set to 39 kyr BP values, and the CO2 concentra-
tion to 209 ppmv (Petit et al., 1999). The ice sheet config-
uration at 14 kyr BP was selected from the ICE-4G recon-
struction (Peltier, 1994) as corresponding to a sea level sim-
ilar to that at 39 kyr BP, approximately 60 m lower than to-
day (Siddall et al., 2008). The land–sea mask of the LMDZ
and SECHIBA models was adapted to this sea level. In the
absence of reconstructions or climate model results for the
MIS 3 sea surface temperatures (SSTs) and sea ice at the
time when we ran the simulations, the GLAMAP2000 recon-
struction (Sarnthein et al., 2003) for the Last Glacial Maxi-
mum (LGM, approximately between 23 and 18 kyr BP) was
used in the reference glacial climate simulation GS. The cold
and warm perturbations were obtained by only altering the
North Atlantic surface conditions in the latitudinal band be-
tween 30◦ N and 63◦ N. All-year-long zonal SST anomalies
of up to ±2◦C (Cortijo et al., 1997) were applied in this
band, and sea ice was imposed where the SST was lower
than −1.8◦C. The simulations are thus sensitivity experi-
ments with respect to variations in the North Atlantic surface
conditions as those associated with DO and H events. In the
following, we will use “H-stadial” when specifically refer-
ring to the cold climate interval associated with an H event
(defined as an episode of massive iceberg release recorded in
marine sediments by layers rich in ice-rafted debris).

In the ORCHIDEE model version we have used here
(Krinner et al., 2005), the computed leaf area index (LAI)
varies between minimum and maximum values fixed for
each plant functional type (PFT) to standard values based
on averaged observations, and is only modulated by the
AGCM-derived temperature. The maximum grid-cell frac-
tion that can be occupied by each PFT is also prescribed. In
our paleoclimate experiments we kept the present-day val-
ues, as recommended by the Paleoclimate Modelling Inter-
comparison Project (PMIP; e.g., Braconnot, 2004) for the
LGM simulations. The actual grid-cell fraction covered by
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m/s

Stayky
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Fig. 2.Mean annual 850 hPa wind speed and direction for the reference GS state (modified from Rousseau et al., 2011). The area investigated
in this study stretches between 15–35◦ E and 45–55◦ N.

a PFT depends on the imposed maximum vegetation frac-
tion and the computed LAI. In each experiment, the LMDZ-
ORCHIDEE model was run for a spin-up period of one year,
followed by 20 yr that were analyzed.

The Sima et al. (2009) study has shown the importance
of vegetation, as an inhibitor of aeolian erosion, in modu-
lating dust emission at millennial timescales in the Western
European deflation areas. Therefore, here we calculate again
separately the emitted “dry” dust fluxFd, taking into account
all factors but the vegetation effect, and theF flux including
the vegetation effect. These fluxes are given by the following
formulas:

Fd = C′
· fd · w2

10m · (w10m − wth)

for w10m > wth (Fd = 0 otherwise)

and

F = Fdfv = C′
· E · w2

10m · (w10m − wth)

for w10m > wth (F = 0 otherwise).

– C′ is a constant for every grid cell that only de-
pends on intrinsic characteristics such as the sur-
face roughness (vegetation excluded), grain size dis-
tribution and texture of the bare soil. Here we take
C′ = 5× 10−7 g m−5 s2 everywhere in our domain of
study, an intermediate value in the range of those de-
termined by Balkanski et al. (2004) for the present-day
arid and semi-arid regions.

– fd, which we call “dry soil fraction”, quantifies the soil
water effect on dust emission. It equals the snow-free
fraction of the grid cell if the soil is dry at more than
5mm depth, and is 0 otherwise.

– fv, the vegetation factor, quantifies the vegetation effect
of inhibiting wind erosion. It is calculated as a func-
tion of the vegetated soil fractionfveg, following Eq. (6)

of Fryrear (1985), and is corrected at low (< 10 %) and
high (> 60 %) vegetation cover:

fv = min
(
1, 1.81 · exp

(
−7.2 · fveg

))
if fveg < 0.6, andfv = 0 otherwise.

– E =fd · fv is the “erodible fraction”, and represents the
grid-cell fraction where dust emission is allowed at any
given moment by both soil humidity and vegetation
effects.

– w10m is the 6-hourly averaged 10 m wind computed by
the atmospheric model.

– wth is the threshold wind speed for erosion, determined
for each grid cell, same asC′, by the intrinsic (bare) soil
characteristics. As in Sima et al. (2009), a constant value
is used everywhere: 7 m s−1, close to the lowest values
for the present-day deserts, either measured (Wang et
al., 2003) or derived as a function of soil characteris-
tics (Marticorena and Bergametti, 1996; Laurent et al.,
2005).

3 Results

3.1 Potential dust sources

In order to determine where the main source areas must have
been located with respect to the Stayky loess site, we ana-
lyze the wind direction at the surface and at altitude. We take
the 850 hPa level (corresponding on average to an altitude
of about 1500 m a.s.l.) as relevant for the medium- to long-
distance dust transport. The mean annual wind direction at
this level has a strong westerly component in the reference
state (Fig. 2), as well as in the two perturbations (Rousseau
et al., 2011, Fig. 5 therein). More important, considering the
strong seasonality of emissions for Western Europe (Sima
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Fig. 3. 10 m wind roses derived from 6-hourly 10 m winds at Stayky for 20 yr of simulation for each of the three climate states. Relevant
winds for dust emission are those exceeding the threshold erosion wind speed, 7 m s−1 in this study. Winds below 14 m s−1 are much more
frequent than those above 14 m s−1 (which cannot even be seen on the plots), and determine most of the emitted amount of dust (cf. Sima et
al., 2009).

et al. 2009), the strong westerly component is also found in
monthly averages (not shown). To identify the most prob-
able position of the local source areas with respect to the
site, we examine the wind roses derived from 6-hourly 10 m
winds for the 20 yr analyzed for each simulation (Fig. 3).
Again, in all three states, westerly wind occurrences greatly
exceed the easterly ones. This explains why, despite the large
amount of sand available in the Dnieper River floodplain,
east of Stayky, very little sand is found in the loess deposit
(Rousseau et al., 2011). Also, the loess site is located approx-
imately 150 m higher than the valley, so the sand in the loess
profile must have been transported during rare strong easterly
wind events.

The 10 m wind-speed values are up to 20 m s−1 for the
GS state, up to 21 m s−1 for GIS, and about 22 m s−1 for
HE, but the frequency of strong winds, exceeding 14 m s−1,
is not high enough to see in the plots. According to Sima
et al. (2009), the yearly averaged dust fluxes are not con-
trolled by the strongest winds, but rather by the much more
frequent medium wind-speed category (from 9 to 14 m s−1

in the case of the Western European main sources). For HE,
the strongest 10 m wind events, exceeding 20 m s−1, occur in
April and December (not shown). We will discuss this result
in Sect. 3.2, where we look at dust emission seasonality and
the relationship with the identification of H events in loess
sediments as peaks in the grain size index.

Finally, considering the low end of the grain size range in
the Stayky profile (the clay fraction, with diameters up to a
few microns), most of the constituting material has proba-
bly originated from sources not more than a thousand kilo-
meters away from the site (Rousseau et al., 2011). All these
taken into account, we consider that the main potential dust
sources for Stayky must have been located between 15◦ and
35◦ E. This is the longitudinal range for which we will per-
form the dust emission calculations. The latitudinal range of
interest spans over a 10◦-wide band centered on Stayky: from
45◦ N, the latitude of the southern Carpathians, to 55◦ N,

in the Baltic Sea, and close to the Fennoscandian ice sheet
southern limit on the continent around 40 kyr BP (∼ 57◦ N in
our experimental setup; cf. the ICE-4G reconstruction). The
resulting domain is shown in Fig. 2. When representing dust
fluxes or surface conditions, we exclude the Carpathians (by
masking the areas with altitudes exceeding 500 m), where no
relevant emission may occur. We also exclude the lowlands
inside the mountain arch, as they are unlikely to have con-
tributed to dust deposition in the∼ 50◦ N band examined in
this study.

For each simulated climate state, we compute yearly aver-
aged dust emission fluxes over the domain of interest (Fig. 4).
In all climate states, emission mainly occurs in a NW–SE
band, located north and northeast of the Carpathians (Fig. 5).
Two spots appear as most active with respect to climate-
related conditions and are placed west-northwest of Stayky,
constituting potential source areas for this reference site. The
one closest to Stayky, hereafter referred to as “Spot 1”, is in
Ukraine, centered at about 51◦ N, 26◦ E (S1 in Fig. 4a). It
partly covers areas where loess deposits are located (Fig. 5),
which means that here dust remobilization might have been
important. The second most active region, “Spot 2”, is in
Poland, centered at about 53◦ N, 19◦ E (S2 in Fig. 4a).

The extent of the potentially most active sources does not
change significantly from the GS to the HE climate state
(Fig. 4a and b), but annual mean dust fluxes are smaller for
HE than for GS, especially over Spot 2. A shrinking of the
potential emission area can be seen for the GIS compared to
GS, as well as a decrease, stronger than in the HE case, of
the annual mean dust emission fluxes (Fig. 4c).

To explain the spatial distribution of the potential deflation
areas and the differences of dustiness between the simulated
climate states (Fig. 4), we need to examine the variations
of the relevant climate variables – wind, precipitation, and
temperature – as well as the surface conditions determined
by these variables – soil humidity, snow and vegetation cov-
ers. The annual or seasonal means of these quantities are not

www.clim-past.net/9/1385/2013/ Clim. Past, 9, 1385–1402, 2013



1390 A. Sima et al.: Modeling dust emission response in Eastern Europe to North Atlantic abrupt climate changes

Fig. 4. Annual means of dust emission fluxesF (g m−2 yr−1), calculated including the vegetation effect, for the three simulated climate
states: GS (left panel), HE (middle panel), and GIS (right panel). Emission mainly occurs in a NW–SE band, with S1 and S2 being the most
active spots.

quite relevant for this matter (see Sima et al., 2009), so we
first determine the period of the year when dust emission oc-
curs over our area of study, and then analyze the variables of
interest as averages of this period.

3.2 Seasonality of emissions

Sima et al. (2009) have shown the strongly seasonal nature
of dust emission occurrence over the large deflation areas
formed by sea level lowering in the English Channel and
the south of the North Sea. Here, we study the same latitude
range, and the annual cycle of the main variables impacting
dust emission resembles that for the west of Europe (Fig. 5a
and b in Sima et al., 2009). Winter is characterized by strong
winds and scarce vegetation, but snow cover and the high
soil humidity prevent dust from being uplifted. Conversely,
in summer the wind weakens and, as the soil dries up, the
development of vegetation becomes the main surface pro-
cess blocking dust mobilization. These different conditions
constraining dust emission determine the potential deflation
areas, and their seasonality. Thus, in our domain of interest,
the main emission band located north and northeast of the
Carpathian Mountains is most active in springtime, when the
wind, soil humidity and vegetation conditions are simultane-
ously favorable (Fig. 6). As in the Western European source
areas, the seasonal evolution of dust emission intensity dif-
fers from one climate state to another. Furthermore, for each
climate state, the two most active spots show noticeable dif-
ferences in their seasonality. Spot 1 is the first to start emit-
ting dust: in February for GS and GIS, and in March for HE.
In all three states, the most active period is April. The condi-
tions become unfavorable to dust emission in May for GIS,
and in June for the other two states.

Spot 2 has the same general evolution, but with one month
of delay with respect to Spot 1. It starts to significantly emit
in March for GS and GIS, and in April for HE. For GS and
HE it is most active in May, and stops emitting in June,
whereas for GIS the emissions cease one month earlier.

Fig. 5.Annual mean of dust emission fluxes for GS (Fig. 4a) super-
imposed on the topographic map.

If we consider the two most active areas together, the dusty
season in our region of interest lasts from February to June
in the stadial state, from March to June in the HE state, and
from February to May in the interstadial state. For all months
and climate states, the average 850 hPa winds are from west
or west-northwest (Fig. 6), so that the deflation band we have
identified may feed the European aeolian deposits located
farther eastward (Fig. 1). Considering the distance to our ref-
erence site (∼ 300 km for Spot 1,∼ 800 km for Spot 2), and
the monthly means of 850 hPa wind direction over the emis-
sion season, Spot 1 is the best candidate as a dust source for
the loess deposits in the Stayky area. Spot 2 certainly con-
tributes as well, even though (again, considering the monthly
means of 850 hPa wind direction in Fig. 6) much of the dust
emitted here is probably transported on a more northern path.
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Fig. 6. Monthly means of dust emission fluxes outside the Carpathians in the three simulated climate states for January to June (for each
panel, the x-axis represents longitude (◦E), and the y-axis latitude (◦N)). Wherever the slightest emission occurs, the monthly average wind
vectors at 850 hPa indicate the direction in which the dust is most likely transported. Little or no dust is emitted in this area during the rest of
the year.
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Fig. 7. February to June averages of 2 m temperature(a–c), precipitation(d–f) and 10 m wind(g–i) for the GS state (left column), and
anomalies HE-GS (center column) and GIS-GS (right column). In white are areas where the differences are not significant at the 95 %
confidence level (Student’st test on a series of 20 data points, representing the averages of the February to June interval from the 20 yr of
run for each climate state).

3.3 Climate variables, surface conditions and dust
emission

To explain the spatial distribution of the potential deflation
areas, the differences of dustiness and seasonality between
the two most active spots, and those differences between the
simulated climate states (Figs. 4 and 6), we need to exam-
ine the relevant climate variables and surface conditions. As
shown in Sect. 3.2, for all simulated climate states, the an-
nual amount of dust is only produced over a period between
February and June. Therefore, in the following, we analyze
the variables and anomalies of interest as averages over this
“dusty season”.

The climate variables we address are (Fig. 7) (i) 2 m tem-
perature, which impacts soil humidity (through evaporation),
snow cover extent and duration, and vegetation development;
(ii) precipitation, which in our study only impacts soil hu-
midity and snow cover, not vegetation (cf. Sect. 2.1); and
(iii) 10 m wind, on which dust emission fluxes strongly de-
pend (cf. Sect. 2). For the surface conditions, we examine

(Fig. 8) the dry fractionfd, the vegetation factorfv and the
resulting erodible fractionE =fd · fv.

3.3.1 The reference GS state

We focus on the domain for which we performed the dust
calculations, 45–55◦ N, 15–35◦ E, and on the resulting dust
emission band shown in Fig. 4. In the reference GS state,
the average temperature over the investigated domain fol-
lows a north–south gradient, with values ranging approxi-
mately from−4◦ to 6◦C (Fig. 7a). This leads to a faster snow
melting and an enhanced surface evaporation in the southeast
(SE) part compared to the northwestern (NW) part of the
emissions band (not shown). Precipitation averages are be-
tween 1 and 1.5 mm day−1, slightly lower in the SE (Fig. 7d).
These combined factors give better conditions for emission
with respect to soil humidity in the SE of the band. Thus, the
calculated surface dry fractionfd is between 50 and 70 % in
this region, and decreases to only 20–40 % in the NW part
(Fig. 8a).
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Fig. 8. Averages over the dust emission period (February to June) for dry soil fractionFd, vegetation factorFv, and erodible soil fraction
E in the GS state (left column), and anomalies HE-GS (center column) and GIS-GS (right column). Masked in white are the Carpathians
(altitudes exceeding 500 m) and the lowlands inside the mountain arch (cf. Sect. 3.1).

In our simulations, vegetation development is only deter-
mined by temperature. Hence the onset of the growth season
starts later in the NW of the emission band. Thus, on aver-
age over the February to June interval, the vegetation inhibit-
ing effect is less effective in the NW of the emission band
(mean vegetation factorfv > 0.7) than in the SE (fv < 0.5)
(Fig. 8d). The two spots clearly appearing in Fig. 4a as
preferential emission areas have highfv values: 0.6–0.7 for
Spot 1, and more than 0.7 for Spot 2. When calculating the
erodible fractionE (Fig. 8g), a combination offd andfv, the
gradient in the dry fraction of the surface,fd, prevails. Thus,
on average over the dusty season,E is lower in the NW of the
deflation band (10–15 % in Spot 2) than in the SE (15–20 %
in Spot 1 and more than 25 % south of Stayky).

Dust emission fluxes depend on the erodible fraction and
the cube of 10 m wind speed, combined at a fine timescale
(6 h in our case). The average 10 m wind speed increases
from less than 5 m s−1 in the SE to more than 6 m s−1 in the
NW (Fig. 7g). This increase prevails in the flux calculation

over the decrease ofE, resulting in stronger dust emission
in the NW than in SE of the deflation band. Thus, as shown
in Fig. 4, more dust is emitted in Spot 1 than in Spot 2 on
average over the year (or over the dusty season; the total
amount is practically the same). Both spots can be identi-
fied in Fig. 7d and g as areas of relatively high 10 m wind
speed and low precipitation in our investigated domain. The
region of relatively high erodible fraction (25–30 %) south
of Stayky does not correspond to high emission, because the
wind is not strong enough.

The differences of seasonality between spots 1 and 2
(Fig. 6) can also be explained by considering the spatial dis-
tribution of temperature and precipitation averaged over the
dusty season (Fig. 7a and d), and the general evolution in the
investigated area of the wind speed, soil humidity (both de-
creasing from winter to summer) and vegetation cover (better
developed in summer than in winter). In all states, it is colder
in Spot 2 than in Spot 1, located more to the south, while the
average precipitation amounts are quite similar. Considering
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the temperature impact on soil humidity and vegetation, this
explains why the emission period is delayed in Spot 2 com-
pared to Spot 1 (by 1 month; Fig. 6). It also explains why
in the cold GS and HE states Spot 2 is most active a month
later than Spot 1, in May, in spite of the gradual decrease
of the average 10 m wind from winter to summer. The wind
weakening is compensated for by a combination of drier sur-
face and vegetation developing later than in Spot 1 (where
the maximum emission is in April).

3.3.2 Changes of climate and surface variables in the
H-stadial cold perturbation, and consequences
on dust emission

In the HE experiment, the lower North Atlantic SSTs im-
posed in the latitudinal band of 30–63◦ N result in an aver-
age cooling over the dusty season of 0.5 to 2◦C in our in-
vestigated domain (Fig. 7b), the anomaly being strongest in
its W–NW part. Precipitation only locally decreases, and by
a small amount compared to the reference GS state; changes
are statistically insignificant in Spot 2, and barely significant
in Spot 1 (Fig. 7e). The combination of these two factors in-
crease the contrast in soil humidity between the NW and the
SE of the emission band, compared to GS (Fig. 8a and b).
Thus, the dry fractionfd decreases by up to 8 % in the NW,
but increases in the SW by up to 6 % (Fig. 8b).

In our experiments, a delay in vegetation development
and lower average vegetation cover than for GS are straight-
forward consequences of the lower HE temperatures. Thus,
the vegetation factorfv (anti-correlated with the vegetated
soil fraction, as defined in Sect. 2) is everywhere slightly
higher than for GS (Fig. 8e). The resulting erodible fraction
anomaly is positive almost everywhere (Fig. 8h). The surface
conditions are thus better for deflation than in the GS state,
but the average wind slightly decreases compared to GS over
most of the deflation band (Fig. 7h). The combined effect
(at fine timescale, here 6 h) of these opposing variations on
the dust emission change between HE and GS is contrasted
along the deflation band: from a strong decrease in the NW
to a slight increase in the SE (Fig. 9e). The HE fluxes are
50–80 % of the GS ones in Spot 2, and 70–100 % in Spot 1.
Both spots are still well identified as the most active areas
in the deflation band, with yearly average dust fluxes of up
to 120 g m−2 yr−1 (Fig. 4b). The relative increase of emis-
sion fluxes south and east of Stayky is due to the increase of
the erodible fraction by more than 4 %, in a zone whereE

was already high for GS (20–25 %). Nevertheless, the aver-
age winds are relatively weak, implying a low frequency of
significant emission events, so the average fluxes remain low
(< 60 g m−2 yr−1).

3.3.3 “Stadial–Interstadial” changes of climate and
surface variables, and the impact on dust emission

We now analyze the effect of a North Atlantic SST increase
similar to that associated with a Dansgaard–Oeschger warm-
ing event. The imposed SST perturbation results in an aver-
age temperature increase from 1.5◦ in the SE of our investi-
gated domain to more than 3◦C in the NW (Fig. 7c). As in the
case of the cold perturbation, there is little change in precip-
itation over the domain (no statistically significant change in
Spot 2, and a barely significant decrease in Spot 1; Fig. 7f).
The resultingfd anomaly is positive almost everywhere in
the emission band (Fig. 8c), and higher in the NW (more
than 8%) than in the SE (up to about 4 %). This anomaly dis-
tribution reduces the SE–NW contrast offd compared to the
GS state.

The warmer climate favors vegetation development, so
that the vegetation factorfv decreases everywhere in the do-
main, by 0.1 to 0.2 in the emission band (Fig. 8f).

The resultingE anomaly is also negative everywhere
(Fig. 8i). The average 10 m wind speed decreases as well,
more in the NW than in the SE of the domain, which atten-
uates the NW–SE wind-speed gradient along the emission
band compared to the GS state (Fig. 7i). All these lead to
a general decrease of the emission fluxes, which are now
mostly between 40 and 100 g m−2 yr−1 in the main spots,
about half of the GS values (80–160 g m−2 yr−1). The de-
crease is stronger than in the HE experiment in the eastern
half of the band, including Spot 1 (Fig. 4c).

3.3.4 The contribution of vegetation in modulating
dust emission during the North Atlantic abrupt
changes

The Sima et al. (2009) study has shown that, for the main de-
flation areas of Western Europe, stadial–interstadial changes
in wind, precipitation, soil moisture and snow cover did not
produce changes in dust emission as important as indicated
by the sedimentation changes seen in the loess profiles. It
was mainly the vegetation, by its effect of inhibiting the aeo-
lian erosion, which modulated the dust emissions in response
to climate variations. The inhibition was considerably more
effective in the relatively warmer GIS state (due to a better
developed vegetation) than in the cold GS and HE states. In
order to assess the importance of this mechanism in the area
investigated here, further away from the North Atlantic re-
gion in which the abrupt climate changes originate, we ana-
lyze annual mean emission flux ratios HE/GS and GIS/GS in
the absence (Fd, Fig. 9a–c) and in the presence of the vege-
tation effect (F , Fig. 9d–f).

When only taking into account the effects of surface
wind and precipitation (including soil humidity and snow
cover), dust emission occurs almost everywhere in our do-
main (Fig. 9a). Annual mean dust fluxes (Fd) in GS locally
exceed 220 g m−2 yr−1 in the two most active spots. The
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Fig. 9. Mean annual dust fluxes in the reference climate state GS (left panels) and ratios of dust fluxes HE/GS (center panels) and GIS/GS
(right panels), without(a–c)and with(d–f) vegetation effect.

HE/GS and GIS/GS flux ratios are quite similar in our band
of interest, mostly between 80 and 100 % (Fig. 9b and c),
meaning there is little difference between the perturbed and
reference states. In the GIS case, these values are too high to
be reconciled with the strong stadial–interstadial deposition
differences indicated by the loess record. Locally, they are
even higher than those for the cold HE perturbation. When
adding the vegetation effect in the dust flux computation, the
GS annual mean dust fluxes (F ) strongly decrease compared
to Fd (Fig. 9d). The values in our two main spots are now
generally between 80 and 160 g m−2 yr−1. The band north
and northeast of the Carpathians clearly appears as the main
emission area. Here, the HE/GS flux ratio does not change
much: an increase of about 10 % can be seen especially in the
eastern part of the domain (Fig. 9e). On the contrary, in the
GIS case, a shrinking of the deflation area and a significant
reduction of fluxes can be seen (Fig. 9d). The flux reduction
is strongest in the most active spots, where GIS fluxes are
now 50–70 % of the GS ones, in better (qualitative) agree-
ment with the loess data.

The considerable difference between annual mean emis-
sion fluxes without (Fd, Fig. 9a) and with vegetation effect
(F , Fig. 9d) is mainly due to the shortening of the emission
season, as shown by theFd andF annual cycle averaged over
each of the main spots (Fig. 10). Without vegetation, emis-
sion would occur all the year round, whereas taking the vege-
tation effect into account restrains the emission to late winter
and springtime. The same was true for the main deflation ar-
eas of Western Europe: the English Channel and the south of

the North Sea (Sima et al., 2009, Fig. 5c therein). There are
also some differences. In the Western European areas, in all
three simulated states, the monthly meanFd was highest in
May, the month during which the attenuation of emission by
the developing vegetation was also strong. Taking this effect
into account resulted in a maximum emission fluxF in April
for GIS and GS. In Spot 1,Fd has similar values over the
dusty season for the three states, and reaches its maximum in
April, one month earlier than at the western sources. The veg-
etation effect in this month is considerably weaker here than
in the western sources (so that the maximum of emission flux
F remains in April), but is strong enough to differentiate the
warm perturbation from the cold states. Spot 2 is in an in-
termediary situation: bothFd andF reach their maximum in
May for GS and HE, and in April for GIS.Fd is higher for
GIS than for HE, and both are smaller than for GS. It is the
vegetation effect that makes the GIS fluxes become smaller
than the HE ones.

4 Discussion

Our climate simulations and dust calculations bear some lim-
itations and are idealized in a number of aspects. In the few
years since we have run them, new efforts have been made
towards better understanding various aspects of the abrupt
climate changes, for example, the sub-millennial structure
of DO events (e.g., Capron et al., 2010), the mechanism of
stadial–interstadial oscillations (e.g., Arzel et al., 2012) or
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Fig. 10.Annual cycle of emitted dust flux averaged on each of the
main deflation spots in the three simulated climate states, without
(Fd) and with vegetation effect (F ).

the Heinrich event scenario (Alvarez-Solas and Ramstein,
2011). However, to date, a complete set of sea surface con-
ditions does not exist for a sequence, GS–H–GIS, around an
H event occurring between the beginning of the main loess
sedimentation period in Europe (∼ 40 kyr BP) and the end of
MIS 3 (∼ 25 kyr BP) – neither reconstructed, nor from cou-
pled model simulations.

We use LGM SSTs and sea ice extent for the reference
stadial state, which otherwise is designed to correspond to
39 kyr BP. The sea surface conditions follow a seasonal cy-
cle, but one which does not change from one year to another.
This lack of interannual variability in the boundary condi-
tions could affect the representation of extreme wind events.
As in most studies, no changes of ice sheet size and extent
(and consequent adjusting of sea level) associated with the
DO and H events are represented. The SST anomalies we
apply in the North Atlantic in order to obtain the DO- and H-
event-like perturbations are highly idealized and only depend
on latitude. Nevertheless, as thoroughly discussed in Sima et
al. (2009), our experiment design allows us to test the impact
on dust emission of changes in the North Atlantic sea surface
conditions as those suggested by data for DO and H events.
With this simple set-up, the perturbations can be ascribed to
the SST anomalies over the North Atlantic only, and not to
SST or sea ice differences elsewhere.

The relatively small differences of average wind and pre-
cipitation between the simulated climate states are a conse-
quence of the imposed zonal SST anomalies of only up to

2◦C. While the maximum anomaly of 2◦C is set according to
data, a more realistic distribution of SST anomalies and of the
resulting sea ice might increase these differences. However,
they would probably still not reach those obtained in other
numerical experiments employing very contrasted bound-
ary conditions between stadials, interstadials and H-stadials
(e.g., Hostetler et al., 1999; Renssen and Bogaart, 2003).

For forthcoming AGCM studies, an alternative to us-
ing reconstructed SSTs and prescribed perturbations would
be to employ the output of a coupled global climate
model (atmosphere–ocean–sea-ice–land) after regridding at
the finer resolution generally required for the AGCM. This
alternative, which would solve the interannual variability is-
sue, is certainly worth exploring, especially since coupled
atmosphere–ocean–sea-ice general circulation model exper-
iments have started to address the MIS 3 period (Merkel et
al., 2010; Brandefelt et al., 2011). Such simulated MIS 3 sea
surface conditions would be more coherent with the rest of
the numerical setup, and provide a less idealized distribution
of SST anomalies. One should keep in mind however that
they come with model biases, and are quite different from
one model to another (cf. Brandefelt et al., 2011).

An important limitation of our simulations concerns the
vegetation treatment. In the main deflation areas of Western
Europe, we have imposed a glacial-type vegetation consistent
with available paleodata (e.g., Woillard, 1978; de Beaulieu
and Reille, 1984, 1992; Rousseau et al., 1990; Hatté et al.,
1998; Peyron et al., 1998; M̈uller et al., 2003; Hatt́e and
Guiot, 2005; Moine et al., 2008), only composed of boreal
evergreen needleleaf trees (up to 1 % of a grid cell) and C3
grass (up to 80 %). In Eastern Europe, the maximum frac-
tional cover and the LAI limits for each PFT are prescribed
to present-day values, as for the LGM PMIP experiments.
As mentioned by Woillez et al. (2011), the present-day Euro-
pean vegetation includes considerable areas of agricultural
grass; therefore the landscape is not so different from the
glacial one, mainly represented by steppe or steppe-tundra.
In our simulations, trees occupy less than 10 % of any given
grid cell of the main emission band (Fig. 9d). Grass occu-
pies on average in the dusty season 20–35 % of each grid cell
in the GS state, 25–50 % in the GIS state and 15–25 % in
the HE state, the rest of the cell being left to bare soil. Such
vegetation composition seems reasonable for the time slice
we approach, at about 40 kyr BP, compared to the steppe or
steppe-tundra predominating in Europe at the LGM.

In the NE of the domain, outside of the main band, some
dust emission would occur as well if vegetation were not ac-
counted for (Fig. 9a). Here, grid cells are occupied all year
long by up to 30 % trees. For the cold Greenland episodes,
this might be an overestimation, but we think it has no signif-
icant impact on our results; the differences between the dust
fluxes calculated without vs. with vegetation effect (Fig. 9)
are the direct consequence of the fact that each grid cell
is partly covered by vegetation, no matter whether trees or
grass (an effect expressed by the vegetation factorfv). Also,
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even for the warmest simulated state, GIS, the total vegeta-
tion fraction averaged over the dusty season does not exceed
50 % of a grid cell in most of the domain investigated here,
which is still coherent with a steppe-tundra environment.

The adjustment of vegetation to the climate conditions is
only determined by temperature in the configuration of OR-
CHIDEE used in this study. The glacial climates we inves-
tigate were not only colder, but also drier than today in our
area of interest. More realistic simulations should also in-
clude the precipitation impact on vegetation, as well as the
effect of a lower atmospheric CO2 concentration in glacial
times than today. However, it is difficult to validate simu-
lated vegetation over our area of interest for the main loess
sedimentation period, due to the scarcity of pollen records
compared to other parts of Europe or glacial time slices. In
the frame of the Stage 3 project (Barron and Pollard, 2002),
palynological data compiled from the four sites falling in our
investigated domain suggest tundra and temperate grassland
around 50◦ N, 20◦ E for the interstadials, but give no infor-
mation for the stadials (Huntley et al., 2003, and references
therein). For the Stayky area (∼ 50◦ N, 30◦ E), Gerasimenko
and Rousseau (2008) indicate a transition from a forest-
steppe environment before∼ 40 kyr BP to steppe during the
main loess sedimentation period, with arboreal pollen vary-
ing between∼ 10 % in the loess units and∼ 40 % in the pa-
leosols. The few simulations of the MIS 3 vegetation, which
could be used for comparison, either address the earlier part
of MIS 3, with little loess sedimentation (e.g., GS12, at
∼ 44 kyr BP, for Kjellstr̈om et al., 2010, or GS15-GIS14, at
∼ 55 kyr BP, for Van Meerbeeck et al., 2011), or give results
in discrepancy with the data on our area of interest (in par-
ticular for the tundra extent in central Europe; Alfano et al.,
2003; Huntley et al., 2003).

In the dust emission calculations, by choosing the erosion
wind threshold close to the lowest possible values (observed
or derived as a function of soil characteristics), we aim to in-
clude all possibly important dust sources in our domain of
study. However, using constant values for the threshold wind
and the erosion potential implies homogeneous soil charac-
teristics (obstacles and mineralogy), which is not very real-
istic. In the general case, the intensity and possibly even the
location of the most active emission spots would be affected
by taking into account the surface inhomogeneity, which im-
plies variations of erosion threshold and potential across an
investigated region. In our case, the main emission band de-
termined by the climate-related conditions does correspond
to surfaces favorable to deflation. Moreover, the erosion po-
tential in this band decreases from NW towards SW, so, if
taken into account, it would accentuate the emission flux gra-
dient in Fig. 4a. Thus, Spot 2 falls in a roughly flat zone of
Tertiary sediment, with high erosion potential. Spot 1 lies in
a more complex area with Cretaceous sedimentary rocks in
the western part, while in the eastern part, Neogene and less
erodible Precambrian rocks are mixed (Asch, 2005).

We note that the thickest European deposits are generally
located along major river valleys (of the Seine, the Rhine, the
Danube, or the Dnieper). In glacial times, these valleys used
to be almost dried-out most of the year. Rich in sands and
silts transported by the rivers during the snow-melting pe-
riod, they constituted important deflation areas. Where the re-
lief context favored the retention of the coarse deflated mate-
rial, thick deposits have formed within a short distance down-
wind (e.g., Antoine et al., 2001; Smalley et al., 2009). This
explains the exceptional thickness (for Europe) of the loess
deposits at Nussloch (∼ 13.5 m for the 40–15 kyr BP inter-
val in the P4 sequence; Antoine et al., 2009), on the eastern
bank of the Rhine valley, in the context of prevailing west-
erly winds. In general, even though periglacial braided rivers
used to be important local sources for the coarse material in
some of the European loess deposits, such details cannot be
captured at the resolution of an AGCM.

For the Stayky area, the prevailing winds are from west-
northwest (Fig. 3; see also Rousseau et al., 2007). Due to the
relief configuration east of the Dnieper (a plain well exposed
to wind erosion), no loess deposit has formed downwind in
the close vicinity of the valley. The nearest loess deposits are
located on the west bank of the river, and contain little of
the easily deflatable coarse material from the valley, brought
by rare strong easterly winds. In our reference sequence, the
stratigraphic units corresponding to the 40–15 kyr BP inter-
val only add up to∼ 6.5 m thickness. Thus, while both Nus-
sloch and Stayky sites have recorded millennial climate vari-
ations, their sensitivity to the climate signal depended on the
local relief context. At Stayky, without a strong local source
upwind, the relative contribution of more remote sources as
those we identify here must have been higher.

The emission flux calculations use 6-hourly winds, but
even this high time series frequency does not capture the
shorter episodes of strong wind, which mainly control the
total amount of emitted dust. A way to compensate for that
would be to lower the emission threshold. Changing this
threshold from the 7 m s−1 value used here to 6 m s−1 ob-
viously increases the mean annual flux (not shown), but only
slightly widens the main emission areas, and does not affect
the location of the most active spots or the relative differences
between the simulated climate states.

The simulated monthly mean 10 m winds in our investi-
gated domain during the dusty season (Fig. 6) are in agree-
ment with the W–NW wind direction inferred from field ob-
servations by Rozycki (1967) and Léger (1990). These stud-
ies describe ridge-like features called gredas, elongated in the
main wind direction, varying from NW–SE to N–S around
the Carpathians.

Considering the predominant wind direction, and the dis-
tance to our reference site, Spot 1 is particularly well placed
as a source for the Stayky deposits. Dust calculations only
taking into account the wind and soil humidity conditions
give emission fluxes by 10 to 30 % lower in the warm GIS
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perturbation than in the GS reference state. Adding the veg-
etation effect increases the difference by another 10 to 20 %.

Spot 2 is the largest and most intense deflation area of
the simulated emission band in the reference GS experiment,
without as well as with the vegetation effect. In the GIS sim-
ulation, dust fluxes are only by up to 20 % smaller than in the
reference state before applying the vegetation inhibition fac-
tor. The vegetation effect further reduces them by 20–30 %.

The vegetation effect not only determines a strong de-
crease of the GIS emission fluxes compared to the GS ones,
particularly in the most active spots, but also decreases the
size of the band where significant emission occurs (Figs. 4
and 9). Without a transport and deposition model, the impact
on the sedimentation rates cannot be calculated. Neverthe-
less, as the simulated slightly lower precipitation and slightly
stronger winds in the GS and HE states favor transport com-
pared to the GIS state, we may reasonably suppose that con-
siderably more emitted dust would lead to considerably more
deposition during the cold North Atlantic episodes than dur-
ing the relatively warmer ones, in agreement with the loess
data. For example, at Nussloch (Germany), stadial loess sed-
imentation rates are up to 5 times higher than the interstadial
ones (Rousseau et al., 2007). Thus, the key role of vegetation
in modulating stadial–interstadial dust emission variations is
confirmed.

Also, in both main spots, the GIS surface winds are lower
than the GS ones, not only on average over the dusty season
(Fig. 7i), but also on average over each month of that season
(not shown). This result is consistent with the grain size vari-
ations in the Stayky loess profile, indicating a coarser sedi-
mentation in stadial than in interstadial episodes.

Concerning the H-stadials, our modeling experiments sug-
gest a reduction of dust emission with respect to a stadial
state. When only taking into account the wind and soil hu-
midity effects, the simulated emission flux decrease is even
stronger locally than for the interstadial. Including the effect
of vegetation, less developed in a colder climate, attenuates
the difference of emission fluxes between a stadial and an
H-stadial (whereas it amplifies the stadial–interstadial dif-
ferences, as seen above). In our experiments, the flux ratio
HE/GS is up to 10 % higher with than without the vegeta-
tion effect, but the HE fluxes remain smaller than the GS
ones. This is somehow counterintuitive, because colder cli-
mates are associated with higher loess sedimentation rates,
generally interpreted as a result of stronger winds and dryer
conditions, favoring both the emission and the transport of
dust. This is certainly true for “cold and dry” vs. “warm and
humid” climates, like glacial (loess sedimentation) vs. inter-
glacial (no loess sedimentation) or, at a finer timescale, sta-
dial (high loess sedimentation rate) vs. interstadial (reduced
or no sedimentation).

The emission attenuation suggested by our experiments
for an H-stadial compared to a stadial state can be under-
stood if we think of the difference between stadial and H-
stadial as a change from “cold and dry” to “colder and drier”.

Indeed, the lower dust emission fluxes in our HE experiment
than in the GS one are associated with lower precipitation
and weaker winds, the former favoring dust transport, the
later hindering it. Again, a transport and deposition model
would be needed to determine the net effect on the sedimen-
tation rates in the investigated domain, and more specifically
at the reference site. But even if we used such a model, loess
stratigraphy offers no element to confront the results, as there
is practically no way to distinguish between dust layers de-
posited at different rates in similarly dry conditions.

In the case of interstadials, the lower emission activity is
associated with wetter soil conditions, favorable to pedogen-
esis, and the resulting soils (well developed or in embryonic
form only) are distinguishable in the sediment (Rousseau et
al., 2007, 2011). In contrast, only exceptionally is it possible
to find in stratigraphic profiles particular features susceptible
to be associated with H events. It is the case of the millimet-
ric sandy laminations identified in particular loess units at the
Nussloch loess site, in Germany, resulting from a combina-
tion of strong wind events and coarser deposition (Lautridou
et al., 1985; Derbyshire and Mellors, 1988). Otherwise, loess
studies suggest that H events only could be associated to
peaks in some very detailed grain size index records (Porter
and An, 1995; Antoine et al., 2001, 2009; Rousseau et al.,
2002, 2007). In theory, if such records had a fine enough
resolution, and the different variations could be dated with
a reasonable precision, it would be possible to distinguish
the sedimentation rates corresponding to the different climate
episodes. In practice, to date, no loess profile allows such
quantitative estimations. Qualitatively, as the sandy lamina-
tions, the grain size peaks (reflecting coarser deposition) are
interpreted as indicating episodes of particularly strong wind.
Such very strong winds are able to bring more medium to
coarse material from the nearby sources to the considered
deposition site, while from the remote sources still only finer
material can travel the longer distance. Thus, the coarser de-
position also reflects an increased relative contribution of the
nearby vs. remote emission areas to the sedimentation at a
given site.

Looking at the numerical results from this perspective, we
note that for Spot 1, close to Stayky, the monthly mean emis-
sion fluxes are the highest in the month of April of the HE
state (Fig. 6). Also, the average wind in April for HE in
Spot 1 is directed eastward at the 850 hPa level as well as at
10 m (not shown). So, it is in the HE state, during this partic-
ular month, that Spot 1 may have the highest contribution to
dust deposition at Stayky of all months and analyzed climate
states. In addition, in the grid cell corresponding to Stayky,
the few strongest 10 m wind events over the year, exceeding
20 m s−1 on average over 6 h, also occur in April (and in De-
cember, but this is outside the dusty season). Even though in
this cell the emission dust flux for HE in the month of April is
lower than in the main emission spots, 20–25 g m−2 month−1

only, the proximity to the deposition site makes it an im-
portant potential contributor to the Stayky sediments. Thus,
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our modeling results support the identification of H events in
loess sequences as peaks in the grain size index.

5 Conclusions

Following the Sima et al. (2009) study on the impact of North
Atlantic abrupt climate changes on dust emission in West-
ern Europe, and the correlation proposed by Rousseau et
al. (2011) between Greenland, West and East European dust
records, we have focused here on the Eastern European dust
sources. The same simulations have been used, including a
reference Greenland stadial experiment GS, and two pertur-
bations, seen as sensitivity tests with respect to changes in
the North Atlantic surface conditions: a Greenland intersta-
dial (GIS) and a H-stadial (HE) (i.e., the cold climate episode
associated with a Heinrich event). We have combined results
from these numerical experiments and dust emission calcu-
lations with information from the loess site of Stayky, in
Ukraine.

A band stretching north and northeast of the Carpathians
appears as an important deflation area, a potential source for
the Eastern European loess deposits located around 50◦ N
latitude. Two spots are particularly active, one in Ukraine
(Spot 1) and the other in Poland (Spot 2). Located west-
northwest from Stayky, they are well placed to be the main
dust sources for our reference site.

The general conclusions of the previous study on Western
Europe (strong seasonality of emissions, difference of dusty
season from one climate state to another, higher emission
fluxes in the stadial than in the interstadial state, importance
of the vegetation) are found to apply to Eastern Europe as
well.

In the deflation band identified here, taken as a whole,
emissions mainly occur from February to June in the GS
experiment (compared to February–May in the west), from
March to June in the HE experiment (same in the west), and
from February to May in the GIS simulation (February–April
in the west). Thus, the beginning of the dusty season, con-
strained by soil humidity and snow conditions, is the same for
east and west, while the end, determined by vegetation devel-
opment, is slightly later in the east in the GIS and GS states.
The resemblances are due to the fact that in our simulations
there are no strong differences of precipitation or temperature
(the main variables impacting the continental surface condi-
tions) between west and east along the∼ 50◦ N latitudinal
band where the main deflation areas are located. The differ-
ences are mainly due to a delay in vegetation development in
Spot 2, still allowing some emissions later than in the other
investigated sources.

Indeed, a more detailed analysis for the area investigated
here shows differences (a) between spots 1 and 2 for each cli-
mate state, and (b) from one climate state to another for each
spot individually. In our simulations, they are caused by the
differences of temperature (indirectly, via the impact on soil

humidity and vegetation), due to the geographical position in
the case of (a), because Spot 2 is more to the north, closer
to the ice sheet, and due to the imposed North Atlantic SST
anomalies in the case of (b).

Furthermore, in the main deflation band in Eastern Europe,
emission fluxes in the GIS experiment are 50–70 % of the
GS ones (the ratio was less than 10 % for the English Chan-
nel area, and 10 to 80 % for the area south of the North Sea,
including the exposed continental shelf). The vegetation, bet-
ter developed in the warmer climate, and thus protecting the
soil more efficiently from aeolian erosion, is responsible for
about half of the flux difference. Its contribution in modulat-
ing the response of dust emission intensity to the North At-
lantic millennial variability is less important than in the main
Western European sources, but still significant. The simu-
lated weaker winds and slightly higher precipitation in inter-
stadial conditions suggest less favorable conditions for trans-
port than in a stadial. The modeling results are thus qualita-
tively consistent with the stadial–interstadial sedimentation
variations in the Stayky loess profile, and in the European
loess sequences in general.

In the HE experiment, emission fluxes are generally lower
than the GS ones. The simulated climate is slightly drier, but
also slightly less windy over the region studied here. A trans-
port and deposition model would be needed to evaluate the
resulting change of average sedimentation rate at a loess site;
the resolution and dating uncertainties of the available loess
profiles do not allow a comparison with such a result any-
way. A more detailed analysis than in the previous study al-
lows us nevertheless to investigate the hypothesis suggested
by some loess data studies, i.e., that H-stadials could be iden-
tified in some of the most detailed loess profiles as peaks of
the grain size index. Such peaks represent brief intervals of
coarser sedimentation due to particularly strong winds, in-
creasing the relative contribution of the nearby vs. remote
sources. Our simulations support this interpretation, pointing
to the month of April of the HE experiment as the month
with the strongest winds in the immediate vicinity of Stayky,
where some dust mobilization occurs, and the highest dust
emission in the main deflation Spot 1, only a few hundred
kilometers away, associated with dominant 850 hPa winds di-
rected towards the Stayky area, likely to transport more rela-
tively coarser material to our reference site.

This study proposes another way to put together loess data
and climate simulations to critically assess the modeling re-
sults, and test data interpretation. Investigating mechanisms
and regional details strongly benefits from the “zoom” ca-
pacity of the LMDZ AGCM, and from analyzing the results
at timescales ranging from yearly averages down to high fre-
quency time series (6 h in our case).

For our future simulations we will consider two main
changes: forcing the AGCM with sea surface conditions is-
sued by MIS 3 simulations with a coupled ocean–atmosphere
model, instead of the GLAMAP2000 dataset for the LGM,
and imposing a vegetation distribution consistent with the
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simulated glacial climates instead of the present-day distri-
bution. Also, the effect of precipitation will be taken into ac-
count along with that of temperature in computing the vege-
tation changes. We also plan to simulate the entire dust cycle
(emission, transport and deposition), in view of a more quan-
titative comparison to European loess data.
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The loess sequence of Dolnı́ Vestonice, Czech Republic: A new
OSL-based chronology of the Last Climatic Cycle, Boreas, 42,
664–677, doi:10.1111/j.1502-3885.2012.00299.x, 2013

Gerasimenko, N. and Rousseau, D. D.: Stratigraphy and paleoen-
vironments of the last Pleniglacial in the Kyiv loess region
(Ukraine), Quaternaire, 19, 293–307, 2008.

Haase, D., Fink, J., Haase, G., Ruske, R., Pecsi, M., Richter, H.,
Altermann, M., and Jager, K. D.: Loess in Europe – its spatial
distribution based on a European Loess Map, scale 1 : 2,500,000,
Quaternary Sci. Rev., 26, 1301–1312, 2007.

Haesaerts, P., Borziak, I., Chirica, V., Damblon, F., Koulakovska,
L., and van der Plicht, J.: The east Carpathian loess record: a ref-
erence for the middle and late pleniglacial stratigraphy in central
Europe, Quaternaire, 14, 163–188, 2003.

Hatt́e, C. and Guiot, J.: Palaeoprecipitation reconstruction by in-
verse modelling using the isotopic signal of loess organic matter:
application to the Nussloch loess sequence (Rhine Valley, Ger-
many), Clim. Dynam., 25, 315–327, doi:10.1007/s00382-005-
0034-3, 2005.

Hatt́e, C., Fontugne, M., Rousseau, D. D., Antoine, P., Zöller, L.,
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