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#### Abstract

In this work, we focus on separable convex optimization problems with linear and box constraints and compute the solution in closed-form as a function of some Lagrange multipliers that can be easily computed in a finite number of iterations. This allows us to bridge the gap between a wide family of power allocation problems of practical interest in signal processing and communications and their efficient implementation in practice.


## 1. INTRODUCTION

Consider the following problem:

$$
\begin{align*}
(\mathcal{P}): \quad \min _{\left\{x_{n}\right\}} & \sum_{n=1}^{N} f_{n}\left(x_{n}\right)  \tag{1}\\
\text { subject to } & \sum_{n=1}^{j} x_{n} \leq \rho_{j} \quad j=1, \ldots, N \\
& l_{n} \leq x_{n} \leq u_{n} \quad n=1, \ldots, N
\end{align*}
$$

where $\left\{x_{n}\right\}$ are the optimization variables, the coefficients $\left\{\rho_{j}\right\}$ are real-valued parameters whereas the constraints $l_{n} \leq x_{n} \leq u_{n}$ are called variable bounds or box constraints with $-\infty \leq l_{n}<u_{n} \leq+\infty$. The functions $f_{n}$ are real-valued, continuous and strictly convex in $\left[l_{n}, u_{n}\right]$, and continuously differentiable in $\left(l_{n}, u_{n}\right)$. If $f_{n}$ is not defined in $l_{n}$ and/or $u_{n}$, then it is extended by continuity assuming $f_{n}\left(l_{n}\right)=\lim _{x_{n} \rightarrow l_{n}^{+}} f_{n}\left(x_{n}\right)$ and $f_{n}\left(u_{n}\right)=$ $\lim _{x_{n} \rightarrow u_{n}^{-}} f_{n}\left(x_{n}\right)$.

Constrained optimization problems in the form given by $(\mathcal{P})$ in (1) arise in connection with a wide range of applications and settings in signal processing and communications. For example, they arise in connection with the design of multiple-input multiple-output (MIMO) systems dealing with the minimization of the power consumption while meeting the quality-of-service (QoS) requirements over each data stream (see for example [1] - [2] for point-to-point communications and [3] - [4] for two-hop amplify-and-forward

[^0]relay networks). A good survey of some of these problems for point-to-point MIMO communications can be found in [5]. They also appear in the design of optimal training sequences for channel estimation in multi-hop transmissions using decode-and-forward protocols [6] and in the optimal power allocation for the maximization of the instantaneous received signal-to-noise ratio in amplify-and-forward multihop transmissions under short-term power constraints [7]. Other instances of (1) are shown to be the rate-constrained power minimization problem over a code division multipleaccess channel with correlated noise [8] and the power allocation problem in amplify-and-forward relaying scheme for multiuser cooperative networks under frequency-selective block-fading [9].

Clearly, the optimization problem in (1) can always be solved using standard convex solvers. Although possible, this in general does not provide any insights into its solution and does not exploit the particular structure of the problem itself. In this respect, all the aforementioned works go a step further and provide ad-hoc algorithms for their specific problems at hand in the attempt of giving some intuition on the solutions. The main contribution of this work is to develop a general framework that allows one to compute the solution (and its structure) for any problem in the form of (1). This allows us to bridge the gap between a wide family of problems in signal processing and communications and their implementation in practice. In other words, whenever a problem can be put in the form of (1), then its solution can be efficiently obtained by particularizing the proposed algorithm to the problem at hand.

The main related literature to this paper is represented by [5], [10] and [11]. In [5], the authors propose a general framework for solving optimization problems in which the solutions have a waterfilling structure. In [10] and [11], the authors focus on solving problems of the form:

$$
\begin{align*}
\min _{\left\{x_{n}\right\}} & \sum_{n=1}^{N} f_{n}\left(x_{n}\right)  \tag{2}\\
\text { subject to } & \sum_{n=1}^{j} x_{n} \leq \sum_{n=1}^{j} \alpha_{n} \quad j=1, \ldots, N \\
& 0 \leq x_{n} \leq u_{n} \quad n=1, \ldots, N
\end{align*}
$$

with $\alpha_{n} \geq 0 \forall n$, which are known as separable convex optimization problems with linear ascending inequality constraints and box constraints. In particular, in [10] the authors propose a dual method to numerically evaluate the solution of the above problem in no more than $N-1$ iterations under an ordering condition on the slopes of the functions at the origin. An alternative solution improving the worst case complexity of [10] is illustrated in [11]. Differently from [10] and [11], we consider more general problems in which the inequality constraints are not necessarily in ascending order and the box constraint values $l_{n}$ and $u_{n}$ may possibly be equal to $-\infty$ and $+\infty$, respectively. All this makes (1) more general than problems of the form given in (2). Also, some of the restrictions on functions $f_{n}$ that were present in [10] and [11] have been removed ${ }^{1}$.

## 2. PRELIMINARY RESULTS

We begin by denoting $\left\{x_{n}^{\star} ; n=1, \ldots, N\right\}$ the solutions of (1) and observing that a necessary and sufficient condition for (1) to be feasible is easily given by

$$
\begin{equation*}
\sum_{n=1}^{j} l_{n} \leq \rho_{j} \quad j=1, \ldots, N \tag{3}
\end{equation*}
$$

In addition, we observe that since $f_{n}$ is by definition continuous and strictly convex in $\left[l_{n}, u_{n}\right]$, and continuously differentiable in $\left(l_{n}, u_{n}\right)$, then the three following cases may occur:
a) The function $f_{n}$ is monotonically increasing in $\left[l_{n}, u_{n}\right]$ or, equivalently, $f_{n}^{\prime}\left(x_{n}\right)>0$ for any $x_{n} \in\left(l_{n}, u_{n}\right)$.,
b) There exists a point $z_{n}$ in $\left(l_{n}, u_{n}\right)$ such that $f_{n}^{\prime}\left(z_{n}\right)=0$ with $f_{n}^{\prime}\left(x_{n}\right)<0$ and $f_{n}^{\prime}\left(x_{n}\right)>0$ for any $x_{n}$ in $\left(l_{n}, z_{n}\right)$ and $\left(z_{n}, u_{n}\right)$, respectively.
c) The function $f_{n}$ is monotonically decreasing in $\left[l_{n}, u_{n}\right]$ or, equivalently, $f_{n}^{\prime}\left(x_{n}\right)<0$ for any $x_{n} \in\left(l_{n}, u_{n}\right)$.

Lemma 1 If $f_{n}$ is monotonically increasing in $\left[l_{n}, u_{n}\right]$ and $l_{n} \neq-\infty$, then $x_{n}^{\star}$ is given by $x_{n}^{\star}=l_{n}$.

The proof of the above lemma can be found in [12] and can be used to find an equivalent form of (1). To see how this comes about, denote by $\mathcal{A} \subseteq\{1, \ldots, N\}$ the set of indices $n$ in (1) for which case a) holds true and assume (without loss of generality) that $\mathcal{A}=\{1,2, \ldots,|\mathcal{A}|\}$. Using the results of Lemma 1, it follows that $x_{n}^{\star}=l_{n}$ for any $n \in \mathcal{A}$ while the computation of the remaining variables with indices $n \notin \mathcal{A}$ requires to solve the following reduced problem:

$$
\begin{equation*}
\min _{\left\{x_{n}\right\}} \sum_{n=|\mathcal{A}|+1}^{N} f_{n}\left(x_{n}\right) \tag{4}
\end{equation*}
$$

subject to $\quad \sum_{n=|\mathcal{A}|+1}^{j} x_{n} \leq \rho_{j}^{\prime} \quad j=|\mathcal{A}|+1, \ldots, N$

$$
l_{n} \leq x_{n} \leq u_{n} \quad n=|\mathcal{A}|+1, \ldots, N
$$

[^1]with $\rho_{j}^{\prime}=\rho_{j}-\sum_{n=1}^{|\mathcal{A}|} l_{n}$ for $j=|\mathcal{A}|+1, \ldots, N^{2}$. The above optimization problem is exactly in the same form of (1) except for the fact that all its functions $f_{n}$ fall into cases $\mathbf{b}$ ) or $\mathbf{c}$ ). To proceed further, we make use of the following result (see [12] for more details).

Lemma 2 If there exists a point $z_{n}$ in $\left(l_{n}, u_{n}\right)$ such that $f_{n}^{\prime}\left(z_{n}\right)=0$ with $f_{n}^{\prime}\left(x_{n}\right)<0 \forall x_{n} \in\left(l_{n}, z_{n}\right)$ and $f_{n}^{\prime}\left(x_{n}\right)>$ $0 \forall x_{n} \in\left(z_{n}, u_{n}\right)$, then it is always $l_{n} \leq x_{n}^{\star} \leq z_{n}$.

Using Lemma 2, it follows that solving (4) amounts to looking for the solution of the following equivalent problem:

$$
\begin{array}{ll}
\min _{\left\{x_{n}\right\}} & \sum_{n=|\mathcal{A}|+1}^{N} f_{n}\left(x_{n}\right)  \tag{5}\\
\text { subject to } & \sum_{n=|\mathcal{A}|+1}^{j} x_{n} \leq \rho_{j}^{\prime} \quad j=|\mathcal{A}|+1, \ldots, N \\
& l_{n} \leq x_{n} \leq u_{n}^{\prime} \quad n=|\mathcal{A}|+1, \ldots, N
\end{array}
$$

where $u_{n}^{\prime}=z_{n}$ if $n \in \mathcal{B}$ and $u_{n}^{\prime}=u_{n}$ if $n \notin \mathcal{B}$ with $\mathcal{B}$ denoting the set of indices $n$ in (4) for which case $\mathbf{b}$ ) holds true. The above problem is easily seen to be in the same form as (1) with the only difference that all functions $f_{n}$ are monotonically decreasing in $\left(l_{n}, u_{n}^{\prime}\right)$ and thus fall into case $\left.\mathbf{c}\right)$.

The results of Lemmas 1 and 2 can be summarized as follows. Once the optimal values of the variables associated with functions $f_{n}$ that are monotonically increasing have been trivially computed through Lemma 1 , it remains to solve the optimization problem (4) in which the functions $f_{n}$ belonging to either case $\mathbf{b}$ ) or $\mathbf{c}$ ). In turn, problem (4) is equivalent to problem (5) with only class $\mathbf{c}$ ) functions. This means that we can consider optimization problems of the form in (1) in which all functions $f_{n}$ fall into case $\mathbf{c}$ ). Accordingly, in the following we assume that (3) is satisfied and only focus on functions $f_{n}$ that are continuous, strictly convex and monotonically decreasing, in the intervals $\left[l_{n}, u_{n}\right]$.

## 3. THE MAIN RESULT

This section proposes an iterative algorithm to compute the solutions $x_{n}^{\star}$. We begin by calling $h_{n}\left(x_{n}\right)=-f_{n}^{\prime}\left(x_{n}\right)$, which is a positive and strictly decreasing function since $f_{n}$ is by definition monotonically decreasing, strictly convex in [ $\left.l_{n}, u_{n}\right]$ and continuously differentiable in $\left(l_{n}, u_{n}\right)$. We take $h_{n}\left(l_{n}\right)=\lim _{x_{n} \rightarrow l_{n}^{+}} h_{n}\left(x_{n}\right)$ and $h_{n}\left(u_{n}\right)=\lim _{x_{n} \rightarrow u_{n}^{-}} h_{n}\left(x_{n}\right)$. We also define the functions $\xi_{n}(\zeta)$ for $n=1, \ldots, N$ as follows

$$
\xi_{n}(\varsigma)=\left\{\begin{array}{cc}
u_{n} & 0 \leq \varsigma<h_{n}\left(u_{n}\right)  \tag{6}\\
h_{n}^{-1}(\varsigma) & h_{n}\left(u_{n}\right) \leq \varsigma<h_{n}\left(l_{n}\right) \\
l_{n} & h_{n}\left(l_{n}\right) \leq \varsigma
\end{array}\right.
$$

[^2]```
Algorithm 1 Iterative procedure for solving ( \(\mathcal{P}\) ) in (1).
    a. Set \(j=0\) and \(\gamma_{n}=\rho_{n}\) for any \(n\).
    b. While \(j<N\)
b1) For any \(n \in \mathcal{N}_{j}=\{j+1, \ldots, N\}\).
i. If \(\gamma_{n}<\sum_{i=j+1}^{n} u_{i}\) then compute \(\varsigma_{n}^{\star}\) as the solution of
\[
\begin{equation*}
c_{n}(\varsigma)=\sum_{i=j+1}^{n} \xi_{i}(\varsigma)=\gamma_{n} \tag{9}
\end{equation*}
\]
ii. If \(\gamma_{n} \geq \sum_{i=j+1}^{n} u_{i}\) then set \(\varsigma_{n}^{\star}=0\).
b2) Evaluate
\[
\begin{align*}
\mu^{\star} & =\max _{n \in \mathcal{N}_{j}} \varsigma_{n}^{\star}  \tag{10}\\
k^{\star} & =\max _{n \in \mathcal{N}_{j}} \quad\left\{n \mid \varsigma_{n}^{\star}=\mu^{\star}\right\} . \tag{11}
\end{align*}
\]
b3) Set \(\sigma_{n}^{\star} \leftarrow \mu^{\star}\) for \(n=j+1, \ldots, k^{\star}\).
b4) Use \(\sigma_{n}^{\star}\) in (8) to obtain \(x_{n}^{\star}\) for \(n=j+1, \ldots, k^{\star}\).
b5) Set \(\gamma_{n} \leftarrow \gamma_{n}-\gamma_{k^{\star}}\) for \(n=k^{\star}+1, \ldots, N\).
b6) Set \(j \leftarrow k^{\star}\).
```

where $0 \leq \varsigma<+\infty$ and $h_{n}^{-1}$ denotes the inverse function of $h_{n}$ within the interval $\left[l_{n}, u_{n}\right]$. Functions $\xi_{n}(\varsigma)$ can be easily rewritten in the following compact form:

$$
\begin{equation*}
\xi_{n}(\varsigma)=\min \left\{\max \left\{h_{n}^{-1}(\varsigma), l_{n}\right\}, u_{n}\right\} \tag{7}
\end{equation*}
$$

from which it is seen that each $\xi_{n}(\varsigma)$ projects $h_{n}^{-1}(\varsigma)$ onto the interval $\left[l_{n}, u_{n}\right]$.
Theorem 1 The solutions of $(\mathcal{P})$ are given by

$$
\begin{equation*}
x_{n}^{\star}=\xi_{n}\left(\sigma_{n}^{\star}\right) \tag{8}
\end{equation*}
$$

where the quantities $\sigma_{n}^{\star}$ for $n=1, \ldots, N$ are some Lagrange multipliers that can be computed by means of the iterative procedure illustrated in Algorithm 1.

Proof: Due to space limitations, the proof has been omitted but it can be found in [12].

As seen, Algorithm 1 proceeds as follows. At the first iteration it sets $j=0$ and $\gamma_{n}=\rho_{n}, \forall n$, and for those values of $n \in\{1, \ldots, N\}$ such that $\gamma_{n}<\sum_{i=1}^{n} u_{i}$ it computes the unique solution $\varsigma_{n}^{\star}$ (see [12] for more details on existence and uniqueness) of the following equation $c_{n}(\varsigma)=\gamma_{n}$ with $c_{n}(\varsigma)=\sum_{i=1}^{n} \xi_{i}(\varsigma)$. On the other hand, for those values of $n \in\{1,2, \ldots, N\}$ such that $\gamma_{n} \geq \sum_{i=1}^{n} u_{i}$ it sets $\varsigma_{n}^{\star}=0$. The values $\varsigma_{n}^{\star}$ computed as described above, for $n=1, \ldots, N$, are first used in (10) and (11) to obtain $\mu^{\star}$ and $k^{\star}$, respectively, and then to set $\sigma_{n}^{\star}=\mu^{\star}$ for $n=1, \ldots, k^{\star}$. Note that if two or more indices can be associated with $\mu^{\star}$ (meaning that $\sigma_{n}^{\star}=\mu^{\star}$ for all such indices), then according to (11) the maximum one is selected. Once $\left\{\sigma_{1}^{\star}, \sigma_{2}^{\star}, \ldots, \sigma_{k^{\star}}^{\star}\right\}$ have been computed, Algorithm 1 moves to the second step, which essentially consists in solving the reduced problem:

$$
\begin{align*}
\min _{\left\{x_{n}\right\}} & \sum_{n=k^{\star}+1}^{N} f_{n}\left(x_{n}\right)  \tag{12}\\
\text { subject to } & \sum_{n=k^{\star}+1}^{j} x_{n} \leq \gamma_{j}-\gamma_{k^{\star}} \quad j=k^{\star}+1, \ldots, N \\
& l_{n} \leq x_{n} \leq u_{n} \quad n=k^{\star}+1, \ldots, N
\end{align*}
$$

using the same procedure as before. The procedure terminates in a finite number of steps when all the quantities $\sigma_{n}^{\star}$ are computed. The solutions of $(\mathcal{P})$ are eventually found as $x_{n}^{\star}=\xi_{n}\left(\sigma_{n}^{\star}\right)$.

### 3.1. Numerical example and graphical interpretation

In the next, we apply the proposed solution to a simple problem and provide graphical interpretations of the general policy spelled out by Theorem 1. For illustration purposes, we assume $N=4, l_{n}=-\infty$ for any $n, \mathbf{u}=[0.4,-1.2,2,-1.8]$ and $\boldsymbol{\rho}=[0.2,-2,1.1,-1.9]$. In addition, we set $f_{n}\left(x_{n}\right)=$ $w_{n} e^{-x_{n}}$ for any $n$, with $\left[w_{1}, w_{2}, w_{3}, w_{4}\right]=[2,5,8,0.5]$, from which it follows that $h_{n}\left(x_{n}\right)=w_{n} e^{-x_{n}}$ and $h_{n}^{-1}(\varsigma)=$ $\ln w_{n}-\ln \varsigma$. Then, from (6) we obtain

$$
\xi_{n}(\varsigma)=\left\{\begin{array}{cc}
u_{n} & 0 \leq \varsigma<w_{n} e^{-u_{n}}  \tag{13}\\
\ln w_{n}-\ln \varsigma & w_{n} e^{-u_{n}} \leq \varsigma
\end{array}\right.
$$

whose graph is shown in Fig. 1.
As seen, the first operation of Algorithm 1 is to compute the quantities $\varsigma_{n}^{\star}$ for $n=1, \ldots, 4$ according to step b1). Since the condition $\gamma_{n} \leq \sum_{i=1}^{n} u_{i}$ is satisfied for $n=1, \ldots, 4$, the computation of $\varsigma_{n}^{\star}$ requires to solve (9) for $n=1, \ldots, 4$. Using (13), we easily obtain:

$$
\begin{align*}
& \varsigma_{1}^{\star}=e^{\ln w_{1}-\gamma_{1}}=1.637  \tag{14}\\
& \varsigma_{2}^{\star}=e^{\ln w_{1}+u_{2}-\gamma_{2}}=4.451  \tag{15}\\
& \varsigma_{3}^{\star}=e^{\ln w_{3}+u_{1}+u_{2}-\gamma_{3}}=1.196  \tag{16}\\
& \varsigma_{4}^{\star}=e^{\frac{\ln w_{1}+\ln w_{3}+u_{2}+u_{4}-\gamma_{4}}{2}}=2.307 . \tag{17}
\end{align*}
$$

A direct depiction of the above results can be easily obtained by plotting $c_{n}(\varsigma)$ for $n=1, \ldots, 4$ as a function of $\varsigma \geq 0$. As shown in Fig. 2, the intersections of curves $c_{n}(\varsigma)$ with the horizontal lines at $\gamma_{n}$ yield $\varsigma_{n}^{\star}$.

Using the above results into (10) and (11) of step b2) yields $\mu^{\star}=4.451$ and $k^{\star}=2$ from which (according to step b3)) we obtain $\sigma_{1}^{\star}=\sigma_{2}^{\star}=\mu^{\star}=4.451$. Once the optimal $\sigma_{1}^{\star}$ and $\sigma_{2}^{\star}$ are computed, Algorithm 1 proceeds solving the following reduced problem:

$$
\begin{align*}
\min _{\left\{x_{3}, x_{4}\right\}} & \sum_{n=3}^{4} w_{n} e^{-x_{n}}  \tag{18}\\
\text { subject to } & \sum_{n=3}^{j} x_{n} \leq \gamma_{j} \quad j=3,4 \\
& x_{n} \leq u_{n} \quad n=3,4
\end{align*}
$$



Fig. 1: Graphical illustration of the solutions $x_{n}^{\star}$. The intersection of $\xi_{n}(\varsigma)$ with the vertical dashed line at $\sigma_{n}^{\star}$ yields $x_{n}^{\star}$.
with $\gamma_{3}=3.1$ and $\gamma_{4}=0.1$ as obtained from $\gamma_{j} \leftarrow \gamma_{j}-\gamma_{k^{*}}$ observing that $\gamma_{k^{\star}}=\gamma_{2}=-2$. Since $\gamma_{3}>u_{3}$, from step b1) we have that $\varsigma_{3}^{\star}=0$ while $\varsigma_{4}^{\star}$ turns out to be given by

$$
\begin{equation*}
\varsigma_{4}^{\star}=e^{\ln w_{3}+u_{4}-\gamma_{4}}=1.195 \tag{19}
\end{equation*}
$$

As before, $\varsigma_{4}^{\star}$ can be obtained as the intersection of new function $c_{4}(\varsigma)=\sum_{n=3}^{4} \xi_{n}(\varsigma)$ with the horizontal line at $\gamma_{4}=0.1$. Then, from (10) and (11), we have that $\mu^{\star}=\max _{n=3,4} \varsigma_{n}^{\star}=$ 1.195 and $k^{\star}=4$. This means that $\sigma_{3}^{\star}=\sigma_{4}^{\star}=1.195$.

The optimal $x_{n}^{\star}$ are eventually obtained as $x_{n}^{\star}=\xi_{n}\left(\sigma_{n}^{\star}\right)$. This yields $x_{1}^{\star}=-0.8, x_{2}^{\star}=-1.2, x_{3}^{\star}=1.9$ and $x_{4}^{\star}=$ -1.8 . As depicted in Fig. 1, the solution $x_{n}^{\star}$ correspond to the interception of $\xi_{n}(\varsigma)$ with the vertical line at $\sigma_{n}^{\star}$.

### 3.2. Remarks

1) It is worth observing than in deriving Algorithm 1 we have implicitly assumed that the number of linear constraints in (1) is exactly $N$. When this does not hold true, Algorithm 1 can be slightly modified in an intuitive and straightforward manner. Specifically, let $\mathcal{L} \subset\{1,2, \ldots, N\}$ denote the subset of indices associated to the linear constraints of the optimization problem at hand. The solution of (1) can still be computed through the iterative procedure illustrated in Algorithm 1 once the two following changes are made: step b1) replace $\mathcal{N}_{j}$ with $\mathcal{N}_{j} \cap \mathcal{L}$; step b5) replace the statement "Set $\gamma_{n} \leftarrow \gamma_{n}-\gamma_{k^{\star}}$ for $n=k^{\star}+1, \ldots, N$ " with "Set $\gamma_{n} \leftarrow \gamma_{n}-\gamma_{k^{\star}}$ for $n \in\left\{k^{\star}+1, \ldots, N\right\} \cap \mathcal{L}^{\prime}$ ". As seen, when only a subset $\mathcal{L}$ of constraints must be satisfied, then Algorithm 1 proceeds computing the quantities $\varsigma_{n}^{\star}$ only for the indices $n \in \mathcal{L}$.
2) At any given iteration, Algorithm 1 requires solving at most $N-k^{\star}$ non-linear equations (where $k^{\star}$ is the value obtained from (11) at the previous iteration):

$$
\begin{equation*}
c_{n}(\varsigma)=\sum_{i=k^{\star}+1}^{n} \xi_{i}(\varsigma)=\gamma_{n} \tag{20}
\end{equation*}
$$



Fig. 2: Graphical illustration of $c_{n}(\varsigma)$. Their intersection with the horizontal dashed lines at $\gamma_{1}=0.2, \gamma_{2}=-2, \gamma_{3}=1.1$ and $\gamma_{4}=$ -1.9 yields respectively $\varsigma_{1}^{\star}=1.637, \varsigma_{2}^{\star}=4.451, \varsigma_{3}^{\star}=1.196$ and $\varsigma_{4}^{\star}=2.307$.
for $n=k^{\star}+1, k^{\star}+2, \ldots, N$. When the solutions $\left\{\varsigma_{n}^{\star}\right\}$ of the above equations can be computed in closed form, the computational complexity required by each iteration is nearly negligible. On the other hand, when a closed-form does not exist, this may result in excessive computation. In this latter case, a possible means of reducing the computational complexity relies on the fact that $c_{n}(\varsigma)$ is a non-increasing function as it is the sum of non-increasing functions. Now, assume that the solution of (20) has been computed for $n=n^{\prime}$. Since we are interested in the maximum between the solutions of (20), as indicated in (10), then for $n^{\prime \prime}>n^{\prime} c_{n^{\prime \prime}}(\varsigma)=\gamma_{n^{\prime \prime}}$ must be solved only if $c_{n^{\prime \prime}}\left(\varsigma_{n^{\prime}}^{\star}\right)>\gamma_{n^{\prime \prime}}$. Indeed, only in this case $\varsigma_{n^{\prime \prime}}^{\star}$ would be greater than $\varsigma_{n^{\prime}}^{\star}$. Accordingly, we may proceed as follows. We start by solving (20) for $n=k^{\star}+1$. Then, we look for the first index $n>k^{\star}+1$ for which $c_{n}\left(\varsigma_{k^{\star}+1}^{\star}\right)>\gamma_{n}$ and solve the equation associated to such an index. We proceed in this way until $n=N$. In this way, the number of non-linear equations solved at each iteration is smaller than or equal to that required by Algorithm 1.

## 4. CONCLUSIONS

An iterative algorithm has been proposed to compute the solution of separable convex optimization problems with linear and box constraints. It is particularly interesting since a large number of problems in signal processing and communications can be put in this form, and thus can be efficiently solved with the proposed algorithm.
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