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Abstract. This paper presents an automatic method for visual grading,
designed to solve the industrial problem of evaluation of seed lots. The
sample is thrown in bulk onto a tray placed in a chamber for acquiring
color image. An image processing method had been developed to separate
and characterize each seed. The approach adopted for the segmentation
step is based on the use of marked point processes and active contour,
leading to tackle the problem by a technique of energy minimization.

1 Introduction

In agriculture, the global grain harvest reached several billion tons each year.
Seed producers exchange their crops at a price determined by the quality of
their production. This assessment, called grading, is performed for each set on
a representative sample. The di�culty of this assessment is to fully characterize
the sample. To do so, it is necessary to qualify each of its elements. Historically,
this has been performed manually by an operator. This method is exposed to
various problems and the results can vary from one operator to another.

Alpha MOS company [2] develops systems for quality control of food prod-
ucts. It proposes a visual sensory system to provide an alternative to human
evaluation. The assessment should be simple to implement and at least as fast
as the human evaluation.

Fig. 1: Image of wheat seeds in bulk. Fig. 2: Acquisition system.

The seed samples are presented in bulk, without any arrangement, but they
are spread over a tray in such way that there is no overlapping between the
objects to avoid occlusion (Figure 1).



The evaluation by the instrument is composed of three steps. The �rst step is
the acquisition: the operator places the samples on the tray in the instrument
and takes an image. Then the detection step consists in �nding each object in
the image, to �nally classify them in di�erent quality classes regarding several
criteria (shape, color, spot) during the classi�cation step.

The quality of the sample can then be deduced from the result of the clas-
si�cation. The detection step is the main di�culty. It is necessary to develop a
segmentation method to isolate each object under the following constraints:

� the number of seeds is unknown ( an approximative estimation can be done);
� the objects have quite generical geometric and chromatic features;
� they are randomly placed, without arrangement and with no overlapping.

In Section 2, a state of the art around the visual grading problem is presented.
Section 3 describes the data acquisition system. The notion of marked point
processes is introduced in Section 4. The segmentation steps are detailed in
Section 5. Numerical results are presented in Section 6.

2 State of the art

Several studies have been conducted on the cereal seeds grading. Augustin et
al. [1] focused on the quality control of grain of rice, regarding di�erent criteria
of shape and color. From these criteria, a classi�cation method based on neu-
ral network is used to qualify each grain. This approach gives good results for
the classi�cation of complete, broken and colors defect rice grain. However this
method is applied on images with separated grain. The segmentation issue is
then simpli�ed by an operator or a mechanical system (vibrating bowl or slot)
to separate the grain in front of the camera.

Other studies have been conducted on the cereal segmentation topic, mainly
on wheat and rice. Yao et al. [12] and Faessel et al. [8] focused on detection and
separation of rice grain. They both address the problem by working on a binary
image obtained by a threshold to separate the objects from the background. Yao
et al. [12] then work on the contours and search the concaves angles to connect
them two at a time in order to detect objects boundaries. Faessel et al. [8] used
a mathematical morphology method on the binary image: a skeleton operation
on the background. The open lines of the skeleton, without ending, are then
combined under some constraints to obtain the objects boundaries. These two
methods give good results on image of touching grain with low density of objects.
The computation times are short, but these methods are not adapted for images
with heaps and high density of seeds.

3 Acquisition system

The acquisitions are made in a cabin (Figure 2) which integrates a camera and a
lighting system. This cabin o�ers stable and reproducible acquisition condition,
independently from the external lighting.



Some improvements have been made on the existing system available at Al-
pha MOS. The lighting system and the camera have been replaced by new ma-
terial to improve the quality and the stability of the color image acquisition.
The lighting source retained is composed of white LEDs. These LEDs have a
continuous spectrum in the visible range and were chosen for their stability over
time in term of luminous intensity. As LEDs are punctual sources, a di�user is
placed downstream to ensure the lighting homogeneity in the acquisition area.
The image acquisition is performed at a distance of 400 mm from the object plan
by a CMOS mono sensor color camera of 5 megapixel with a 5 mm lens. The
chosen camera was a Basler acA2500-14gc. It o�ers a resolution on the object
plan around 6 pixels per millimeter, which is important for our application as
the objects have a size of only few millimeters. The image acquisitions presented
in this paper were obtained with this system.

4 Marked point processes

The notion of marked point processes has widely been used to represent stochas-
tic phenomena such as waiting queue. More recently, this approach was used to
extract objects in image processing with for example, the detection of roads [9]
or to count trees [11] on satellite and aerial images.

4.1 Introduction to the marked point processes

Figure 1 presents an example of seeds. The chosen approach to modelize and
extract the seeds is based on the marked point processes. Indeed, the seeds can
be represented by a generical simple shape and there is no arrangement between
them, they are randomly disposed. These objects are de�ned by their positions
and their geometric attributes or marks. Let χ be the space of objects such as
χ = P ×M , with P the space of the position and M the space of the geometric
attributes describing the object. A con�guration of objects from χ, noted x, is
a non-arranged list of objects: x = {x1, . . . , xn}, n ∈ N, xi ∈ χ, i = 1, . . . , n.

The objects to detect can be approximated by an ellipse characterized by its
marks, for example its orientation, its minor axis and its major axis (Figure 3).

Fig. 3: Position and
marks of an ellipse.

(a) continuous (b) discretised

Fig. 4: Object xi and its crown F(xi) (a), and
their equivalent disretized (b).

For each object xi of the con�guration x, an energy U(xi) composed of two
terms is associated. The �rst term is a data term noted Ud(xi), which represents



the likelihood of the marked point process regarding the data (the image in our
case). This term is de�ned by the data of the object itself. The second term is an a
priori term, noted Up(xi), which imposes condition on the overall con�guration.

In the context of object detection inside an image, the aim is to �nd the most
likely object con�guration. This research is based on the two energies terms that
are de�ned in the next section.

4.2 Energy U(x)

The energy associated to an object xi, noted U(xi), is the sum of the data term
Ud(xi) and a priori term Up(xi). The energy for the con�guration x is then:

U(x) = Ud(x) + γUp(x)

with γ a weight coe�cient which is determined empiricaly.
The term Ud(x) takes into account the image data for each object of x. It is

computed by using the Bhattacharyya distance, noted dB , de�ned in [6]:

dB(xi,F(xi)) =
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with an object xi ∈ χ and F(xi) the object crown (Figure 4), (µ1, σ1) and
(µ2, σ2) respectively the means and the variances of the radiometric values of
the object and its crown.

The computation of this distance provides a criterion that highlights area
with important contrast between the object and its crown. It also takes into
account the homogeneity of the area. Finally, the term Ud(x) is de�ned as follows:

Ud(x) =
∑
xi∈x

Ud(xi) =
∑
xi∈x
Q(dB(xi,F(xi)))

with Q(dB) ∈ [-1,1] a quality function which favorizes or penalizes the objects
considering a given threshold d0:

Q(dB) = (1− dB
d0

) if dB < d0, Q(dB) = exp

(
−dB − d0

100

)
− 1 if dB ≥ d0.

The objects having an important contrast with their crown (db > d0) are then
favorized and their associated data energy is negative.

The Up(x) term gives information on the a priori knowledge on the target
con�guration, like the interactions between the objects. In the context of seed
segmentation, Up(x) is a repulsive term that penalizes the objects overlapping.
For each object xi ∈ χ, Up(xi) is the sum of repulsive strengths emitted by the
objects in interaction with xi, that are in overlapping with xi. These repulsive
strengths are computed by counting the number of pixels that belong to the
object xi and to its neighbouring objects noted V(xi):

Up(x) =
∑
xi∈x

Up(xi) with Up(xi) =
∑

xj∈V(xi)

A(xi ∩ xj)

and A(xi ∩ xj) the common area of xi and xj objects.



5 Segmentation

The presented segmentation method is inspired by the multiple Birth-and-Death
algorithm described by Descombes et al. in [7]. This approach involved the
marked point processes in an optimization framework. But we adapt this ap-
proach to treat our segmentation topic by adding a detection step between the
birth step and the death step. The di�erence with the approach of Descombes
et al. is that we do not consider the optimization on the entire con�guration but
on speci�c objects. We use this Birth-and-Death dynamic as a sampler, the op-
timization part is realized by an active contour method detailed later. First, the
initialization of the method is presented, then the di�erent steps of the method
are described.

5.1 Initialization

Fig. 5: From left to right : input image and birth map corresponding.

Birth map The �rst initialization step consists of computing an image that
is named birth map. This image has the same size as the input image and it
associates to every position p a probability B(p) that there is an object centered
at this position.

This image is computed in two steps. The �rst step consists in a binarization
of the input image to separate the objects from the background, pixels of the
background are set to zero and the probability associated is null. The second
step is the computation of the Euclidean distance to the contours.

Fig. 6: Example of three orientation maps.



Orientation maps The orientation maps are a set of images that associate to
every position di�erent probabilities on the possible orientations of an object
in this point. To obtain them, mean �lters which have a geometrical shape and
di�erent orientations are used on the binary image. The geometrical shape is the
mean of the possible shapes which approximate the seeds.

For example, the ellipse had been chosen in the case of rice seeds. Figure 6
presents three orientation maps obtained from the input image in Figure 5.

5.2 Active contour

The objects created in the context of the marked point processes have only
simple shapes like ellipses with a limited range of axes sizes. The computational
time is the main reason. But to accurately detect every object in the image, we
need to obtain the most precise boundaries.

As the objects to detect have a generical shape, we decided to use the method
based on an active contour with a geometric shape prior proposed by Bresson
et al. [3]. This method follows the well-known energy functionnal model of Chen
et al. [5] where the shape prior of Leventon et al. [10] is integrated. Finally, to
improve the robustness of the method, Bresson et al. add a region-based energy
term based on the Mumford-Shah functionnal (Vese and Chan [4]). This method
is then based on three complementary terms dedicated to shape, boundary and
region inside the contour.

5.3 Birth-and-Death dynamic

The method adapted for the Birth-and-Death algorithm is composed of three
steps that are done iteratively. We added a detection step to the original ap-
proach in order to detect the object boundary with more accuracy, but also to
be able to segment the heaps progressively from their boundaries to their cores.

Fig. 7: Birth step.



Birth step The �rst step consists of objects birth and is illustrated on Figure 7.
For each point p of the input image, if there is not already an object at this
position, the birth probability δB(p) is computed from the birth map, with δ
a regularization coe�cient that handles the approximative number of objects.
If an object xi is created, its axes are randomly chosen and its orientation is
obtained from the set of orientation maps. For a given number of angles, the set
of orientation maps provides the probability that an object has this angle. Then
the data energy Up(xi) of the object xi is computed and the object is placed in
the con�guration x by sorting them regarding their data energy. Once all the
image is scanned, the algorithm goes to the next step.

Detection step The aim of the detection step is to validate the objects of the
con�guration x. Figure 8 described this step. For each object xi of the con�gura-
tion taking by their data energy classement order, their data energy is compared
to a threshold. If their energy is inferior to this threshold, they may be correctly
placed. Then the active contour approach detailed previously is use to validate
this hypothesis on one hand, and to get an accurate boundary if the object is
correct on the other hand. The result of the active contour is analyzed to de-
termine di�erent criteria like area or roundness. From these criteria the object
is then validated or not. If the object is validated, the object is removed from
the con�guration x, the birth map is updated by a�ecting the probability to
create an object in this area at zero. The input image is also updated by turning
the pixels values of the correct object to zero, so the heaps can be progressively
processed from their boundaries to their cores. If the object is not correct, we
only remove it from the con�guration x.

Fig. 8: Detection step.

Death step The death step consists of cleaning the con�guration x and is illus-
trated on Figure 9. If some object have been validated during the detection step
of the current iteration, we compute the new data term of all the objects from
the updated input image. We then compute the a priori energy and the death



probability of each object in the con�guration:

D(xp) =
δaϕ(xp)

1 + δaϕ(xp)
x

with aϕ(xp) = exp (−ϕU(xp)). The object is then remove from the con�guration
with the probability D(xp).

Fig. 9: Death step.

6 Numerical results

(a) Bad start (b) Rejection (c) Good start (d) Acceptance

Fig. 10: Behaviour of detection step.

Figure 10 illustrates the behaviour of the detection step in the cases of bad
starting contour (a) and a good one (b). The �rst leads to a �nal contour with a
shape distant from an ellipse and is rejected. The second leads to a �nal contour
with a shape similar to an ellipse and is accepted.

Figure 11 and Figure 12 presents the �nal segmentation. The green color rep-
resents the contours. For the greater part, rice seeds and oats are well detected.
Some improvements could be made. Further development is under consideration
especially in the algorithm parameters selection. This selection could be made
thanks to an automatic learning on separated seed.

7 Conclusion

This paper proposes an approach to perform the visual quality control of cereal
seeds samples. This operation called visual grading can be treated in three steps:



(a) Overall.

(b) Details.

Fig. 11: Final segmentation on rice sam-
ple.

(a) Overall.

(b) Details.

Fig. 12: Final segmentation on oats sam-
ple.

acquisition, segmentation and classi�cation. An acquisition system of color im-
ages has been created to collect the data. A new segmentation approach has been
developed, based on the marked point processes. The Birth-an-Death dynamic
has been modi�ed to integrate a new detection step based on an active contour
with a shape prior term. The results on rice seeds are promising.

Experiments with higher density and with other type of seeds (barley, pea,
wheat) are in progress. Other tests like comparison with human operator and
reproductibility on the same sample in di�erent con�gurations are also underway.

In the future, some algorithm parameters will be automatically learnt on
simple images with a representation sample of separated seeds. The shape pa-
rameters would be extracted from statistics on the binarized image. The integra-
tion of a 3D data acquisition system like stereovision with two cameras is under
consideration. Despite the hardware cost, such data might be useful in particular
to enrich the birth map but also to provide criteria for the classi�cation stage.
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