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Abstract

We consider the model of hashing with linear probing and we establish the moderate
and large deviations for the total displacement in sparse tables. In this context, Weibull-
like-tailed random variables appear. Deviations for sums of such heavy-tailed random
variables are studied in [21, 22]. Here we adapt the proofs therein to deal with conditioned
sums of such variables and solve the open question in [9]. By the way, we establish
the deviations of the total displacement in full tables, which can be derived from the
deviations of empirical processes of i.i.d. random variables established in [29].

Keywords: large deviations, hashing with linear probing, parking problem, Brownian motion,
Airy distribution, Łukasiewicz random walk, empirical processes, conditioned sums of i.i.d.
random variables, triangular arrays, Weibull-like distribution.
AMS subject classification: 60F10; 60C05; 60G50; 68W40.

1 Introduction

Hashing with linear probing is a classical model in theoretical computer science that appeared
in the 50’s. It has been studied from a mathematical point of view firstly by Knuth in [15].
Here is a simple description given in [7].

A table of length m, T [1..m] is set up, as well as a hash function h that maps
keys from some domain to the interval [1..m] of table addresses. A collection of
n elements with n ≤ m are entered sequentially into the table according to the
following rule: Each element x is placed at the first unoccupied location starting
from h(x) in cyclic order, namely the first of h(x), h(x) + 1, . . . , m, 1, 2, . . . ,
h(x) − 1.

1



For more details on the model, we refer to [7, 10, 19, 2, 1, 12]. The length of the move of
each element x is called the displacement of x and the sum of all displacements, denoted
by dm,n, is called the total displacement. In its seminal papers [15, 16], Knuth assumes that
all the sequence of hash addresses h(x) are independent and uniformly distributed on J1, mK,
computes exact expressions of E[dm,n] and Var(dm,n), and provides their asymptotic behaviors.
The limit distribution of dm,n remains unknown until 1998: in [7], Flajolet, Poblete, and Viola
give the limit distribution of dm,n for full tables (n = m) and for sparse tables (n/m = µ ∈
(0, 1)) using combinatorial arguments. In [3], Chassaing and Marckert recover the previous
results in the full case via a probabilistic approach. They prove that dm,n is the area under
the Łukasiewicz random walk (also called Breadth First Search random walk) associated to
a Galton-Watson tree with Poisson progeny. Consequently, the limit distribution of the total
displacement dm,m is that of the area under the Brownian excursion, which involves the Airy
distribution.
In [10], reformulating the problem in terms of conditioned sums of random variables, Janson
establishes the limit distribution of dm,n in all cases with probabilistic tools. In [11], Janson
extends the central limit theorem in the sparse case to a general model of conditioned sums
of random variables. The corresponding Berry-Esseen bounds are proved by Klein, Lagnoux,
and Petit in [13]. Concerning the deviations of such conditioned models, Gamboa, Klein, and
Prieur give an answer in the case of light-tailed random variables (see [9]). Unfortunately,
their results cannot be applied to the model of hashing with linear probing since this model
involves heavy-tailed random variables.
In this paper, we establish the moderate and large deviations for the total displacement dm,n

in sparse tables. Deviations for heavy-tailed random variables are studied by several authors
(e.g., [25, 18, 21, 22, 23]) and a good survey can be found in Mikosch [20]. In the context
of hashing with linear probing, Weibull-like-tailed random variables appear. Deviations for
sums of such variables are studied by Nagaev in [21, 22]. Here we adapt its proofs to deal
with conditioned sums of such variables. We also need to establish the deviations of dm,n for
full tables, which can be derived from the deviations of empirical processes of i.i.d. random
variables established by Wu in [29].
The paper is organized as follows. In Section 2, we state the main results for full and sparse
tables. The proofs for full tables are given in Section 3 and those for sparse tables can be
found in Section 5. In Section 4, we expose Janson’s reformulation of the model and provide
several useful estimates required in Section 5.

2 Setting and main results

2.1 Model

An equivalent formulation of the problem of hashing can be made in terms of the discrete
version of the classical parking problem described, for instance, by Knuth [17]:

A certain one-way street has m parking spaces in a row numbered 1 to m. A man
and his dozing wife drive by, and suddenly, she wakes up and orders him to park
immediately. He dutifully parks at the first available space [...].

More precisely, the model describes the following experiment. Let n 6 m. n cars enter
sequentially into a circular parking uniformly at random. The parking spaces are numbered
clockwise. A car that intends to park at an occupied space moves to the next empty space,
always moving clockwise. The length of the move is called the displacement of the car and
we are interested in the sum of all displacements which is a random variable denoted by dm,n.
When all cars are parked, there are N = m − n empty spaces. These divide the occupied

2



spaces into blocks of consecutive spaces. We consider that the empty space following a block
belongs to this block.
For example, assume that n = 8, m = 10, and (6, 9, 1, 9, 9, 6, 2, 5) are the addresses where the
cars land. This sequence of (hash) addresses is called a hash sequence of length m and size n.
Let di be the displacement of car i. Then d1 = d2 = d3 = 0. The car number 4 should park
on the 9thspace which is occupied by the 2nd car; thus it moves one space ahead and parks
on the 10thspace so that d4 = 1. The car number 5 should park on the 9thspace. Since the
9th, the 10th, and the 1st spaces are occupied, d5 = 3. And so on: d6 = 1, d7 = 1, d8 = 0.
Here, the total displacement is equal to d10,8 = 1 + 3 + 1 + 1 = 6. In our example, there are
two blocks: the first one containing spaces 9, 10, 1, 2, 3 (occupied), and space 4 (empty), and
the second one containing spaces 5, 6, 7 (occupied), and space 8 (empty).
In this paper, we are interested in the deviations of the total displacement dm,n in sparse
tables. To do so, we need the large deviation behavior of dm,n in full tables. By the way, we
also established the moderate deviation behavior of dm,n in full tables.

2.2 Deviations in full tables

In this section, we first recall some already existing results for the total displacement dm,m in
full tables (n = m). As mentioned in the introduction, Knuth in [16] and Flajolet et al. in [7,
Theorem 2]) derive the asymptotic behavior of the expectation and the variance of dm,m:

E[dm,m] ∼
m→∞

√
2π

4
m3/2 and Var(dm,m) ∼

m→∞
10 − 3π

24
m3. (1)

The following result was first established in [7, Theorem 3].

Theorem 1 (Standard deviations). For full tables, the distribution of the total displacement
dm,m/m3/2 is asymptotically distributed as the area A under the standard Brownian excursion,
in the sense that, for all δ > 0,

P(dm,m > m3/2δ) −−−→
m→∞

P(A > δ).

In this paper, we establish the probabilities of deviation for the total displacement dm,m.

Theorem 2 (Moderate deviations). For all α ∈ (3/2, 2) and for all δ > 0,

1

m2α−3
logP(dm,m > mαδ) −−−→

m→∞
−6δ2.

Theorem 3 (Large deviations). For all δ > 0,

− 1

m
logP(dm,m > m2δ) −−−→

m→∞
J(δ) :=







(1
2

− δ) · λ(δ) + log(1 − (1
2

+ δ) · λ(δ)) if δ < 1/2

∞ if δ > 1/2,

where λ(δ) is the smallest solution of the equation in λ

(

λ ·
(

δ +
1

2

)

− 1
)

(1 − eλ) = λ. (2)

Observe that lower deviations are trivial: for all α ∈ (3/2, 2] and all m large enough, P(dm,m −
E[dm,m] 6 −mαδ) = 0 because of the positiveness of dm,m and using (1). When dealing with
the very large deviations, the same trivial behavior occurs both for upper and lower deviations:
for all α > 2 and all m large enough, P(dm,m − E[dm,m] > mαδ) = 0 and P(dm,m − E[dm,m] 6
−mαδ) = 0, since dm,m 6 m(m − 1)/2.
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Remark 4. If δ = 0, λ(0) = 0 is the unique solution of Equation (2). If δ ∈ (0, 1/2), Equation
(2) has two solutions: λ(δ) < 0 and 0. Moreover, J(δ) ∼ 6δ2 as δ → 0 (we recover the rate
function of the moderate deviations in Theorem 2) and J(δ) → +∞ as δ → 1/2.

Remark 5. The conclusions of Theorems 1, 2, and 3 are still valid replacing δ by δ +o(1), since
the limiting functions are continuous. In particular, one may replace dm,m by dm,n as soon as
m − n ≪ mα−1 (for instance, in the almost full case where n = m − 1). Indeed, naturally
coupling dm,n and dm,m by adding m − n balls, one has

|dm,n − dm,m| 6 (m − 1) + (m − 2) + · · · + n ∼ m(m − n) ≪ mα,

whence

P(dm,n > mαδ) 6 P

(

dm,m > mα
(

δ − m(m − n)

mα

))

= P(dm,m > mα(δ + o(1)))

and, similarly,

P(dm,n > mαδ) > P

(

dm,m > mα
(

δ +
m(m − n)

mα

))

= P(dm,m > mα(δ + o(1))).

Moreover, using a new probabilistic approach developed in [3], Theorem 1 was extended in
[10, Theorems 1.1 and 2.2] to the case (m − n)/

√
m → a ∈ [0, ∞): for all δ > 0,

P(dm,n > m3/2δ) −−−→
m→∞

P(Wa > δ),

with

Wa =
∫ 1

0
max
s6t

(b(t) − b(s) − a(t − s))dt

where b is a Brownian bridge b on [0, 1] periodically extended to R.

2.3 Deviations in sparse tables

In this section, we consider asymptotics in (m, n) with m → ∞ and n/m → µ ∈ (0, 1) (sparse
case). This definition of the sparse case is a slight extension of that of [7] (n/m = µ ∈ (0, 1)).
Set N = m − n. By [7, Theorem 5],

E[dm,n] ∼
m→∞

µ2

2(1 − µ)2
N and Var(dm,n) ∼

m→∞
σ2(µ)N, (3)

where (cf. [7, Theorem 5])

σ2(µ) :=
6µ2 − 6µ3 + 4µ4 − µ5

12(1 − µ)5
. (4)

The following result was first proved in [7, Theorem 6] while another probabilistic proof was
given in [10].

Theorem 6 (Standard deviations). The distribution of the total displacement dm,n is asymp-
totically Gaussian distributed, in the sense that, for all y,

P

(

dm,n − E[dm,n] 6 N1/2y
)

−−−→
m→∞ P(Z 6 y)

where Z ∼ N (0, σ2(µ)).

In this paper, we establish the probabilities of deviation of the total displacement dm,n in the
sparse case.
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Theorem 7 (Lower moderate deviations). For all α ∈ (1/2, 1) and for all y > 0,

1

N2α−1
logP(dm,n − E[dm,n] 6 −Nαy) −−−→

m→∞
− y2

2σ2(µ)
. (5)

Theorem 8 (Lower large deviations). For all y > 0,

1

N
logP(dm,n − E[dm,n] 6 −Ny) −−−→

m→∞
−Λ∗

(

1

1 − µ
,

µ2

2(1 − µ)2
− y

)

, (6)

where Λ∗ is the Fenchel-Legendre transform of the function Λ: R2 → (−∞, ∞] defined by

Λ(s, t) = log
∞
∑

l=1

e(s−µ)l(µl)l−1

l!
E[etdl,l−1 ].

For all α > 1, we have, asymptotically, P(dm,n − E[dm,n] 6 −Nαy) = 0, since dm,n > 0 and
E[dm,n] is asymptotically linear in N .

Theorem 9 (Upper deviations).
(i) For all α ∈ (1/2, 2/3) and for all y > 0,

1

N2α−1
logP(dm,n − E[dm,n] > Nαy) −−−→

m→∞
− y2

2σ2(µ)
. (7)

(ii) For all y > 0,

1

N1/3
logP(dm,n − E[dm,n] > N2/3y) −−−→

m→∞
−I(y) (8)

with

I(y) :=







y2

2σ2(µ)
if y 6 y(µ),

q(µ)(1 − t(y))1/2y1/2 + t(y)2y2

2σ2(µ)
if y > y(µ),

where

q(µ) := inf
0<δ<1/2

1√
δ

(κ(µ) + J(δ)),

κ(µ) := µ − log(µ) − 1 ∈ (0, ∞), J has been defined in Theorem 3, y(µ) := 3 (q(µ)σ2(µ))
2/3

/2,
and t(y) is defined for y > y(µ) as the smallest root of the cubic equation in t ∈ [0, 1]

t3 − t2 +
q2(µ)σ4(µ)

4y3
= 0.

(iii) For all α ∈ (2/3, 2) and for all y > 0,

1

Nα/2
logP(dm,n − E[dm,n] > Nαy) −−−→

m→∞
−q(µ)y1/2. (9)

(iv) For all y > 0,

1

N
log P(dm,n − E[dm,n] > N2y)

−−−→
m→∞







− inf
δ>0

[√

y
δ
(κ(µ) + J(δ)) + Λ∗

0

(

1
1−µ

−
√

y
δ

)]

if y < µ2/(2(1 − µ)2)

−∞ if y > µ2/(2(1 − µ)2),
(10)

where Λ∗
0 is the Fenchel-Legendre transform of the function Λ0 : R → (−∞, ∞] defined by

Λ0(s) := Λ(s, 0) and Λ has been defined in Theorem 8.
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For all α > 2, we have, asymptotically, P(dm,n −E[dm,n] > Nαy) = 0, since dm,n 6 n(n − 1)/2
and N is asymptotically linear in n.

Remark 10. Observe that, for α = 2/3 and for all y > 0,

I(y) = inf
t∈[0,1]

f(t),

where

f(t) =
(

q(µ)(1 − t)1/2y1/2 +
t2y2

2σ2(µ)

)

.

If y 6 y1(µ) = 3 (q(µ)σ2(µ))
2/3

/24/3, then f is decreasing and its minimum y2/(2σ2(µ)) is
attained at t = 1. If y > y1(µ), f has two local minima, at 1 and at t(y), corresponding to the
smallest of the two roots in [0, 1] of f ′(t) = 0 which is equivalent to t3 −t2 +q2(µ)σ4(µ)/(4y3) =
0. If y1(µ) < y 6 y(µ), the minimum is attained at 1, and at t(y) otherwise. Let c =
q2(µ)σ4(µ)/(4y3). One can prove that t(y) = 2Re(z) + 1/3 where z is the only complex cube
root of

1

27
− c

2
+ i

√

c

27
− c2

4

having argument in (π/3, 2π/3).

Remark 11. One can deduce from the proofs that the following (probably typical) events
roughly realize the large deviations in Theorem 9:
(i) all the displacements within the blocks are small but their sum has a Gaussian contribution;
(iii) one block has a large size close to δ−1/2Nα/2y1/2 and the displacement within this block
is close to Nαy, δ being chosen by the optimization in q(µ) (two competing terms);
(ii) one block has a large size and the displacement within this block is large (close to
Nα

n (1 − t(y))y) and the sum of the other displacements has a Gaussian contribution (two
extra competing terms);
(iv) one block has a large size close to δ−1/2Ny1/2 and the displacement within this block is
close to N2y, which forces the sum of the length of the other blocks to be abnormally small,
that is close to m − δ−1/2Ny1/2 ∼ N((1 − µ)−1 − δ−1/2y1/2) (three competing terms).

3 Proofs: full tables

Here, we take n = m. All limits are considered as m → ∞ unless stated otherwise. For all
m > 1, let (Um,i)16i6m be a sequence of i.i.d. random variables with uniform distribution U on
[0, 1] and let, for all i ∈ J1, mK, Vm,i = ⌈mUm,i⌉. Note that (Vm,i)16i6m is a sequence of i.i.d.
random variables uniformly distributed on J1, mK and, for all i = 1, . . . , m, Vm,i corresponds
to the hash address of item i. For all k ∈ J1, mK, let us define

Sm(k) :=
m
∑

i=1

116Vm,i6k = mLm([0, k/m]),

where Lm is the empirical measure associated to the random sequence (Um,i)16i6m. Note that
Sm(m) = m. As in [10, Lemma 2.1], we extend the definition of Sm(k) for k ∈ Z so that the
sequence (Sm(k) − k)k∈Z be m-periodic, whence, for all k ∈ Z,

min
l<k

{Sm(l) − l} = min
l∈Z

{Sm(l) − l} = min
16l6m

{Sm(l) − l}.

Thus, by [10, Equation (2.1) and Lemma 2.1], the total displacement dm,m is given by

dm,m =

(

m
∑

k=1

Sm(k) − k

)

− m min
l∈Z

{Sm(l) − l}. (11)
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Since min {Sm(l) − l ; l ∈ Z} 6 Sm(m) − m = 0, for all z > 0,

P(dm,m > z) > P

(

m
∑

k=1

Sm(k) − k > z

)

. (12)

Let us find an upper bound for the probability in the left-hand side. For all j ∈ J1, mK, we
introduce the sequence U j

m := (Um,i −j/m)16i6m where the addition is considered on the torus
R/Z. We also define the associated random variables V j

m,i, Sj
m(k), and dj

m,m. The following
lemma is straightforward.

Lemma 1. Let j ∈ J1, mK.
(i) U j

m has the same distribution as Um
m = (Um,i)16i6m. As a consequence, ((Sj

m(k))16k6m, dj
m,m)

has the same distribution as ((Sm(k))16k6m, dm,m).
(ii) For all k ∈ Z, Sj

m(k) = Sm(j + k) − Sm(j).
(iii) dj

m,m = dm,m.

Let j0 ∈ J1, mK be such that

Sm(j0) − j0 = min
l∈Z

{Sm(l) − l}.

We claim that
min
l∈Z

{Sj0
m(l) − l} = 0.

Since Sj0
m(0) = 0, it is enough to show that, for all l ∈ Z, Sj0

m(l) − l > 0. Using Lemma 1 (ii),

Sj0
m(l) − l = Sm(j0 + l) − Sm(j0) − l = Sm(j0 + l) − (j0 + l) − (Sm(j0) − j0) > 0.

Therefore, for all z > 0, using Lemma 1 (iii), then (i), and (11),

P(dm,m > z) = P

(

m−1
⋃

j=0

{

dj
m,m > z, min

l∈Z

{Sj
m(l) − l} = 0

}

)

6

m−1
∑

j=0

P

(

dj
m,m > z, min

l∈Z

{Sj
m(l) − l} = 0

)

= mP

(

dm,m > z, min
l∈Z

{Sm(l) − l} = 0
)

= mP

(

m
∑

k=1

Sm(k) − k > z, min
l∈Z

{Sm(l) − l} = 0

)

6 mP

(

m
∑

k=1

Sm(k) − k > z

)

. (13)

Now, for α ∈ (3/2, 2] and δ > 0,

P

(

m
∑

k=1

Sm(k) − k > mαδ

)

= P

(

m
m
∑

k=1

(Lm − U)([0, k/m]) > mαδ

)

= P

(

m2

(

∫ 1

0
(Lm − U)([0, y])dy +

Am

m

)

> mαδ

)

= P

(

ϕ(m2−α(Lm − U)) > δm

)

, (14)

where Am ∈ [−1/2, 1/2], δm := δ + mα−1Am → δ almost surely, and, for any measure ν ∈
M([0, 1]) (the space of signed measures on [0, 1]),

ϕ(ν) :=
∫ 1

0
ν([0, y])dy =

∫ 1

0
(1 − x)dν(x) (15)

by Fubini’s theorem. In particular, ϕ is a continuous function when M([0, 1]) is equipped with
the τ -topology, which is generated by the applications ν 7→ ν(f) with f : [0, 1] → R bounded
measurable.
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3.1 Upper moderate deviations - Theorem 2

Let α ∈ (3/2, 2) and δ > 0. By [6, Theorem 3.1] (it seems that the result already exists in
reference [8] of [29]), we have

− inf

{

1

2

∫ 1

0

(

dν

dy
(y)
)2

dy ; ν ∈ M([0, 1]), ν ≪ U , ϕ(ν) > δ, ν([0, 1]) = 0

}

(16)

6 lim inf
1

m2α−3
logP

(

ϕ(m2−α(Lm − U)) > δ
)

6 lim sup
1

m2α−3
logP

(

ϕ(m2−α(Lm − U)) > δ
)

6 − inf

{

1

2

∫ 1

0

(

dν

dy
(y)
)2

dy ; ν ∈ M([0, 1]), ν ≪ U , ϕ(ν) > δ, ν([0, 1]) = 0

}

. (17)

Let us consider the following minimization problem:

inf

{

1

2

∫ 1

0

(

dν

dy
(y)
)2

dy ; ν ∈ M([0, 1]), ν ≪ U , ϕ(ν) = δ, ν([0, 1]) = 0

}

= inf
{

1

2

∫ 1

0
G′(y)2dy ; G ∈ AC0([0, 1]),

∫ 1

0
G(y)dy = δ

}

, (18)

where AC0([0, 1]) is the space of absolutely continuous functions G on [0, 1] such that G(0) =
G(1) = 0. Using the method of Lagrange multipliers, if G is a minimizer, then there exists
λ ∈ R such that

∀h ∈ AC0([0, 1])
∫ 1

0

(

G′(y)h′(y) + λh(y)
)

dy = 0.

Integrating by parts, one has

∀h ∈ AC0([0, 1])
∫ 1

0

(

G′(y) − λy
)

h′(y)dy = 0.

By Du Bois-Reymond’s lemma in [4, p.184], the function y 7→ G′(y) − λy is constant, so G is
a quadratic polynomial. Getting back to (18), the minimizer is given by

G(y) = 6δy(1 − y)

and the infimum is 6δ2. Consequently, using the continuity of δ 7→ 6δ2 to lower bound (16)
and the positive homogeneity of the constraints in (17), we get

1

m2α−3
logP

(

ϕ(m2−α(Lm − U)) > δ
)

→ −6δ2. (19)

Using the fact that, for Φ = ϕ(m2−α(Lm − U)),

P(Φ > δ + ε) 6 P(Φ > δm) 6 P(Φ > δ − ε) (20)

for all ε > 0 and all m large enough, Theorem 2 stems from (12), (13), (14), (19), (20), and
by the continuity of the function δ 7→ −6δ2.

3.2 Upper large deviations - Theorem 3

Here α = 2. Let δ > 0. The result for δ = 0 is trivial. It is also trivial for δ > 1/2, since
dm,m 6 m(m − 1)/2 < m2/2. Assume that δ ∈ (0, 1/2). By Sanov’s theorem (see, e.g., [5]),
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we have

− inf

{

∫ 1

0

(

dν

dy
(y)
)

log
(

dν

dy
(y)
)

dy ; ν ∈ M+
1 ([0, 1]), ν ≪ U , ϕ(ν) > δ + 1/2

}

(21)

6 lim inf
1

m
logP (ϕ (Lm − U) > δ)

6 lim sup
1

m
logP (ϕ (Lm − U) > δ)

6 − inf

{

∫ 1

0

(

dν

dy
(y)
)

log
(

dν

dy
(y)
)

dy ; ν ∈ M+
1 ([0, 1]), ν ≪ U , ϕ(ν) > δ + 1/2

}

, (22)

where M+
1 ([0, 1]) is the space of probability measures on [0, 1]. Let us consider the following

minimization problem:

inf

{

∫ 1

0

(

dν

dy
(y)
)

log
(

dν

dy
(y)
)

dy ; ν ∈ M+
1 ([0, 1]), ν ≪ U , ϕ(ν) = δ + 1/2

}

= inf

{

∫ 1

0
F ′(y) log F ′(y)dy ; F ∈ AC([0, 1]), F ′

> 0,
∫ 1

0
F (y)dy = δ + 1/2,

F (0) = 0, F (1) = 1

}

= inf K, (23)

where AC([0, 1]) is the space of absolutely continuous functions on [0, 1] and K : AC([0, 1]) →
[0, ∞] is the convex function defined by

K(F ) =







∫ 1
0 F ′(y) log(F ′(y))dy if F ′ > 0,

∫ 1
0 F (y)dy = δ + 1

2
, F (0) = 0, F (1) = 1

∞ otherwise.

It is a standard convex optimization problem, a minimizer of which is

F̄ (y) = a(1 − eλy), where







a(1 − eλ) = 1

a = δ + 1
2

− 1
λ
.

(One can see that a > 1 and λ < 0.) Indeed, by the definition of a convex function and the
subdifferential, it suffices to check that 0 belongs to the subdifferential of K at F̄ . For all
h ∈ AC([0, 1]) and for all t > 0,

K(F̄ + th) =







∫ 1
0 (F̄ ′ + th′) log(F̄ ′ + th′) if F̄ ′ + th′ > 0,

∫ 1
0 h = 0, h(0) = h(1) = 0

∞ otherwise.

Differentiating under the integral sign with respect to t and integrating by parts gives

K ′(F̄ ; h) =
∫ 1

0
h′(y)(log(F̄ ′(y)) + 1)dy = −λ

∫ 1

0
h(y)dy = 0,

since h(0) = h(1) = 0 and
∫ 1

0 h(y)dy = 0. It remains to compute the value of K at F̄
and to conclude following the same arguments (continuity and positive homogeneity of the
constraints) as in the end of the proof of Theorem 2.
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4 Interlude

4.1 Janson’s reformulation

Here, we consider (m, n) with m → ∞ and n/m → µ ∈ (0, 1). As a consequence, N = m−n →
∞. To make notation clearer, we make quantities depend on N and all limits are considered
as N → ∞ unless stated otherwise. In the next section, we are interested in the deviations of
dmN ,nN

in that regime, which is called the sparse case (see [7, 10] for this denomination with
slight variants). In this section, we introduce a reformulation of the model of hashing with
linear probing due to Janson in [10] and prove some preliminary results.

For all N > 1, we consider a vector of random variables (XN , YN) defined as follows. We
assume that XN is distributed according to the Borel distribution with parameter µN :=
nN /mN ∈ (0, 1), i.e.

∀l ∈ J1, ∞J P(XN = l) = e−µN l (µN l)l−1

l!
(24)

(see, e.g., [7] or [10] for more details). In some places, for the ease of computation, we may also
use the parametrization λN = e−µN µN to get an equivalent definition of the Borel distribution:

P(XN = l) =
1

T (λN)

ll−1λl
N

l!
, (25)

where T is the tree function (see, e.g., [8, p. 127]). Furthermore, we assume that YN given
{XN = l} is distributed as dl,l−1.
Let (XN,i, YN,i)16i6N be an i.i.d. sample distributed as (XN , YN) and define, for all k ∈ J1, NK,

SN,k :=
k
∑

i=1

XN,i and TN,k :=
k
∑

i=1

YN,i.

To lighten notation, let SN := SN,N and TN := TN,N . Notice that, for all N > 1, E[XN ] =
(1 − µN)−1 = mN /N , so E[SN ] = mN . Moreover, P(SN = mN ) > 0 and we have the following
identity (see [10, Lemma 4.1]):

L(dmN ,nN
) = L(TN | SN = mN ).

4.2 Tail estimates

For all ξ ∈ (0, 1), recall that κ(ξ) = ξ − log(ξ) − 1 ∈ (0, ∞).

Proposition 12 (Tail of XN). If l > 1/µN , then

logP(XN = l) 6 −κ(µN)l. (26)

And if lN → ∞, then

logP(XN > lN ) ∼ logP(XN = lN) ∼ −κ(µ)lN . (27)

Proof of Proposition 12. As soon as µN l > 1, and since log(l!) > l(log(l) − 1),

logP(XN = l) = −µN l + l log(µN l) − log(µN l) − log(l!) 6 −l(µN − log(µN) − 1) = −κ(µN)l.

Therefore,

logP(XN > lN ) = log
∞
∑

l=lN

P(XN = lN) 6 log
∞
∑

l=lN

e−κ(µN )l ∼ −κ(µ)lN .

Finally, using Stirling formula, one has

logP(XN > lN) > logP(XN = lN) = −µN lN + (lN − 1) log(µN lN) − log(lN !) ∼ −κ(µ)lN .

10



From the previous proposition and Theorem 3, we deduce the asymptotic behavior of the tail
of the pair (XN , YN).

Proposition 13 (Tail of (XN , YN)). Let lN → ∞ and let pN be such that pN/l2
N → δ. Then

1

lN
logP(XN = lN , YN > pN) → −(κ(µ) + J(δ)). (28)

Proof of Proposition 13. It suffices to write

1

lN
logP(XN = lN , YN > pN) =

1

lN
logP(XN = lN) +

1

lN
logP(dlN ,lN −1 > pN)

=
1

lN
logP(XN = lN) +

1

lN
logP(dlN ,lN > l2

N(δ + o(1)))

→ −(κ(µ) + J(δ))

by Remark 5, Proposition 12, and Theorem 3.

Lemma 14. Let J̃ 6 J be any nondecreasing function, continuous on [0, 1/2]. For all ε > 0,
there exists N0 > 1 and l0 > 1 such that, for all N > N0, for all l > l0, and for all δ > 0,

logP(XN = l, YN > δl2) 6 −(κ(µ) + J̃(δ) − ε)l.

Proof of Lemma 14. The result is trivial for δ ∈ (1/2, ∞). Remember that

P(XN = l, YN > δl2) = P(XN = l)P(dl,l−1 > δl2).

On the one hand, let ε > 0. By Proposition 12, if N and l are large enough,

logP(XN = l) 6 −κ(µN )l 6 −(κ(µ) − ε/2)l.

On the other hand, the nondecreasing functions φl : δ ∈ [0, 1/2] 7→ min(−l−1 logP(dl,l−1 >

δl2), J̃(δ)) converge pointwise to the continuous function J̃ |[0,1/2] as l → ∞, by Theorem 3 ;
thus the convergence is uniform and the result follows.

In the sequel, we will also need the asymptotic behavior of the tail of YN alone.

Proposition 15 (Tail of YN). If pN → ∞, then

1√
pN

logP(YN > pN) → −q(µ) = − inf
0<δ<1/2

1√
δ

[

κ(µ) + J(δ)
]

. (29)

Proof of Proposition 15. For δ > 0, let lN =
⌈

(pN/δ)1/2
⌉

. Then,

1√
pN

logP(YN > pN ) >
lN√
pN

· 1

lN
logP(XN = lN , YN > pN) → − 1√

δ

[

κ(µ) + J(δ)
]

,

by Proposition 13. Taking the supremum in δ > 0, one gets

lim inf
N→∞

1√
pN

logP(YN > pN) > − inf
0<δ<1/2

1√
δ

[

κ(µ) + J(δ)
]

. (30)

Now we turn to the upper bound. Let us fix β > 0 such that βκ(µ) > q(µ). Let lN =
⌊

βp
1/2
N

⌋

and write

P(YN > pN) =
lN
∑

l=1

P(XN = l, YN > pN) +
∞
∑

l=lN +1

P(XN = l, YN > pN) =: PN + RN .

11



First of all, using Proposition 12,

1√
pN

log(RN ) 6
1√
pN

logP(XN > lN) → −βκ(µ) < −q(µ).

Let ε > 0. Taking into account the already proved lower bound, and using Lemma 14 with

J̃(δ) = Jε(δ) =







J(δ) ∧ ε−1 if δ 6 1/2

∞ if δ > 1/2,

we deduce that

lim sup
N→∞

1√
pN

logP(YN > pN) = lim sup
N→∞

1√
pN

log(PN)

6 max
16l6lN

− l√
pN

[

κ(µ) + Jε

(

pN

l2

)

− ε
]

6 − inf
1/β6δ<1/2

1√
δ

[

κ(µ) + Jε(δ) − ε
]

=: Mε.

Let δε ∈ (0, 1/2) be such that J(δε) = 1/ε. We have

inf
δε<δ<1/2

1√
δ

[

κ(µ) + Jε(δ) − ε
]

>
√

2
(

κ(µ) + ε−1 − ε
)

−−→
ε→0

∞.

A fortiori, since Jε 6 J ,

inf
δε<δ<1/2

1√
δ

[

κ(µ) + J(δ) − ε
]

−−→
ε→0

∞.

So, if ε is small enough,

Mε = − inf
1/β6δ<1/2

1√
δ

[

κ(µ) + J(δ) − ε
]

−−→
ε→0

− inf
1/β6δ<1/2

1√
δ

[

κ(µ) + J(δ)
]

6 − inf
0<δ<1/2

1√
δ

[

κ(µ) + J(δ)
]

and the result follows.

4.3 Useful limit theorems

The following lemma is a direct consequence of [10, Lemma 4.3] and Proposition 17.

Proposition 16. One has

E[TN | SN = mN ] = E[TN ] + o(N1/2).

Let (X, Y ) be a pair of random variables such that X is distributed according to the Borel
distribution with parameter µ = lim µN and Y given {X = l} is distributed as dl,l−1. Let
λ = e−µµ be the other standard parameter of the Borel distribution as in (25).

Proposition 17 (Moments convergence). (XN , YN)N>1 converges to (X, Y ) in distribution
and with all mixed moments of the type E[Xp

NY q
Ne(s+it)XN ], where p > 0, q > 0, s < − log(λe),

and t ∈ R.

12



Proof of Proposition 17. Let f : R × R → R be a bounded measurable function. Using (25),
one has

E[f(XN , YN)] =
∑

l∈N

E[f(XN , YN) | XN = l]P(XN = l)

=
∑

l∈N

E[f(l, dl,l−1)]
1

T (λN)

ll−1

l!
λl

N .

Since λN converges to λ, T is continuous, and

1

T (λN)

ll−1

l!
λl

N 6
T (λ + ε)

T (λ − ε)

(

1

T (λ + ε)

ll−1

l!
(λ + ε)l

)

, (31)

as soon as |λN − λ| 6 ε, we conclude by Lebesgue’s dominated convergence theorem that
(XN , YN)N>1 converges in distribution to (X, Y ), where X is Borel distributed with parameter
λ and L(Y | X = l) = L(dl,l−1).
Let c > 1 such that sc < − log(λe) and (a, b) ∈ (R∗

+)2 such that a−1 + b−1 + c−1 = 1. Hölder’s
inequality yields

|E[Xp
NY q

Ne(s+it)XN ]| 6 E[Xap
N ]1/a

E[Y bq
N ]1/b

E[escXN ]1/c.

By (31), for each r > 0 and s′ < − log(λe), lim supE[Xr
N ] and lim supE[es′XN ] are finite.

Moreover, since dl,l−1 6 l2,

E[Y r
N ] =

∑

l∈N

E[Y r
N | XN = l]P(XN = l) 6

∑

l∈N

l2r
P(XN = l) = E[X2r

N ],

so lim supE[Y r
N ] is finite too. Hence, by uniform integrability (see, e.g., [28, Example 2.21]),

we obtain the convergence of all mixed moments.

Proposition 18 (Local large deviations for SN). For any sequence of integers(kN)N>1 such
that lim kN/N ∈ (1, ∞), we have

logP(SN = kN) = −NΛ∗
XN

(kN/N) + O(log(N)).

Proof of Proposition 18. We just check that we can apply [9, Lemma 3.3] to the sequence
(XN)N>1. The conclusion follows since, in this case, m = 1, b = 0 and cn,m,b = 1. First,
Im(Λ′

XN
) = (1, ∞) = Im(Λ′

X) so, for all N large enough, kN/N ∈ Im(Λ′
XN

) and lim kN/N ∈
Im(Λ′

X). Secondly, int(dom(ΛXN
)) = (−∞, − log(λNe)) and int(dom(ΛX)) = (−∞, − log(λe)),

so that assumption 1. of [9, Lemma 3.3] holds for all N large enough (since λN → λ). Thirdly,
assumption 2. of [9, Lemma 3.3] stems from Proposition 17.

The following proposition is a non conditioned version of Theorem 9. It stems immediately
from [14] (with ǫ = 1/2 and q = q(µ), defined in Theorem 9, (ii)) and Propositions 15 and 17.

Proposition 19 (Large deviations for TN ).

(i) If α < 2/3, then

lim
N→∞

1

N2α−1
logP(TN − E[TN ] > Nαy) = − y2

2σ2(µ)
. (32)

(ii) If α = 2/3, then

lim
N→∞

1

N1/3
logP(TN − E[TN ] > N2/3y) = −I(y) (33)

where I is defined in Theorem 9, (ii).

(iii) If α > 2/3, then

lim
N→∞

1

Nα/2
logP(TN − E[TN ] > Nαy) = −q(µ)y1/2. (34)
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5 Proofs: sparse tables

5.1 Lower moderate deviations - Theorem 7

One has

P(dmN ,nN
− E[dmN ,nN

] 6 −Nαy) = P(TN − E[TN | SN = mN ] 6 −Nαy | SN = mN )

= P(TN − E[TN ] 6 −NαyN | SN = mN) (35)

where

yN := y − 1

Nα
(E[TN | SN = mN ] − E[TN ]) → y

by Proposition 16. Since the variables are nonnegative, their Laplace transforms are defined
on (−∞, 0) at least. Adapting the proof of [9, Theorem 2.2] to the unilateral case and using
[26] (unilateral version of Gärtner-Ellis theorem), we get (5).

5.2 Lower large deviations - Theorem 8

For any R
d-valued random variable Z, we denote by ΛZ the log-Laplace transform of Z, i.e.

the function defined, for λ ∈ R
d, by

ΛZ(λ) = logE[exp(λ · Z)],

and by Λ∗
Z the Fenchel-Legendre transform of the function ΛZ , i.e. the function defined, for

z ∈ R
d, by

Λ∗
Z(z) = sup

{

λ · z − ΛZ(λ) ; λ ∈ R
d
}

.

Proceeding as in the proof of Theorem 7, we get

1

N
logP(dmN ,nN

− E[dmN ,nN
] 6 −Ny) → −Λ∗

(X,Y )

(

1

1 − µ
,

µ2

2(1 − µ)2
− y

)

, (36)

since mN /N → 1/(1 − µ) and admitting that Λ∗
(X,Y )((1 − µ)−1, ·) is strictly convex on

(0, µ2/(2(1 − µ)2)).
Let x0 = (1−µ)−1. Let us prove that Λ∗

(X,Y )(x0, ·) is strictly convex. Let y ∈ (0, µ2/(2(1 − µ)2)).
First, we prove that Λ∗

(X,Y ) is differentiable at (x0, y). We have (x0, y) ∈ int(dom(Λ∗
(X,Y ))),

therefore the subdifferential ∂Λ∗
(X,Y )(x0, y) is nonempty, i.e. there exists (s, t) ∈ ∂Λ∗

(X,Y )(x0, y)
(see [27, Theorem 23.4]). It remains to prove that such a point (s, t) is unique. Choosing
ε > 0 such that Λ∗

Y (y + ε) > 0,

−Λ∗
(X,Y )(x0, y) 6 lim inf

1

N
logP(SN 6 N(x0 + ε), TN 6 N(y + ε))

6 lim inf
1

N
logP(TN 6 N(y + ε)) = −Λ∗

Y (y + ε) < 0.

Since Λ∗
(X,Y )(x0, µ2/(2(1 − µ)2)) = 0 and Λ∗(x0, ·) is convex, one has t < 0. Therefore (s, t) ∈

int(dom(Λ(X,Y ))). To obtain a local version of [27, Theorem 23.5], we notice that

(s, t) ∈ ∂Λ∗
(X,Y )(x0, y) ⇐⇒ (x0, y) ∈ ∂Λ∗∗

(X,Y )(s, t) = ∂Λ(X,Y )(s, t) = {∇Λ(X,Y )(s, t)},

since Λ(X,Y ) is differentiable on int(dom(Λ(X,Y ))). Now,

det(Hess(Λ(X,Y ))(λ, ρ)) = Var(X̃) Var(Ỹ ) − Cov(X̃, Ỹ )2 > 0

where (X̃, Ỹ ) has a mass function proportional to eλx+ρyf(X,Y )(x, y) which is not supported by
a line, so Λ(X,Y ) is strictly convex. Thus (s, t) is the unique solution of (x0, y) = ∇Λ(X,Y )(s, t).

14



Finally, let y′ 6= y and (s′, t′) = ∇Λ∗
(X,Y )(x0, y′). Remark that (x0, y) = ∇Λ(X,Y )(s, t) and

(x0, y′) = ∇Λ(X,Y )(s
′, t′) lead to (s′, t′) 6= (s, t). Therefore, by the strict convexity of Λ(X,Y ),

〈(x0, y′) − (x0, y), ∇Λ∗
(X,Y )(x0, y′) − ∇Λ∗

(X,Y )(x0, y)〉
= 〈∇Λ(X,Y )(s

′, t′) − ∇Λ(X,Y )(s, t), (s′, t′) − (s, t)〉 > 0.

Thus Λ∗
(X,Y )(x0, ·) is strictly convex.

5.3 Upper moderate deviations - Theorem 9 (i)

Analogously to (35), one has

PN := P(dmN ,nN
− E[dmN ,nN

] > Nαy) = P(TN − E[TN ] > NαyN | SN = mN) (37)

6
P(TN − E[TN ] > NαyN)

P(SN = mN )
(38)

with yN := y + N−α(E[TN | SN = mN ] − E[TN ]) → y by Proposition 16. The upper bound
then follows from Propositions 19 and 18. As for the lower bound, using (37), one has

PN > P(TN − E[TN ] > NαyN , ∀i, YN,i < Nα/2 | SN = mN )

= P(TN − E[TN ] > NαyN | ∀i, YN,i < Nα/2, SN = mN )P(∀i, YN,i < Nα/2 | SN = mN).

On the one hand, one has

P(∀i, YN,i < Nα/2 | SN = mN) = 1 − P(∃i, YN,i > Nα/2 | SN = mN) > 1 − NP(YN,i > Nα/2)

P(SN = mN)
.

(39)
Using Propositions 15 and 18, we derive that P(∀i, YN,i < Nα/2 | SN = mN) → 1. On the other
hand, let us turn to the minoration of P(TN −E[TN ] > NαyN | ∀i, YN,i < Nα/2, SN = mN ). In
order to apply Gärtner-Ellis theorem, we follow the proof of [9, Theorem 2.2] and we introduce

gN(u) =
1

N2α−1
logE

[

eu(TN −E[TN ])/N1−α
∣

∣

∣∀i, YN,i < Nα/2, SN = mN

]

.

Write

E

[

eu(TN −E[TN ])/N1−α
∣

∣

∣ ∀i, YN,i < Nα/2, SN = mN

]

=
E

[

eu(TN −E[TN ])/N1−α
1SN =mN

∣

∣

∣∀i, YN,i < Nα/2
]

P(SN = mN | ∀i, YN,i < Nα/2)

=
E

[

eu(T <
N −E[TN ])/N1−α

1S<
N =mN

]

P(S<
N = mN)

,

where S<
N =

∑N
i=1 X<

N,i, T <
N =

∑N
i=1 Y <

N,i, and the random vectors (X<
N,i, Y <

N,i) are independent,

each distributed as L((XN , YN) | YN < Nα/2). Then,

E

[

eu(T <
N −E[TN ])/N1−α

1S<
N

=mN

]

=
1

2π

∫ π

−π
e−ismNE

[

eu(T <
N −E[TN ])/N1−α+isS<

N

]

ds

=
1

2π

∫ π

−π
e−ismNE

[

eu(Y <
N −E[YN ])/N1−α+isX<

N

]N
ds

= e
NΛ

Y <
N

−E[YN ]
(u/N1−α) 1

2π

∫ π

−π
e−ismNE

[

eisX̂u
N

]N
ds

= e
NΛ

Y <
N

−E[YN ]
(u/N1−α)

P(Ŝu
N = mN)
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where Ŝu
N stands for

∑N
i=1 X̂u

N,i and the random variables X̂u
N,i are independent copies of X̂u

N ,
the distribution of which is given by

P(X̂u
N = x) := e

−Λ
Y <

N
−E[YN ]

(u/N1−α)
E

[

eu(Y <
N

−E[YN ])/N1−α

1X<
N =x

]

.

Consequently,

gN(u) = N2−2αΛY <
N −E[YN ](u/N1−α) +

1

N2α−1
logP(Ŝu

N = mN) − 1

N2α−1
logP(S<

N = mN).

So, using Lemma 20 below, we get

gN(u) = −N2−2α
(

Λ∗
X̂u

N
(mN/N) − Λ∗

X<
N

(mN /N) − ΛY <
N

−E[YN ](u/N1−α)
)

+ O
(

log(N)

N2α−1

)

= −N2−2α
(

HN(u/N1−α) − HN(0)
)

+ O
(

log(N)

N2α−1

)

,

where

HN(t) = sup
{

s
mN

N
− Λ(X<

N ,Y <
N −E[YN ])(s, t) ; s ∈ R

}

.

Applying the global version of the inverse function theorem to the function (s, t) ∈ R × R 7→
(t, smN/N − Λ(X<

N
,Y <

N
−E[YN ])(s, t)) and noting that ∂s,sΛ(X<

N
,Y <

N
−E[YN ])(s, t) is nonzero since it

is the variance of a non constant random variable, there is a unique maximizer sN(t) in the
definition of HN(t). Moreover, the same algebraic computations as in [9] yield

H ′
N(0) = E[YN ] − E[ỸN ] and H ′′

N(0) =
Cov(ỸN , X̃N)2

Var(X̃N)
− Var(ỸN),

where the distribution of (X̃N , ỸN) is given by

P(X̃N = x, ỸN = y) = e
τN x−Λ

X<
N

(τN )
P(X<

N = x, Y <
N = y) (40)

and τN is the unique solution of Λ′
X<

N
(τN) = mN /N . Then,

gN(u) = −N1−αuH ′
N(0) − u2

2
H ′′

N(0) − u3

6N1−α
H ′′′

N (zN ) + O
(

log(N)

N2α−1

)

with zN ∈ [0, u/N1−α]. Using Remark 23 below, one has N1−αH ′
N(0) → 0. By Lemma 22

below, by [10, Equation (4.31)], and by (4), we get

H ′′
N(0) → Cov(X, Y )2

Var(X)
− Var(Y ) = −σ2(µ).

As in [9], shortening Λ(X<
N

,Y <
N

−E[YN ]) into Λ and using obvious notation for partial derivatives,
one has

H ′′′
N (zN ) =

((

Λ′′
s,t

Λ′′
s,s

)3

Λ′′′
s,s,s − 3

(

Λ′′
s,t

Λ′′
s,s

)2

Λ′′′
s,s,t + 3

Λ′′
s,t

Λ′′
s,s

Λ′′′
s,t,t − Λ′′′

t,t,t

)

(sN (zN), zN).

Let us prove that sN(zN ) → 0. The sequence of concave functions

fN(s) = s
mN

N
− Λ(X<

N ,Y <
N −E[YN ])(s, zN)

converges pointwise to the strictly concave function f(s) := s(1 − µ)−1 − ΛX(s). This fact
follows from the uniform integrability of exp(sX<

N + zN(Y <
N −E[YN ])), which is a consequence
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of Lemma 22 and the fact that zNY <
N 6 u/N1−3α/2 is bounded (remember that α < 2/3).

Now the maximum of f is attained at 0. Let ε ∈ (0, − log(λe)). By the strict concavity of
f , there exists η > 0 such that f(0) − η > max(f(−ε), f(ε)) + η. By [27, Theorem 10.8], for
all N large enough, ‖fN − f‖∞ < η, where ‖·‖∞ is the supremum norm over the compact set
[−ε, ε]. For those N , sN(zN ) ∈ [−ε, ε]. Since ε is arbitrary, we have proved that sN(zN ) → 0.
The uniform integrability of (X<

N)p |Y <
N − E[YN ]|q exp(sN(zN )X<

N + zN(Y <
N − E[YN ])) follows

from the same arguments as before and the fact that sN(zN) → 0, and Proposition 17 entails

E

[

(X<
N)p |Y <

N − E[YN ]|q esN (zN )X<
N +zN (Y <

N −E[YN ])
]

→ E

[

Xp |Y − E[Y ]|q
]

.

Therefore, H ′′′
N (zN) is bounded, whence gN(u) → u2σ2(µ)/2 and (7) follows.

Lemma 20. Let X̌N be X<
N or X̂u

N . Denoting by ŠN := X̌N,1 + . . . X̌N,N , we have, for any
sequence of integers (kN)N>1 such that lim kN/N ∈ (1, ∞),

logP(ŠN = kN) = −NΛ∗
X̌N

(kN/N) + O(log(N)).

Proof of Lemma 20. We just check that we can apply [9, Lemma 3.3] to the sequences (X<
N)N>1

and (X̂u
N)N>1. The conclusion follows since, in this case, m = 1, b = 0 and cn,m,b = 1.

• First, Im(Λ′
X<

N
) = (1, ∞) = Im(Λ′

X) so, for all N large enough, kN/N ∈ Im(Λ′
X<

N
) and

lim kN/N ∈ Im(Λ′
X). Secondly,

E[esX<
N ] =

∑

x>1

esxP(XN = x, YN < Nα/2)

P(YN < Nα/2)
6
∑

x>1

esx P(XN = x)

P(YN < Nα/2)
=

E[esXN ]

P(YN < Nα/2)
,

so
int(dom(ΛX<

N
)) ⊃ int(dom(ΛXN

)) = (−∞, − log(λNe)) .

Since int(dom(ΛX)) = (−∞, − log(λe)) and λN → λ, assumption 1. holds for N large enough.
Finally, it remains to check that assumption 2. is satisfied. For s < − log(λe) and t ∈ R, we
have

∣

∣

∣E

[

e(s+it)X<
N

]

− E

[

e(s+it)X
]∣

∣

∣

6

∣

∣

∣E

[

e(s+it)XN

]

− E

[

e(s+it)X
]∣

∣

∣+ P(YN > N1/2)E
[

esX
]

+ E

[

esXN
1YN >N1/2

]

P(YN 6 N1/2)
.

Now, for s′ ∈ (s, − log(λe)), using Hölder’s inequality in the third line below,

sup
t∈R

∣

∣

∣E[e(s+it)XN ] − E[e(s+it)X ]
∣

∣

∣

6

∞
∑

x=1

esx |P(XN = x) − P(X = x)|

=
∞
∑

x=1

esx |P(XN = x) − P(X = x)|s/s′ · |P(XN = x) − P(X = x)|1−s/s′

6

( ∞
∑

x=1

es′x |P(XN = x) − P(X = x)|
)s/s′( ∞

∑

x=1

|P(XN = x) − P(X = x)|
)1−s/s′

6

(

E[es′XN ] + E[es′X ]
)s/s′( ∞

∑

x=1

|P(XN = x) − P(X = x)|
)1−s/s′

→ 0,

by Proposition 17 (for discrete random variables, the convergence in distribution is equivalent
to the convergence in total variation); hence, the first term of the numerator converges to 0
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uniformly in t ∈ R. So does also the second one by Proposition 15. Finally, by the same
arguments, for s′ ∈ (s, − log(λe)),

E

[

esXN
1YN >N1/2

]

6 E

[

es′XN

]s/s′

P(YN > N1/2)1−s/s′ → 0,

leading to the required result.
• As before, Im(Λ′

X̂u
N

) = (1, ∞) = Im(Λ′
X) so, for all N large enough, kN/N ∈ Im(Λ′

X̂u
N

) and

lim kN/N ∈ Im(Λ′
X). Since Y <

N is bounded, int(dom(ΛX̂u
N

)) ⊃ int(dom(ΛX<
N

)), so assumption

1. holds. Finally, using the definition of X̂u
N , one gets

E[e(s+it)X̂u
N ] = e

−Λ
Y <

N
−E[YN ]

(u/N1−α)
E

[

e(s+it)X<
N

+ u
N1−α (Y <

N
−E[YN ])

]

that converges to E[e(s+it)X ] uniformly in t ∈ R by similar arguments, and assumption 2. is
satisfied.

Lemma 21. Let τN be the unique solution of Λ′
X<

N
(τN ) = mN /N . There exists c > 0 such

that, for all N large enough, |τN | 6 e−cNα/4
.

Proof of Lemma 21. First, for all s < − log(λe),

∣

∣

∣Λ′
X<

N
(s) − Λ′

XN
(s)
∣

∣

∣ =

∣

∣

∣

∣

∣

∣

E

[

XNesXN

]

E

[

esXN
1YN >Nα/2

]

E

[

esXN

]

E

[

esXN
1YN <Nα/2

] −
E

[

XNesXN
1YN >Nα/2

]

E

[

esXN
1YN <Nα/2

]

∣

∣

∣

∣

∣

∣

6 e−c1Nα/4

(41)
for some constant c1 > 0 (independent of s and N), using Hölder’s inequality and Propositions
15 and 17. Now, write

Λ′
XN

(s) = E[XN ] + s Var(XN ) +
s2

2
Λ′′′

XN
(t)

with t between 0 and s. Using Proposition 17, there exists s0 > 0 such that, for all s ∈ [−s0, s0]
and for all N large enough,

∣

∣

∣Λ′
XN

(s) − E[XN ] − s Var(XN)
∣

∣

∣ 6
|s| Var(XN)

2
. (42)

Since Λ′
X<

N
(τN) = E[XN ], (41) and (42) yield |τN | 6 2e−c1Nα/4

/ Var(XN), hence the desired

result since Var(XN) → Var(X) > 0.

Lemma 22. (X<
N , Y <

N )N>1 and (X̃N , ỸN)N>1 converge to (X, Y ) in distribution and with all

mixed moments of the type E[X̌p
N Y̌ q

NesX̌N ], where p > 0, q > 0, s < − log(λe), and X̌ (resp.
Y̌ ) stands for X< or X̃ (resp. Y < or Ỹ ).

Proof of Lemma 22. Following the proof of Proposition 17, we prove separately that (X<
N)N>1

and (X̃N)N>1 converge to X in distribution and with all moments and (Y <
N )N>1 and (ỸN)N>1

converge to Y in distribution and with all moments.
Let us prove the convergence of (X<

N)N>1. Let f : R 7→ R be a bounded measurable function.
By Proposition 17, it suffices to prove that E[f(X<

N)] − E[f(XN)]| converges to 0. One has

|E[f(X<
N)] − E[f(XN)]| =

∣

∣

∣E[f(XN)(P(YN > Nα/2) − 1YN >Nα/2)]
∣

∣

∣ P(YN < Nα/2)−1

6 2 ‖f‖∞ P(YN > Nα/2)P(YN < Nα/2)−1.
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The result follows from Proposition 15. To prove the convergence of the moments of (X<
N)N>1

to those of X, it suffices to show that, for all r > 0, (E[(X<
N)r])N>1 is bounded (see, e.g., [28,

Example 2.21]) and to conclude by uniform integrability. We have

E[(X<
N)r] = E[Xr

N | YN < N1/2] 6
E[Xr

N ]

P(YN < N1/2)
,

so lim supE[(X<
N)r] is finite by Propositions 15 and 17. The same calculation leads to the

convergence of (E[exp(sX<
N)])N>1 and the same lines yield the convergence in distribution of

(Y <
N )N>1 to Y and with all moments.

Let us consider (X̃N)N>1. Let f : R 7→ R be a bounded measurable function. One has

|E[f(X̃N)] − E[f(X<
N)]| 6

∣

∣

∣E

[

f(X<
N)
(

eτN X<
N − E

[

eτN X<
N

])]∣

∣

∣

E

[

eτN X<
N

] 6 ‖f‖∞
E

[∣

∣

∣eτN X<
N − E

[

eτN X<
N

]∣

∣

∣

]

E

[

eτN X<
N

] .

(43)

Using the convergence of (E[exp(sX<
N)])N>1 together with Lemma 21, Slutsky’s Lemma, and

uniform integrability, we get E

[

eτN X<
N

]

→ 1. Similarly, since

∣

∣

∣eτN X<
N − E

[

eτN X<
N

]∣

∣

∣

2
= e2τN X<

N − 2eτN X<
NE

[

eτN X<
N

]

+ E

[

eτN X<
N

]2
,

the numerator in the right-hand side of (43) converges to 0. Hence (X̃N)N>1 converges in
distribution to X and similar arguments show the convergence of all moments of (X̃N)N>1. The
same lines lead to the convergence in distribution of (ỸN)N>1 to Y and with all moments.

Remark 23. Following the same lines as in the proof of Lemma 22 for f = idR and using
Proposition 17 instead of the fact that f is bounded and the fact that τN converges exponen-
tially rapidly to 0 (by Lemma 21), we get that E[ỸN ] −E[YN ] converges exponentially rapidly
to 0.

We notice that the rate function in the upper moderate deviations y2/(2σ2(µ)) in (7) depends
on the conditioning on {SN = mN}. As opposed to this, the conditioning does not influence
the expression of the rate function in the upper large deviations, due to the fact that the
random variables YN are heavy-tailed. As a consequence, our proof of (9) in Section 5.5 does
not mimic that of [9, Theorem 2.1] but is rather inspired by that of [21, Theorem 5].

5.4 Upper intermediate deviations - Theorem 9 (ii)

Here α = 2/3. The upper bound comes from (38) and Propositions 18 and 19 (ii). Let us turn
to the lower bound. We assume that the infimum in the right-hand side of (29) is attained at
δ0. Let z > 0 and lN := ⌈(Nαz/δ0)1/2⌉. By (37), we have

PN > P(TN − E[TN ] > NαyN , SN = mN)

> P

(

TN − E[TN ] > NαyN , SN = mN , YN,N − E[YN,N ] > Nαz
)

> P(TN,N−1 − E[TN,N−1] > Nα(yN − z)|SN,N−1 = mN − lN)P(SN,N−1 = mN − lN)

P(YN,N − E[YN,N ] > Nαz, XN,N = lN ).

By Proposition 13,

lim inf
1

Nα/2
logP(YN − E[YN ] > Nαz, XN = lN) = −q(µ)z1/2
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and, by Proposition 18, we derive that

1

Nα/2
logP(SN,N−1 = mN − lN) = −N1−α/2Λ∗

XN

(

mN − lN
N

)

+ O
(

log(N)

N1−α/2

)

.

Let us prove that

Λ∗
XN

(

mN − lN
N

)

=
1

2σ2
X

(

lN
N

)2

+ o
((

lN
N

)2)

. (44)

We have

Λ∗
XN

(

mN − lN
N

)

=
1

2

(

lN
N

)2 1

σ2
XN

− 1

6

(

lN
N

)3

(Λ∗
XN

)′′′(cN)

where cN ∈
[

mN −lN
N

, mN

N

]

converges to (1 − µ)−1. Then direct computations give, for all c,

(Λ∗
XN

)′′′(c) =
Λ′′′

XN
(sN (c))

Λ′′
XN

(sN (c))
and (Λ∗

X)′′′(c) =
Λ′′′

X(s(c))

Λ′′
X(s(c))

where sN(c) (resp. s(c)) is the unique solution of Λ′
XN

(sN(c)) = c (resp. Λ′
X(s(c)) = c).

Let us prove that sN(c) → s(c). Since Λ′′
X(s(c)) = 2δ > 0, there exists α > 0 such that

Λ′′
X > δ over V = [s(c) − α, s(c) + α]. Let ε ∈ (0, α). For N large enough and s ∈ V ,

∣

∣

∣Λ′
XN

(s) − Λ′
X(s)

∣

∣

∣ 6 δε, by Proposition 17 and the uniform convergence of power series on
compact subsets of the domain of convergence. Then

Λ′
XN

(s(c) − ε) 6 Λ′
X(s(c) − ε) + δε 6 Λ′

X(s(c)) = c 6 Λ′
X(s(c) + ε) − δε 6 Λ′

XN
(s(c) + ε).

Since Λ′
XN

is increasing, we deduce that sN(c) ∈ [s(c) − ε, s(c) + ε]. So sN (c) → s(c) as
announced. Using Proposition 17 and the uniform convergence of power series on compact
subsets of the domain of convergence, we conclude that (Λ∗

XN
)′′′(cN) → (Λ∗

X)′′′(1/(1 − µ)).
Using Proposition 17 again, we get (44). Finally,

1

Nα/2
logP(SN,N−1 = mN − lN) = −N1−α/2

2σ2
X

(

lN
N

)2

+ O
(

log(N)

N1−α/2

)

,

which converges to 0 since α < 2. As for the minoration of the remaining term, we follow
the same lines as in the proof of the lower bound in Theorem 9 (i) which remains valid for
α = 2/3 and E[SN,N−1] = mN + O(N1/2). Hence,

lim inf
1

Nα/2
logP(TN,N−1 − E[TN,N−1] > Nα(yN − z) | SN,N−1 = mN − lN) = −(y − z)2

2σ2(µ)
.

Optimizing in z = (1 − t)y with t ∈ (0, 1) leads to (8).

5.5 Upper large deviations - Theorem 9 (iii)

Using (38), the upper bound

lim sup
N→∞

1

Nα/2
log(PN) 6 lim sup

N→∞

1

Nα/2
log

(

P(TN − E[TN ] > NαyN)

P(SN = mN )

)

= −q(µ)y1/2,

follows from Propositions 15, 18, and 19 (iii). For the lower bound, assume that the infimum
in the right-hand side of (29) is attained at δ0. Let ε > 0 and lN := ⌈(Nα(yN + ε)/δ0)

1/2⌉. By
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(37), we have

PN > P(TN − E[TN ] > NαyN , SN = mN )

> P

(

TN − E[TN ] > NαyN , SN = mN , YN,N − E[YN,N ] > Nα(yN + ε)
)

> P

(

TN,N−1 − E[TN,N−1] > −Nαε, SN,N−1 = mN − lN
)

P

(

YN − E[YN ] > Nα(yN + ε), XN = lN
)

=: PN,1PN,2.

Applying Proposition 13, one gets

lim
N→∞

1

Nα/2
log(PN,2) = −

√

y + ε

δ0
(κ(µ) + J(δ0)) →

ε→0
−q(µ)y1/2. (45)

Let us turn to the minoration of PN,1. One has

PN,1 > P(SN,N−1 = mN − lN) − P(TN,N−1 − E[TN,N−1] < −Nαε).

Applying Proposition 18 and (44), we derive that

1

Nα/2
logP(SN,N−1 = mN − lN ) = −N1−α/2Λ∗

XN

(

mN − lN
N

)

+ O
(

log(N)

N1−α/2

)

= −N1−α/2

2σ2
X

(

lN
N

)2

+ O
(

log(N)

N1−α/2

)

,

which converges to 0 since α < 2. Applying a unilateral version of [9, Theorem 2.2], we get

1

Nα/2
logP(TN,N−1 − E[TN,N−1] < −Nαε)







∼ −cεN
3α/2−1 → −∞ if α ∈ (2/3, 1]

= −∞ if α > 1

for some cε > 0. Eventually, N−α/2 log(PN,1) → 0, which leads, together with (45), to

lim inf
1

Nα/2
log(PN) > −q(µ)y1/2.

5.6 Upper large deviations for α = 2 - Theorem 9 (iv)

Notice that Λ0 = ΛX . By (37) and Proposition 18, making the change of variable c = (y/δ)1/2

in the infimum, and setting x = (1 − µ)−1, it suffices to prove that

1

N
log P(SN = mN , TN > N2y)

→






− inf
c>0

[

c(κ(µ) + J(y/c2)) + Λ∗
X(x − c)

]

if y < (x − 1)2/2

−∞ if y > (x − 1)2/2
(46)

to establish (10). Assume that (46) holds for y < (x − 1)2/2. Observe that the probability in
the left-hand side of (46) is decreasing in y. Moreover, if y < (x − 1)2/2), then

inf
c>0

[

c(κ(µ) + J(y/c2)) + Λ∗
X(x − c)

]

= inf√
2y<c<x−1

[

c(κ(µ) + J(y/c2)) + Λ∗
X(x − c)

]

> inf√
2y<c<x−1

cJ(y/c2)

>
√

2yJ(y/(x − 1)2)

→ ∞ as y → (x − 1)2/2.

So (46) holds for y > (x − 1)2/2.
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Proof of (46) – Lower bound for y < (x − 1)2/2. Let c ∈ (
√

2y, x − 1) and lN = ⌊cN⌋. We
have

1

N
log P(SN = mN , TN > N2y)

>
1

N
logP(XN = lN , YN > N2y) +

1

N
logP(SN,N−1 = mN − lN )

= −c(κ(µ) + J(y/c2)) − Λ∗
XN

((mN − lN)/N) + o(1),

by Propositions 13 and 18. Now, let us prove that

Λ∗
XN

(

mN − lN
N

)

→ Λ∗
X(x − c). (47)

One has

Λ∗
XN

(

mN − lN
N

)

= sup
s∈R

(

s
mN − lN

N
− ΛXN

(s)
)

.

The sequence of concave functions

fN (s) = s
mN − lN

N
− ΛXN

(s)

converges pointwise to the strictly concave function f(s) = s(x − c) − ΛX(s). Let τ be
the unique point such that f ′(τ) = 0 (i.e Λ′

X(τ) = x − c). Let ε > 0. Since f ′ is decreasing,
f ′(τ −ε) > 0 > f ′(τ +ε). Now, the functions f ′

N converge to f ′ uniformly on [τ − ε, τ + ε]. So,
for N large enough, f ′

N (τ − ε) > 0 > f ′
N (τ + ε). Therefore, for N large enough, the supremum

of fN is attained on [τ − ε, τ + ε] and converges to the supremum of f (with fN(τN ) = sup fN ,
sup fN = fN(τN ) 6 f(τN) + η 6 sup f + η and sup fN > fN (τ) > f(τ) − η). Hence,

1

N
logP(SN = mN , TN > N2y) → −c(κ(µ) + J(y/c2)) − Λ∗

X(x − c).

Taking the supremum in c > 0 yields the desired lower bound.

Proof of (46) – Upper bound for y < (x − 1)2/2. Let us write

P(SN = mN , TN > N2y) = PN,0 + PN,1 (48)

where
PN,0 = P(SN = mN , TN > N2y, ∀i ∈ J1, NK YN,i 6 N2y)

and
PN,1 = P(SN = mN , TN > N2y, ∃i ∈ J1, NK YN,i > N2y).

Behavior of PN,0 Let us apply the exponential version of Chebyshev’s inequality. Let
(s, t) ∈ (−∞, 0] × [0, +∞). We have

PN,0 6 E[1SN −mN60 1TN /N−Ny>0 1∀i∈J1,NK YN,i6N2y]

6 E[es(SN −mN )+t(TN /N−Ny)
1∀i∈J1,NK YN,i6N2y]

= e−N(smN /N+ty)
E[esXN +tYN /N

1YN 6N2y]N . (49)

Let us write

E[esXN +tYN /N
1YN 6N2y] = E[esXN +tYN /N

1YN 6N1/2 ] + E[esXN +tYN /N
1N1/2 <YN6N2y]

=: E1 + E2. (50)
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First, by uniform integrability (see Proposition 17),

E1 → E[esX ]. (51)

Secondly, remembering that P(XN = l, YN = p) = 0 if l(l − 1)/2 < p,

E2 = E[esXN +tYN /N
1N1/2 <YN6N2y]

=
∑

l>N1/4

N1/2<p6N2y

esl+tp/N
P(XN = l, YN = p)

=
∑

l>N1/4

esl

(

∑

N1/2<p6N2y

etp/N(1 − e−t/N )P(XN = l, YN > p)

+ P(XN = l, YN > N1/2)et⌊N1/2⌋/N − P(XN = l, YN > N2y)et⌊N2y⌋/N

)

, (52)

after a summation by parts. By uniform integrability (see Proposition 17),
∑

l>N1/4

esl
P(XN = l, YN > N1/2)et⌊N1/2⌋/N = E[esXN +t⌊N1/2⌋/N

1YN >N1/2 ] → 0. (53)

The proof of the following lemma is postponed to the end of the paper (see page 26).

Lemma 24. The function K : δ ∈ [0, 1/2) 7→ δ−1/2J(δ) is increasing, convex, and K(δ) → ∞
as δ → 1/2.

For all ε ∈ (0, 1/2), we introduce the function

Jε : [0, ∞) → R

δ 7→















J(δ) if δ 6 1/2 − ε

δ1/2[K(1/2 − ε) + (δ − 1/2 + ε)K ′(1/2 − ε)] if 1/2 − ε < δ 6 1/2

∞ if δ > 1/2.

The following lemma is a straightforward consequence of Lemma 24.

Lemma 25. The function Jε is non decreasing and less than J . Moreover, the function
δ ∈ [0, 1/2] 7→ δ−1/2Jε(δ) is a bounded convex function.

Let ε ∈ (0, κ(µ) ∧ 1/2). As a consequence of (52), (53), and Lemmas 14 and 25, we get, for
any a > 0,

lim sup E2 6 lim sup
∑

l>N1/4

esl
∑

N1/2<p6N2y

etp/N (1 − e−t/N )e−l(κ(µ)+Jε(p/l2)−ε)

6 lim sup





∑

N1/4<l6Na
N1/2<p6N2y

el(s−κ(µ)−Jε(p/l2)+ε)+tp/N + N2y
∑

l>Na

e−(κ(µ)−ε)l+tNy





6 lim sup N3ay · exp



N · max
N1/4<l6Na

N1/2<p6N2y

[

l

N

(

s − κ(µ) − Jε

(

p

l2

)

+ ε
)

+
tp

N2

]



, (54)

as soon as (κ(µ) − ε)a > ty. Now,

max
N1/4<l6Na

N1/2<p6N2y

[

l

N

(

s − κ(µ) − Jε

(

p

l2

)

+ ε
)

+
tp

N2

]

6 sup
0<δ<1/2

N−3/4<u6
√

yδ−1

[

u(s − κ(µ) − Jε(δ) + ε) + tδu2
]

=: S. (55)
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As soon as
sup

0<δ<1/2

[
√

yδ−1(s − κ(µ) − Jε(δ) + ε) + ty
]

< 0,

i.e. as soon as

t < inf
0<δ<1/2

κ(µ) + Jε(δ) − ε − s√
δy

, (56)

and, for all N large enough,

S = sup
0<δ<1/2

[

N−3/4(s − κ(µ) − Jε(δ) + ε) + tδN−3/2
]

6 −(κ(µ) − ε)N−3/4

2
. (57)

Therefore, under (56), using (54), (55), and (57),

lim sup E2 6 lim sup N3ay · exp
(

−(κ(µ) − ε)N1/4

2

)

= 0. (58)

Combining (49), (50), (51), and (58), we get

lim sup
1

N
log PN,0 6 inf

{

ΛX(s) − sx − ty ; s 6 0, t < inf
0<δ<1/2

(κ(µ) + Jε(δ) − ε − s)(δy)−1/2

}

= inf
s60

sup
0<δ<1/2

ΛX(s) − sx − (κ(µ) + Jε(δ) − ε − s)(y/δ)1/2

=: M ′
ε.

The proof of the following lemma is postponed to the end of the paper (see page 27).

Lemma 26. The function

f : (0, 1/2) × (−∞, 0] → R

(δ, s) 7→ ΛX(s) − sx − (κ(µ) + Jε(δ) − ε − s)(y/δ)1/2

is concave in δ and convex in s. Moreover, f(δ0, ·) is bounded from below for some δ0 ∈ (0, 1/2).

Thanks to Lemma 26, the minimax theorem of [24] applies and yields

M ′
ε = sup

0<δ<1/2
inf
s60

[

ΛX(s) − sx − (κ(µ) + Jε(δ) − ε − s)(y/δ)1/2
]

= − inf
0<δ<1/2

[

(y/δ)1/2(κ(µ) + Jε(δ) − ε) + Λ∗
X

(

x − (y/δ)1/2
)

]

.

Notice that, by Lemma 24 and since x − (y/δ)1/2 6 x − √
2y 6 (1 − µ)−1,

inf
1/2−ε<δ<1/2

[

(y/δ)1/2(κ(µ) + Jε(δ) − ε) + Λ∗
X

(

x − (y/δ)1/2
)

]

>
√

2y(κ(µ) − ε) +
√

yK(1/2 − ε) + Λ∗
X

(

x − √
2y
)

−−→
ε→0

∞.

A fortiori, since Jε 6 J ,

inf
1/2−ε<δ<1/2

[

(y/δ)1/2(κ(µ) + J(δ) − ε) + Λ∗
X

(

x − (y/δ)1/2
)

]

−−→
ε→0

∞.

So, if ε is small enough, i.e. ε ∈ (0, ε0),

M ′
ε = − inf

0<δ<1/2

[

(y/δ)1/2(κ(µ) + J(δ) − ε) + Λ∗
X

(

x − (y/δ)1/2
)

]

.
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Finally, again applying the minimax theorem of [24], we get

inf
0<ε<ε0

M ′
ε = − sup

0<ε<ε0

inf
0<δ<1/2

[

(y/δ)1/2(κ(µ) + J(δ) − ε) + Λ∗
X

(

x − (y/δ)1/2
)

]

= − sup
0<ε<ε0

inf√
2y<c6x−1

[

c(κ(µ) + J(y/c2) − ε) + Λ∗
X(x − c)

]

= − inf√
2y<c6x−1

[

c(κ(µ) + J(y/c2)) + Λ∗
X(x − c)

]

,

since Λ∗
X(x − c) = ∞ for c > x − 1 and since the function

g : (0, ε0) ×
(√

2y, x − 1
]

→ R

(ε, c) 7→ c(κ(µ) + J(y/c2) − ε) + Λ∗
X(x − c)

is nonnegative, concave in ε and convex in c (note that c 7→ cJ(y/c2) is convex by differentiating
twice and applying Lemma 24). So, we have proved that

lim sup
1

N
log PN,0 6 − inf

c>0

[

c(κ(µ) + J(y/c2)) + Λ∗
X(x − c)

]

. (59)

Behavior of PN,1 Let ε > 0. We have

PN,1 = P(SN = mN , TN > N2y, ∃i ∈ J1, NK YN,i > N2y)

6 NP(SN = mN , YN,N > N2y)

6 N
∞
∑

l=1

P

(

mN − Nlε 6 SN,N−1 < mN − N(l − 1)ε
)

P(N(l − 1)ε < XN 6 Nlε, YN > N2y)

6 N
∞
∑

l=1

PN,1,l,

where

PN,1,l := P(SN,N−1 < mN − N(l − 1)ε)P(N(l − 1)ε < XN 6 Nlε, YN > N2y).

Now, if mN/N − (l − 1)ε 6 0, then PN,1,l = 0. Let L := sup {(1 + (mN /N)/ε) ; N > 1} < ∞
since mN /N → x. Consequently,

PN,1 6 N
L
∑

l=1

PN,1,l.

Let us evaluate each term. For all l ∈ J1, LK,

lim sup
1

N
log PN,1,l 6 −Λ∗

X(x − (l − 1)ε) − lε
(

κ(µ) + J
(

y

(lε)2

))

.

applying the exponential version of Chebyshev’s inequality, (47), and Proposition 13. Applying
the principle of the largest term, we get:

lim sup
1

N
log PN,1 6 − inf

c>
√

2y

[

Λ∗
X(x − c + ε) + c

(

κ(µ) + J
(

y

c2

))]

,

and we get the desired upper bound for PN,1 when ε → 0, since Λ∗
X(a) = ∞ for a < 1, since

Λ∗
X(x − c + ε) converges uniformly in c ∈ (

√
2y, x − 1] to Λ∗

X(x − c), and since

inf
x−1<c6x−1+ε

[

Λ∗
X(x − c + ε) + c

(

κ(µ) + J
(

y

c2

))]

> Λ∗
X(1 + ε) + inf

x−1<c6x−1+ε
c
(

κ(µ) + J
(

y

c2

))

−−→
ε→0

Λ∗
X(1) + (x − 1)

(

κ(µ) + J
(

y

(x − 1)2

))

.
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So, we have proved that

lim sup
1

N
log PN,1 6 − inf

c>0

[

c(κ(µ) + J(y/c2)) + Λ∗
X(x − c)

]

. (60)

The proof of (46) follows from (48), (59), and (60) and the principle of the largest term. It
remains to prove Lemmas 24 and 26. Let us define the function

δ : (−∞, 0] → [0, 1/2)

λ 7→






0 if λ = 0
1
λ

+ 1
1−eλ − 1

2
if λ ∈ (−∞, 0).

An easy computation shows that the function δ is a smooth nonnegative and concave decreasing
bijection. The function λ : [0, 1/2) → (−∞, 0] defined by (2) is the inverse bijection of δ and
thus is a smooth decreasing function. Now let us introduce the functions

H : (−∞, 0] → [0, +∞)

λ 7→ λ ·
(

1

2
− δ(λ)

)

+ log
(

1 − λ ·
(

1

2
+ δ(λ)

))

and

F : (−∞, 0] → [0, +∞)

λ 7→






0 if λ = 0

δ(λ)−1/2H(λ) if λ ∈ (−∞, 0).

Proof of Lemma 24. The fact that K(δ) → ∞ as δ → 1/2 follows from the already mentioned
fact that J(δ) → ∞ as δ → 1/2. We want to prove that δ 7→ K(δ) = δ−1/2J(δ) = F (λ(δ)) is
an increasing convex function. Since K(δ) ∼ 6δ3/2 as δ → 0, K ′(0) = 0, so it only remains to
prove that K ′′ > 0 over (0, 1/2). Using the expressions of the first and second derivatives of
the inverse function λ of δ, one gets:

K ′′(δ) =
d2

dδ2
F (λ(δ))

= λ′′(δ)F ′(λ(δ)) + (λ′(δ))2F ′′(λ(δ))

=
1

δ′(λ(δ))

(

− δ′′(λ(δ))

δ′(λ(δ))2
F ′(λ(δ)) +

1

δ′(λ(δ))
F ′′(λ(δ))

)

=
1

δ′(λ(δ))

(

F ′

δ′

)′
(λ(δ)).

Hence, since δ′ < 0, our study reduces to show that F ′/δ′ is a decreasing function over (−∞, 0).
Now, straightforward calculations yield the magical identity H ′(λ) = −λδ′(λ). Hence

F ′(λ)

δ′(λ)
= −δ(λ)1/2 · λδ(λ) + 1

2
H(λ)

δ(λ)2
=: −δ(λ)1/2f(λ).

and also

f ′(λ) =
δ(λ)2 − 3

2
λδ′(λ)δ(λ) − H(λ)δ′(λ)

δ(λ)3
=:

k(λ)

δ(λ)3
.
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Differentiating the function k, we get

k′(λ) =
1

2
δ′(λ)

(

δ(λ) − λδ′(λ)
)

− δ′′(λ)
(

H(λ) +
3

2
λδ(λ)

)

.

On the one hand, H(λ) + 3
2
λδ(λ) < 0, because

d

dλ

(

H(λ) +
3

2
λδ(λ)

)

=
e2λ(−3λ + 4) + eλ(2λ2 − 8) + 3λ + 4

4λ(1 − eλ)2
,

the sign of which is easy to find (by differentiating several times). On the other hand, δ(λ) −
λδ′(λ) > 0, because

δ(λ) − λδ′(λ) =
e2λ(−λ + 4) + eλ(−2λ2 − 8) + λ + 4

2λ(1 − eλ)2
,

the sign of which is easy to find (similarly). Henceforth, k′ < 0 and k > 0 over (−∞, 0) (k
is decreasing on (−∞, 0] and k(0) = 0). Finally, f is an increasing and nonpositive function.
Together with the fact that λ 7→ −δ(λ)1/2 is also an increasing and nonpositive function, we
finally get that F ′/δ′ is a decreasing function.

Proof of Lemma 26. The concavity of f(·, s) follows from Lemma 25 and the fact that κ(µ) −
ε − s > 0 and y > 0. The convexity of f(δ, ·) follows from the convexity of ΛX . Finally, since
y < (x − 1)2/2, one can choose δ0 ∈ (0, 1/2) such that x − (y/δ0)

1/2 > 1. Finally,

ΛX(s) = logE[esX ] > log(es
P(X = 1)) = s + logP(X = 1),

so the function f(δ0, ·) is bounded from below.
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