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#### Abstract

We give new criteria for the existence of weak solutions to equation with source term


$$
-\Delta u=u^{q} \text { in } \Omega, \quad u=\sigma \text { on } \partial \Omega
$$

where $q>1, \Omega$ is a either a bounded smooth domain or $\mathbb{R}_{+}^{N}$ and $\sigma \in \mathfrak{M}^{+}(\partial \Omega)$ is a nonnegative Radon measure on $\partial \Omega$. In particular, one of the criteria is expressed in terms of some Bessel capacities on $\partial \Omega$. We also give a sufficient condition for the existence of weak solutions to equation with source mixed term.

$$
-\Delta u=|u|^{q_{1}-1} u|\nabla u|^{q_{2}} \quad \text { in } \Omega, \quad u=\sigma \quad \text { on } \quad \partial \Omega
$$

where $q_{1}, q_{2} \geq 0, q_{1}+q_{2}>1, q_{2}<2, \sigma \in \mathfrak{M}(\partial \Omega)$ is a Radon measure on $\partial \Omega$.

## 1 Introduction and main results

Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^{N}$ or $\Omega=\mathbb{R}_{+}^{N}:=\mathbb{R}^{N-1} \times(0, \infty), N \geq 3$, and $g: \mathbb{R} \times \mathbb{R}^{N} \mapsto \mathbb{R}$ be a continuous function. In this paper, we study the solvability problem for

$$
\left\{\begin{array}{l}
-\Delta u=g(u, \nabla u) \text { in } \Omega,  \tag{1.1}\\
u=\sigma \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $\sigma \in \mathfrak{M}(\partial \Omega)$ is a Radon measure on $\partial \Omega$. All solutions are understood in the usual very weak sense: $u \in L^{1}(\Omega), g(u, \nabla u) \in L_{\rho}^{1}(\Omega)$, where $\rho(x)$ is the distance from $x$ to $\partial \Omega$ when $\Omega$ is bounded, or $u \in L^{1}\left(\mathbb{R}_{+}^{N} \cap B\right), g(u, \nabla u) \in L_{\rho}^{1}\left(\mathbb{R}_{+}^{N} \cap B\right)$ for any ball $B$ if $\Omega=\mathbb{R}_{+}^{N}$, and

$$
\begin{equation*}
\int_{\Omega} u(-\Delta \xi) d x=\int_{\Omega} g(u, \nabla u) \xi d x-\int_{\partial \Omega} \frac{\partial \xi}{\partial n} d \sigma \tag{1.2}
\end{equation*}
$$

for any $\xi \in C^{2}(\bar{\Omega}) \cap C_{c}\left(\mathbb{R}^{N}\right)$ with $\xi=0$ on $\partial \Omega$, where $\rho(x)=\operatorname{dist}(x, \partial \Omega), n$ is the outward unit vector on $\partial \Omega$. It is well-known that such a solution $u$ satisfies

$$
u=\mathbf{G}[g(u, \nabla u)]+\mathbf{P}[\sigma] \quad \text { a. e. in } \Omega .
$$

[^0]where $\mathbf{G}[],. \mathbf{P}[$.$] , respectively the Green and the Poisson potentials of -\Delta$ in $\Omega$, are defined from the Green and the Poisson kernels by
$$
\mathbf{P}[\sigma](y)=\int_{\partial \Omega} \mathrm{P}(y, z) d \sigma(z), \quad \mathbf{G}[g(u, \nabla u)](y)=\int_{\Omega} \mathrm{G}(y, x) g(u, \nabla u)(x) d x
$$
see [14]. The case $g(u, \nabla u)=|u|^{q-1} u, q>1$ has been studied by Bidaut-Véron, Vivier, Yarur in $[2,3]$ in case the subcritical case, i.e. $1<q<\frac{N+1}{N-1}$, and $\Omega$ is bounded. They proved that problem (1.1) admits a solution provided that $|\sigma|(\partial \Omega)$ is small enough. Furthermore, they also proved that for any $\sigma \in \mathfrak{M}^{+}(\partial \Omega)$ there holds
\[

$$
\begin{equation*}
\mathbf{G}\left[(\mathbf{P}[\sigma])^{q}\right] \leq C \sigma(\partial \Omega) \mathbf{P}[\sigma] \text { in } \Omega \tag{1.3}
\end{equation*}
$$

\]

for some constant $C=C(N, q, \Omega)>0$.
Our main goal is to establish necessary and sufficient conditions for the existence of weak solution to (1.1) with nonnegative boundary measure date, in the supercritical case, together with sharp pointwise estimates of solutions. The absorption case, i.e $g(u, \nabla u)=-|u|^{q-1} u$ has been studied by Gmira and Véron in the subcritical case [7] and by Marcus and Véron in the supercritical case $[12,13,14]$. The case $g(u, \nabla u)=-|\nabla u|^{q}$ has been studied by Nguyen Phuoc and Véron [15] and extended to the case $g(u, \nabla u)=-|u|^{p}|\nabla u|^{q}$ by Marcus and Nguyen Phuoc [10].

We consider first (1.1) with $\Omega=\mathbb{R}^{N-1} \times(0, \infty)$ and as a consequence of our results when $g(u, \nabla u)=|u|^{q-1} u, q>1$ (see Theorem 1.2), we prove that if (1.1) has a nonnegative solution $u$ with $\sigma \in \mathfrak{M}_{+}\left(\mathbb{R}^{N-1}\right)$, then

$$
\begin{equation*}
\sigma\left(B_{r}^{\prime}\left(y^{\prime}\right)\right) \leq C r^{N-\frac{q+1}{q-1}} \tag{1.4}
\end{equation*}
$$

for any ball $B_{r}^{\prime}\left(y^{\prime}\right)$ in $\mathbb{R}^{N-1}$ where $C=C(q, N)$ and $q>\frac{N+1}{N-1}$; if $1<q \leq \frac{N+1}{N-1}$, then $\sigma \equiv 0$. Conversely, if $q>\frac{N+1}{N-1}, d \sigma=f d z$ for some $f \geq 0$ which satisfies

$$
\begin{equation*}
\int_{B_{r}^{\prime}\left(y^{\prime}\right)} f^{1+\varepsilon} d z \leq r^{N-1-\frac{2(\varepsilon+1)}{q-1}} \tag{1.5}
\end{equation*}
$$

for some $\varepsilon>0$. Then, there exists a constant $C_{0}=C_{0}(N, q)$ such that (1.1) has a nonnegative solution if $C \leq C_{0}$. The above inequality is an analogue of the classical FeffermanPhong condition [5]. In particular, (1.5) holds if $f$ belongs to the Marcinkiewicz space $L^{\frac{(N-1)(q-1)}{2}, \infty}\left(\mathbb{R}^{N-1}\right)$.
Moreover, we give sufficient conditions for the existence of weak solutions to (1.1) when $g(u, \nabla u)=|u|^{q_{1}-1} u|\nabla u|^{q_{2}}, q_{1}, q_{2} \geq 0, q_{1}+q_{2}>1$ and $q_{2}<2$.

To state our results, let us introduce some notations. We denote $A \lesssim(\gtrsim) B$ if $A \leq(\geq) C B$ for some $C$ depending on some structural constants, $A \asymp B$ if $A \lesssim B \lesssim A$. Various capacities will be used throughout the paper. Among them are the Riesz and Bessel capacities in $\mathbb{R}^{N-1}$ defined respectively by

$$
\begin{aligned}
& \operatorname{Cap}_{I_{\gamma}, s}(O)=\inf \left\{\int_{\mathbb{R}^{N-1}} f^{s} d y: f \geq 0, I_{\gamma} * f \geq \chi_{O}\right\} \\
& \operatorname{Cap}_{G_{\gamma}, s}(O)=\inf \left\{\int_{\mathbb{R}^{N-1}} f^{s} d y: f \geq 0, G_{\gamma} * f \geq \chi_{O}\right\},
\end{aligned}
$$

for any Borel set $O \subset \mathbb{R}^{N-1}$, where $s>1, I_{\gamma}, G_{\gamma}$ are the Riesz and the Bessel kernels in $\mathbb{R}^{N-1}$ with order $\gamma \in(0, N-1)$. We remark that

$$
\begin{equation*}
\operatorname{Cap}_{G_{\gamma}, s}(O) \geq \operatorname{Cap}_{I_{\gamma}, s}(O) \geq C|O|^{1-\frac{\gamma s}{N-1}} \tag{1.6}
\end{equation*}
$$

for any Borel set $O \subset \mathbb{R}^{N-1}$ where $\gamma s<N-1$ and $C$ is a positive constant. When we consider equations in a bounded smooth domain $\Omega$ in $\mathbb{R}^{N}$ we use a specific capacity that we define as follows: there exist open sets $O_{1}, \ldots, O_{m}$ in $\mathbb{R}^{N}$, diffeomorphisms $T_{i}: O_{i} \mapsto B_{1}(0)$ and compact sets $K_{1}, \ldots, K_{m}$ in $\partial \Omega$ such that
a. $K_{i} \subset O_{i}, \partial \Omega \subset \bigcup_{i=1}^{m} K_{i}$
b. $T_{i}\left(O_{i} \cap \partial \Omega\right)=B_{1}(0) \cap\left\{x_{N}=0\right\}, T_{i}\left(O_{i} \cap \Omega\right)=B_{1}(0) \cap\left\{x_{N}>0\right\}$.
c. for any $x \in O_{i} \cap \partial \Omega, \exists y \in O_{i} \cap \partial \Omega, d(x, \partial \Omega)=|x-y|$.

Clearly, $\rho\left(T_{i}^{-1}(z)\right) \asymp\left|z_{N}\right|$ for any $z=\left(z^{\prime}, z_{N}\right) \in B_{1}(0) \cap\left\{x_{N}>0\right\}$ and $\left|\mathbf{J}_{T_{i}}(x)\right| \asymp 1$ for any $x \in O_{i} \cap \Omega$, here $\mathbf{J}_{T_{i}}$ is the Hessian matrix of $T_{i}$.

Definition 1.1 Let $\gamma \in(0, N-1), s>1$. We denote the $\operatorname{Cap}_{\gamma, s}^{\partial \Omega}$-capacity of a compact set $E \subset \partial \Omega$ by

$$
\operatorname{Cap}_{\gamma, s}^{\partial \Omega}(E)=\sum_{i=1}^{m} \operatorname{Cap}_{G_{\gamma}, s}\left(\tilde{T}_{i}\left(E \cap K_{i}\right)\right)
$$

where $T_{i}\left(E \cap K_{i}\right)=\tilde{T}_{i}\left(E \cap K_{i}\right) \times\left\{x_{N}=0\right\}$.
Notice that, if $\gamma s>N-1$ then there exists $C=C(N, \gamma, s, \Omega)>0$ such that

$$
\begin{equation*}
\operatorname{Cap}_{\gamma, s}^{\partial \Omega}(\{x\}) \geq C \tag{1.7}
\end{equation*}
$$

for all $x \in \partial \Omega$.
Our first two theorems give criteria for the solvability of problem (1.1) in $\mathbb{R}_{+}^{N}$.
Theorem 1.2 Let $q>1$ and $\sigma \in \mathfrak{M}^{+}\left(\mathbb{R}^{N-1}\right)$. Then, the following statements are equivalent

1. The inequality

$$
\begin{equation*}
\sigma(K) \leq C \operatorname{Cap}_{I_{\frac{2}{q}}, q^{\prime}}(K) \tag{1.8}
\end{equation*}
$$

holds for any compact set $K \subset \mathbb{R}^{N-1}$.
2. The inequality

$$
\begin{equation*}
\mathbf{G}\left[(\mathbf{P}[\sigma])^{q}\right] \leq C \mathbf{P}[\sigma]<\infty \text { a.e in } \mathbb{R}^{N-1} \times(0, \infty) \tag{1.9}
\end{equation*}
$$

holds.
3. The problem

$$
\begin{align*}
-\Delta u=u^{q} & \text { in } \mathbb{R}^{N-1} \times(0, \infty)  \tag{1.10}\\
u(., 0)=\varepsilon \sigma & \text { in } \mathbb{R}^{N-1}
\end{align*}
$$

has a positive solution for some $\varepsilon>0$.

Moreover, there is a constant $C_{0}>0$ such that if any one of the two statement 1 and 2 holds with $C \leq C_{0}$, then equation (1.10) admits a solution $u$ with $\varepsilon=1$ which satisfies

$$
\begin{equation*}
u \asymp \mathbf{P}[\sigma] . \tag{1.11}
\end{equation*}
$$

Conversely, if (1.10) has a solution $u$ with $\varepsilon=1$, then the two statement 1. and 2. hold for some $C>0$.

Theorem 1.3 Let $q_{1}, q_{2} \geq 0, q_{1}+q_{2}>1, q_{2}<2$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N-1}\right)$. There exists $\delta>0$ such that if the inequality

$$
\begin{equation*}
|\sigma|(K) \leq \delta \operatorname{Cap}_{\frac{\frac{2-q_{2}}{q_{1}+q_{2}}}{},\left(q_{1}+q_{2}\right)^{\prime}}(K) \tag{1.12}
\end{equation*}
$$

holds for any Borel set $K \subset \mathbb{R}^{N-1}$, then the problem

$$
\begin{align*}
-\Delta u & =|u|^{q_{1}-1} u|\nabla u|^{q_{2}} & & \text { in } \mathbb{R}^{N-1} \times(0, \infty),  \tag{1.13}\\
u & =\sigma & & \text { in } \mathbb{R}^{N-1},
\end{align*}
$$

has a solution and satisfies

$$
\begin{equation*}
|u| \leq C \mathbf{P}[|\sigma|], \quad|\nabla u| \leq C(\rho(.))^{-1} \mathbf{P}[|\sigma|] . \tag{1.14}
\end{equation*}
$$

for some a constant $C>0$.
In view of (1.6) and assuming $d \sigma=f d z$, we see that if $f \in L^{\frac{(N-1)(q-1)}{2}, \infty}\left(\mathbb{R}^{N-1}\right)$ and $\frac{(N-1)(q-1)}{2}>1$, then (1.8) holds for some $C>0$, if $f \in L^{\frac{(N-1)\left(q_{1}+q_{2}-1\right)}{2-q_{2}}, \infty}\left(\mathbb{R}^{N-1}\right)$ and $\frac{(N-1)\left(q_{1}+q_{2}-1\right)}{2-q_{2}}>1$ then (1.12) holds for some $C>0$.

In a bounded smooth domain $\Omega$ we obtain existence results analogous to Theorem (1.2) and 1.3 provided the specific capacities on $\partial \Omega$ are used instead of the Riesz capacities.

Theorem 1.4 Let $q>1, \Omega$ be a bounded open set in $\mathbb{R}^{N}$ with $\partial \Omega \in C^{2}$ and $\sigma \in \mathfrak{M}_{b}^{+}(\partial \Omega)$. Then, the following statements are equivalent:

1. The inequality

$$
\begin{equation*}
\sigma(K) \leq C \operatorname{Cap}_{\frac{2}{q}, q^{\prime}}^{\partial \Omega}(K) \tag{1.15}
\end{equation*}
$$

holds for any Borel set $K \subset \partial \Omega$.
2. The inequalities

$$
\begin{equation*}
\mathbf{G}\left[(\mathbf{P}[\sigma])^{q}\right] \leq C \mathbf{P}[\sigma]<\infty \text { a.e in } \Omega \tag{1.16}
\end{equation*}
$$

holds.
3. The problem

$$
\begin{align*}
-\Delta u & =u^{q}  \tag{1.17}\\
u & =\varepsilon \sigma
\end{align*} \quad \text { in } \Omega,
$$

admits a positive solution for some $\varepsilon>0$.
Moreover, there is a constant $C_{0}>0$ such that if any one of the two statement 1. and 2. holds with $C \leq C_{0}$, then equation 1.17 has a solution $u$ with $\varepsilon=1$ which satisfies

$$
\begin{equation*}
u \asymp \mathbf{P}[\sigma] . \tag{1.18}
\end{equation*}
$$

Conversely, if (1.17) has a solution $u$ with $\varepsilon=1$, then the two statements 1. and 2. hold for some $C>0$.

From (1.7), we see that if $\sigma \in \mathfrak{M}_{b}^{+}(\partial \Omega)$ and $1<q<\frac{N+1}{N-1}$, then (1.15) holds for some constant $C>0$. Hence, in this case, problem (1.17) has a positive solution for some small constant $\varepsilon>0$.

Theorem 1.5 Let $q_{1}, q_{2} \geq 0, q_{1}+q_{2}>1, q_{2}<2, \Omega$ be a bounded open set in $\mathbb{R}^{N}$ with $\partial \Omega \in C^{2}$ and $\sigma \in \mathfrak{M}_{b}(\partial \Omega)$. There exists $\delta>0$ such that if

$$
\begin{equation*}
|\sigma|(K) \leq \delta \operatorname{Cap}_{\frac{2-q_{2}}{q_{1}+q_{2}},\left(q_{1}+q_{2}\right)^{\prime}}^{\partial \Omega}(K) \tag{1.19}
\end{equation*}
$$

holds for any Borel set $K \subset \partial \Omega$ when $\Omega$ is a bounded, then problem

$$
\left\{\begin{array}{l}
-\Delta u=|u|^{q_{1}-1} u|\nabla u|^{q_{2}} \quad \text { in } \Omega  \tag{1.20}\\
u=\sigma \quad \text { on } \partial \Omega
\end{array}\right.
$$

has a solution and satisfies (1.14).
As above, by (1.7) and (1.19), we deduce that for any $\sigma \in \mathfrak{M}_{b}(\partial \Omega)$ and $\frac{2-q_{2}}{q_{1}+q_{2}-1}>N-1$, problem (1.20) has a solution provided that $|\sigma|(\partial \Omega)$ is small enough.

## 2 Integral equations

Let $\Omega$ be either $\mathbb{R}^{N-1} \times(0, \infty)$ or $\Omega$ a bounded domain in $\mathbb{R}^{N}$ with a $C^{2}$ boundary $\partial \Omega$. For $0 \leq \alpha \leq \beta<N$, we denote

$$
\begin{equation*}
\mathbf{N}_{\alpha, \beta}(x, y)=\frac{1}{|x-y|^{N-\beta} \max \{|x-y|, \rho(x), \rho(y)\}^{\alpha}} \quad \forall(x, y) \in \bar{\Omega} \times \bar{\Omega} \tag{2.1}
\end{equation*}
$$

We set

$$
\mathbf{N}_{\alpha, \beta}[\nu](x)=\int_{\bar{\Omega}} \mathbf{N}_{\alpha, \beta}(x, y) d \nu(y) \quad \forall \nu \in \mathfrak{M}^{+}(\bar{\Omega})
$$

and $\mathbf{N}_{\alpha, \beta}[f]:=\mathbf{N}_{\alpha, \beta}[f d x]$ if $f \in L_{l o c}^{1}(\Omega), f \geq 0$.
In this section, we are interested in the solvability of the following integral equations

$$
\begin{equation*}
U=\mathbf{N}_{\alpha, \beta}\left[U^{q}(\rho(.))^{\alpha_{0}}\right]+\mathbf{N}_{\alpha, \beta}[\omega] \tag{2.2}
\end{equation*}
$$

where $\alpha_{0} \geq 0$ and $\omega \in \mathfrak{M}^{+}(\bar{\Omega})$.
For our purpose, we introduce Kalton and Verbitsky's result which is proved in [9]. Let $X$ be a metric space and $\nu \in \mathfrak{M}^{+}(X)$. Let $\mathbf{K}$ be a Borel positive kernel function $\mathbf{K}: X \times X \mapsto$ $(0, \infty]$ such that $\mathbf{K}$ is symmetric and satisfies a quasi-metric inequality, i.e there is a constant $C \geq 1$ such that for all $x, y, z \in X$ we have

$$
\frac{1}{\mathbf{K}(x, y)} \leq C\left(\frac{1}{\mathbf{K}(x, z)}+\frac{1}{\mathbf{K}(z, y)}\right)
$$

Under these conditions, we can define the quasi-metric $d$ by

$$
d(x, y)=\frac{1}{\mathbf{K}(x, y)}
$$

and by $\mathbb{B}_{r}(x)=\{y \in X: d(x, y)<r\}$ the open $d$-ball of radius $r>0$ and center $x$. Note that this set can be empty.

For $\omega \in \mathfrak{M}^{+}(X)$, we define the potentials $\mathbf{K} \omega$ and $\mathbf{K}^{\nu} f$ by

$$
\mathbf{K} \omega(x)=\int_{X} \mathbf{K}(x, y) d \omega(y), \quad \mathbf{K}^{\nu} f(x)=\int_{X} \mathbf{K}(x, y) f(y) d \nu(y)
$$

and for $q>1$, the capacity $\operatorname{Cap}_{\mathbf{K}, q^{\prime}}^{\nu}$ in $X$ by

$$
\operatorname{Cap}_{\mathbf{K}, q^{\prime}}^{\nu}(E)=\inf \left\{\int_{X} g^{q^{\prime}} d \nu: g \geq 0, \mathbf{K}^{\nu} g \geq \chi_{E}\right\}
$$

for any Borel set $E \subset X$.

Theorem 2.1 ([9]) Let $q>1$ and $\nu, \omega \in \mathfrak{M}^{+}(X)$ such that

$$
\begin{array}{r}
\int_{0}^{2 r} \frac{\nu\left(\mathbb{B}_{s}(x)\right)}{s} \frac{d s}{s} \leq C \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(x)\right)}{s} \frac{d s}{s} \\
\sup _{y \in \mathbb{B}_{r}(x)} \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(y)\right)}{s} \frac{d s}{s} \leq C \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(x)\right)}{s} \frac{d s}{s} \tag{2.4}
\end{array}
$$

for any $r>0, x \in X$, where $C>0$ is a constant. Then the following statements are equivalent:

1. The equation $u=\mathbf{K}^{\nu} u^{q}+\varepsilon \mathbf{K} \omega$ has a solution for some $\varepsilon>0$.
2. The inequality

$$
\begin{equation*}
\int_{E}\left(\mathbf{K} \omega_{E}\right)^{q} d \sigma \leq C \omega(E) \tag{2.5}
\end{equation*}
$$

holds for any Borel set $E \subset X, \omega_{E}=\chi_{E} \omega$.
3. For any Borel set $E \subset X$, there holds

$$
\begin{equation*}
\omega(E) \leq C \operatorname{Cap}_{\mathbf{K}, q^{\prime}}^{\nu}(E) \tag{2.6}
\end{equation*}
$$

4. The inequality

$$
\begin{equation*}
\mathbf{K}^{\nu}(\mathbf{K} \omega)^{q} \leq C \mathbf{K} \omega<\infty \quad \nu-a . e . \tag{2.7}
\end{equation*}
$$

holds.
We now check that $N_{\alpha, \beta}$ satisfies all assumptions of $\mathbf{K}$ in previous theorem
Lemma $2.2 \mathbf{N}_{\alpha, \beta}$ is symmetric and satisfies the quasi-metric inequality.
Proof. Clearly, $\mathbf{N}_{\alpha, \beta}$ is symmetric. Now we check the quasi-metric inequality associated to $\mathbf{N}_{\alpha, \beta}$ and $X=\bar{\Omega}$. For any $x, z, y \in \bar{\Omega}$ such that $x \neq y \neq z$, we have

$$
\begin{aligned}
|x-y|^{N-\beta+\alpha} & \lesssim|x-z|^{N-\beta+\alpha}+|z-y|^{N-\beta+\alpha} \\
& \lesssim \frac{1}{\mathbf{N}_{\alpha, \beta}(x, z)}+\frac{1}{\mathbf{N}_{\alpha, \beta}(z, y)}
\end{aligned}
$$

Since $|\rho(x)-\rho(y)| \leq|x-y|$, so

$$
\begin{aligned}
& |x-y|^{N-\beta}(\rho(x))^{\alpha}+|x-y|^{N-\beta}(\rho(y))^{\alpha} \lesssim|x-y|^{N-\beta}(\min \{\rho(x), \rho(y)\})^{\alpha}+|x-y|^{N-\beta+\alpha} \\
& \quad \lesssim\left(|x-z|^{N-\beta}+|z-y|^{N-\beta}\right)(\min \{\rho(x), \rho(y)\})^{\alpha}+|x-z|^{N-\beta+\alpha}+|z-y|^{N-\beta+\alpha} \\
& \quad=\left((\rho(x))^{\alpha}|x-z|^{N-\beta}+|x-z|^{N-\beta+\alpha}\right)+\left((\rho(y))^{\alpha}|z-y|^{N-\beta}+|z-y|^{N-\beta+\alpha}\right) \\
& \quad \lesssim \frac{1}{\mathbf{N}_{\alpha, \beta}(x, z)}+\frac{1}{\mathbf{N}_{\alpha, \beta}(z, y)},
\end{aligned}
$$

Thus,

$$
\frac{1}{\mathbf{N}_{\alpha, \beta}(x, y)} \lesssim \frac{1}{\mathbf{N}_{\alpha, \beta}(x, z)}+\frac{1}{\mathbf{N}_{\alpha, \beta}(z, y)}
$$

Lemma 2.3 If $d \nu(x)=\chi_{\Omega}(\rho(x))^{\alpha_{0}} d x$ with $\alpha_{0} \geq 0$, then (2.3) and (2.4) hold.

Proof. It is easy to see that for any $x \in \bar{\Omega}, s>0$

$$
\begin{equation*}
B_{2^{-\frac{\alpha+1}{N-\beta}} S}(x) \cap \bar{\Omega} \subset \mathbb{B}_{s}(x) \subset B_{S}(x) \cap \bar{\Omega}, \tag{2.8}
\end{equation*}
$$

with $S=\min \left\{s^{\frac{1}{N-\beta+\alpha}}, s^{\frac{1}{N-\beta}}(\rho(x))^{-\frac{\alpha}{N-\beta}}\right\}$ and $\mathbb{B}_{s}(x)=\bar{\Omega}$ when $s>2^{\frac{\alpha N}{N-\alpha}}(\operatorname{diam}(\Omega))^{N}$. We show that for any $0 \leq s<8 \operatorname{diam}(\Omega), x \in \bar{\Omega}$

$$
\begin{equation*}
\nu\left(B_{s}(x)\right) \asymp(\max \{\rho(x), s\})^{\alpha_{0}} s^{N} . \tag{2.9}
\end{equation*}
$$

Indeed, take $0 \leq s<8 \operatorname{diam}(\Omega), x \in \bar{\Omega}$. There exists $\varepsilon=\varepsilon(\Omega) \in(0,1)$ and $x_{s} \in \Omega$ such that $B_{\varepsilon s}\left(x_{s}\right) \subset B_{s}(x) \cap \Omega$ and $d\left(x_{s}, \partial \Omega\right)>\varepsilon s$.
(a) If $0 \leq s \leq \frac{\rho(x)}{4}$, so for any $y \in B_{s}(x), \rho(y) \asymp \rho(x)$. Thus, $\nu\left(B_{s}(x)\right) \asymp(\rho(x))^{\alpha_{0}} \mid B_{s}(x) \cap$ $\Omega \mid \asymp(d(x, \partial \Omega))^{\alpha_{0}} s^{N}$.
(b) If $s>\frac{\rho(x)}{4}$. Since $\rho(y) \leq \rho(x)+|x-y|<5 s$ for any $y \in B_{s}(x), \nu\left(B_{s}(x)\right) \lesssim s^{N+\alpha_{0}}$
(b.1) If $s \leq 4 \rho(x)$, we have

$$
\nu\left(B_{s}(x)\right) \gtrsim \nu\left(B_{\frac{\rho(x)}{4}}(x)\right) \asymp(\rho(x))^{\alpha_{0}+N} \gtrsim s^{N+\alpha_{0}} .
$$

(b.2) If $s \geq 4 \rho(x)$. We have for any $y \in B_{\varepsilon s / 2}\left(x_{s}\right), \rho(y) \geq-\left|y-x_{s}\right|+\rho\left(x_{s}\right)>\varepsilon s / 2$. It follows

$$
\nu\left(B_{s}(x)\right) \gtrsim \nu\left(B_{\varepsilon s / 2}\left(x_{s}\right)\right) \gtrsim s^{N+\alpha_{0}} .
$$

Thus, for any $0 \leq s<2^{\frac{(\alpha+1)(N-\beta+\alpha)}{N-\beta}}(\operatorname{diam}(\Omega))^{N-\beta+\alpha}, x \in \bar{\Omega}$ we have

$$
\begin{aligned}
\nu\left(\mathbb{B}_{s}(x)\right) \asymp & \left(\max \left\{\rho(x), \min \left\{s^{\frac{1}{N-\beta+\alpha}}, s^{\frac{1}{N-\beta}}(\rho(x))^{-\frac{\alpha}{N-\beta}}\right\}\right\}\right)^{\alpha_{0}} \\
& \times\left(\min \left\{s^{\frac{1}{N-\beta+\alpha}}, s^{\frac{1}{N-\beta}}(\rho(x))^{-\frac{\alpha}{N-\beta}}\right\}\right)^{N} \\
\asymp & \begin{cases}s^{\frac{\alpha}{N-\beta}+N} & \text { if } \rho(x) \leq s^{\frac{1}{N-\beta+\alpha}} \\
(\rho(x))^{\alpha_{0}-\frac{\alpha N}{N-\beta}} s^{\frac{N}{N-\beta}} & \text { if } \rho(x) \geq s^{\frac{1}{N-\beta+\alpha}},\end{cases}
\end{aligned}
$$

and $\nu\left(\mathbb{B}_{s}(x)\right)=\nu(\bar{\Omega}) \asymp(\operatorname{diam}(\Omega))^{\alpha_{0}+N}$ if $s>2^{\frac{(\alpha+1)(N-\beta+\alpha)}{N-\beta}}(\operatorname{diam}(\Omega))^{N-\beta+\alpha}$. We get,

$$
\int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(x)\right)}{s} \frac{d s}{s} \asymp \begin{cases}(\operatorname{diam}(\Omega))^{\alpha_{0}+\beta-\alpha} & \text { if } r>(\operatorname{diam}(\Omega))^{N-\beta+\alpha}, \\ r^{\frac{\alpha_{0}+\beta-\alpha}{N-\beta+\alpha}} & \text { if } r \in\left((\rho(x))^{N-\beta+\alpha},(\operatorname{diam}(\Omega))^{N-\beta+\alpha}\right], \\ (\rho(x))^{\alpha_{0}-\frac{\alpha N}{N-\beta}} r^{\frac{\beta}{N-\beta}} & \text { if } r \in\left(0,(\rho(x))^{N-\beta+\alpha}\right] .\end{cases}
$$

So, (2.3) holds. It remains to check (2.4). For any $x \in \bar{\Omega}$ and $r>0$, clearly, if $r>$ $\frac{1}{2}(\rho(x))^{N-\beta+\alpha}$ we have

$$
\sup _{y \in \mathbb{B}_{r}(x)} \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(y)\right)}{s} \frac{d s}{s} \lesssim \min \left\{r^{\frac{\alpha_{0}+\beta-\alpha}{N-\beta+\alpha}},(\operatorname{diam}(\Omega))^{\alpha_{0}+\beta-\alpha}\right\}
$$

we obtain

$$
\sup _{y \in \mathbb{B}_{r}(x)} \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(y)\right)}{s} \frac{d s}{s} \lesssim \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(x)\right)}{s} \frac{d s}{s} .
$$

If $0<r \leq \frac{1}{2}(\rho(x))^{N-\beta+\alpha}$, we have $\mathbb{B}_{r}(x) \subset B_{r \frac{1}{N-\beta}(\rho(x))^{-\frac{\alpha}{N-\beta}}}(x)$ and $\rho(x) \asymp \rho(y)$ for all
$y \in B_{r^{\frac{1}{N-\beta}}(\rho(x))^{-} \frac{\alpha}{N-\beta}}(x)$, thus

$$
\begin{aligned}
\sup _{y \in \mathbb{B}_{r}(x)} \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(y)\right)}{s} \frac{d s}{s} & \leq \sup _{|y-x|<r^{\frac{1}{N-\beta}}(\rho(x))^{-} \frac{\alpha}{N-\beta}} \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(y)\right)}{s} \frac{d s}{s} \\
& \asymp \sup _{|y-x|<r^{\frac{1}{N-\beta}}(\rho(x))^{-\frac{\alpha}{N-\beta}}}(\rho(y))^{\alpha_{0}-\frac{\alpha N}{N-\beta}} r^{\frac{\beta}{N-\beta}} \\
& \asymp(\rho(x))^{\alpha_{0}-\frac{\alpha N}{N-\beta}} r^{\frac{\beta}{N-\beta}} \\
& \asymp \int_{0}^{r} \frac{\nu\left(\mathbb{B}_{s}(x)\right)}{s} \frac{d s}{s} .
\end{aligned}
$$

Therefore, (2.4) holds.
Definition 2.4 For $\alpha_{0} \geq 0,0 \leq \alpha \leq \beta<N$ and $s>1$, we define $\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}$ by

$$
\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}(E)=\inf \left\{\int_{\bar{\Omega}} g^{s}(\rho(x))^{\alpha_{0}} d x: g \geq 0, \mathbf{N}_{\alpha, \beta}\left[g(\rho(.))^{\alpha_{0}}\right] \geq \chi_{E}\right\}
$$

for any Borel set $E \subset \bar{\Omega}$.
Clearly, we have

$$
\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}(E)=\inf \left\{\int_{\bar{\Omega}} g^{s}(\rho(x))^{-\alpha_{0}(s-1)} d x: g \geq 0, \mathbf{N}_{\alpha, \beta}[g] \geq \chi_{E}\right\}
$$

for any Borel set $E \subset \bar{\Omega}$. Furthermore we have by [1, Theorem 2.5.1],

$$
\begin{equation*}
\left(\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}(E)\right)^{1 / s}=\sup \left\{\omega(E): \omega \in \mathfrak{M}_{b}^{+}(E),\left\|\mathbf{N}_{\alpha, \beta}[\omega]\right\|_{\left.L^{s^{\prime}}(\Omega,(\rho(.)))^{\alpha_{0}} d x\right)} \leq 1\right\} \tag{2.10}
\end{equation*}
$$

for any compact set $E \subset \bar{\Omega}$, where $s^{\prime}$ is the conjugate exponent of $s$.
Thanks to Lemma 2.2 and 2.3 , we can apply Theorem 2.1 to obtain.
Theorem 2.5 Let $\omega \in \mathfrak{M}^{+}(\bar{\Omega}), \alpha_{0} \geq 0,0 \leq \alpha \leq \beta<N$ and $q>1$. Then the following statements are equivalent:

1. The equation $u=\mathbf{N}_{\alpha, \beta}\left[u^{q}(\rho(.))^{\alpha_{0}}\right]+\varepsilon \mathbf{N}_{\alpha, \beta}[\omega]$ has a solution for some $\varepsilon>0$.
2. The inequality

$$
\begin{equation*}
\int_{E \cap \Omega}\left(\mathbf{N}_{\alpha, \beta}\left[\omega_{E}\right]\right)^{q}(\rho(x))^{\alpha_{0}} d x \leq C \omega(E) \tag{2.11}
\end{equation*}
$$

holds for any Borel set $E \subset \bar{\Omega}, \omega_{E}=\omega \chi_{E}$.
3. The inequality

$$
\begin{equation*}
\omega(K) \leq C \operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, q^{\prime}}^{\alpha_{0}}(K) \tag{2.12}
\end{equation*}
$$

holds for any compact set $K \subset \bar{\Omega}$
4. The inequality

$$
\begin{equation*}
\mathbf{N}_{\alpha, \beta}\left[\left(\mathbf{N}_{\alpha, \beta}[\omega]\right)^{q}(\rho(.))^{\alpha_{0}}\right] \leq C \mathbf{N}_{\alpha, \beta}[\omega]<\infty \quad \text { a.e in } \Omega \tag{2.13}
\end{equation*}
$$

holds.
To apply the previous theorem we need the following result.

Proposition 2.6 Let $q>1, \nu, \omega \in \mathfrak{M}^{+}(X)$. Suppose that $A_{1}, A_{2}, B_{1}, B_{2}: X \times X \mapsto[0,+\infty)$ are Borel positive Kernel functions with $A_{1} \asymp A_{2}, B_{1} \asymp B_{2}$. Then, the following statements are equivalent:

1. The problem $u=A_{1}^{\nu} u^{q}+\varepsilon B_{1} \omega \quad \nu$-a.e has a position solution for some $\varepsilon>0$.
2. The problem $u=A_{2}^{\nu} u^{q}+\varepsilon B_{2} \omega \nu$-a.e has a position solution for some $\varepsilon>0$.
3. The problem $u \asymp A_{1}^{\nu} u^{q}+\varepsilon B_{1} \omega \nu$-a.e has a position solution for some $\varepsilon>0$.
4. The problem $u \gtrsim A_{1}^{\nu} u^{q}+\varepsilon B_{1} \omega \nu$-a.e has a position solution for some $\varepsilon>0$.

Proof. We only prove that 4 implies 2. Suppose that there exist $c_{1}>0, \varepsilon_{0}>0$ and a position Borel function $u$ such that

$$
A_{1}^{\nu} u^{q}+\varepsilon_{0} B_{1} \omega \leq c_{1} u
$$

Taken $c_{2}>0$ with $A_{2} \leq c_{2} A_{1}, B_{2} \leq c_{2} B$. We consider $u_{n+1}=A_{2}^{\nu} u_{n}^{q}+\varepsilon_{0}\left(c_{1} c_{2}\right)^{-\frac{q}{q-1}} B_{2} \omega$ and $u_{0}=0$ for any $n \geq 0$. Clearly, $u_{n} \leq\left(c_{1} c_{2}\right)^{-\frac{1}{q-1}} u$ for any $n$ and $\left\{u_{n}\right\}$ is nondecreasing. Thus, $U=\lim _{n \rightarrow \infty} u_{n}$ is a solution of $U=A_{2}^{\nu} U^{q}+\varepsilon_{0}\left(c_{1} c_{2}\right)^{-\frac{q}{q-1}} B_{2} \omega$.

The following results provide some relations between the capacities $\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}$ and the Riesz capacities on $\mathbb{R}^{N-1}$ which allow to define the capacities on $\partial \Omega$.
Proposition 2.7 Assume that $\Omega=\mathbb{R}^{N-1} \times(0, \infty)$ and let $\alpha_{0} \geq 0$ such that $-1+s^{\prime}(1+$ $\alpha-\beta)<\alpha_{0}<-1+s^{\prime}(N-\beta+\alpha)$. There holds

$$
\begin{equation*}
\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}(K \times\{0\}) \asymp \operatorname{Cap}_{I_{\beta-\alpha+\frac{\alpha_{0}+1}{s^{\prime}-1}}, s^{\prime}}(K) \tag{2.14}
\end{equation*}
$$

for any compact set $K \subset \mathbb{R}^{N-1}$,
Proof. The proof relies on an idea of [16, Corollary 4.20]. Thanks to [1, Theorem 2.5.1] and (2.10), we get (2.14) from the following estimate: for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N-1}\right)$

$$
\begin{equation*}
\left\|\mathbf{N}_{\alpha, \beta}\left[\mu \otimes \delta_{\left\{x_{N}=0\right\}}\right]\right\|_{\left.\left.L^{s^{\prime}}(\Omega,(\rho(.)))\right)^{\alpha_{0}} d x\right)} \asymp\left\|I_{\beta-\alpha+\frac{\alpha_{0}+1}{s^{\prime}-1}}[\mu]\right\|_{L^{s^{\prime}}\left(\mathbb{R}^{N-1}\right)}, \tag{2.15}
\end{equation*}
$$

where $I_{\gamma}[\mu]$ is the Riesz potential of $\mu$ in $\mathbb{R}^{N-1}$, i.e

$$
I_{\gamma}[\mu](y)=\int_{0}^{\infty} \frac{\mu\left(B_{r}^{\prime}(y)\right)}{r^{N-1-\gamma}} \frac{d r}{r} \quad \forall y \in \mathbb{R}^{N-1}
$$

with $B_{r}^{\prime}(y)$ is a ball in $\mathbb{R}^{N-1}$. We have

$$
\begin{aligned}
\left\|\mathbf{N}_{\alpha, \beta}\left[\mu \otimes \delta_{\left\{x_{N}=0\right\}}\right]\right\| \|_{L^{s^{\prime}}\left(\Omega,(\rho(.))^{\alpha_{0}} d x\right)}^{s^{\prime}} & =\int_{\mathbb{R}^{N-1}} \int_{0}^{\infty}\left(\int_{\mathbb{R}^{N-1}} \frac{d \mu(z)}{\left(\left|x^{\prime}-z\right|^{2}+x_{N}^{2}\right)^{\frac{N-\beta+\alpha}{2}}}\right)^{s^{\prime}} x_{N}^{\alpha_{0}} d x_{N} d x^{\prime} \\
& \asymp \int_{\mathbb{R}^{N-1}} \int_{0}^{\infty}\left(\int_{x_{N}}^{\infty} \frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha}} \frac{d r}{r}\right)^{s^{\prime}} x_{N}^{\alpha_{0}} d x_{N} d x^{\prime}
\end{aligned}
$$

Notice that

$$
\begin{aligned}
\int_{0}^{\infty}\left(\int_{x_{N}}^{\infty} \frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha}} \frac{d r}{r}\right)^{s^{\prime}} x_{N}^{\alpha_{0}} d x_{N} & \geq \int_{0}^{\infty}\left(\int_{x_{N}}^{2 x_{N}} \frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha}} \frac{d r}{r}\right)^{s^{\prime}} x_{N}^{\alpha_{0}} d x_{N} \\
& \gtrsim \int_{0}^{\infty}\left(\frac{\mu\left(B_{x_{N}}^{\prime}\left(x^{\prime}\right)\right)}{x_{N}^{N-\beta+\alpha-\frac{\alpha_{0}+1}{s^{\prime}}}}\right)^{s^{\prime}} \frac{d x_{N}}{x_{N}}
\end{aligned}
$$

Thus, using Hölder's inequality and Fubini's Theorem, we obtain

$$
\begin{aligned}
\int_{0}^{\infty}\left(\int_{x_{N}}^{\infty} \frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha}} \frac{d r}{r}\right)^{s^{\prime}} x_{N}^{\alpha_{0}} d x_{N} & \leq \int_{0}^{\infty}\left(\int_{x_{N}}^{\infty} r^{-\frac{s}{2 s^{\prime}}} \frac{d r}{r}\right)^{\frac{s^{\prime}}{s}} \int_{x_{N}}^{\infty}\left(\frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha-\frac{1}{2 s}}}\right)^{s^{\prime}} \frac{d r}{r} x_{N}^{\alpha_{0}} d x_{N} \\
& =C \int_{0}^{\infty} \int_{x_{N}}^{\infty}\left(\frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha-\frac{1}{2 s^{\prime}}}}\right)^{s^{\prime}} \frac{d r}{r} x_{N}^{\alpha_{0}-\frac{1}{2}} d x_{N} \\
& =C \int_{0}^{\infty} \int_{0}^{r} x_{N}^{\alpha_{0}-\frac{1}{2}} d x_{N}\left(\frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha-\frac{1}{2 s}}}\right)^{s^{\prime}} \frac{d r}{r} \\
& =C \int_{0}^{\infty}\left(\frac{\mu\left(B_{r}^{\prime}\left(x^{\prime}\right)\right)}{r^{N-\beta+\alpha-\frac{\alpha_{0}+1}{s^{\prime}}}}\right)^{s^{\prime}} \frac{d r}{r} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left\|\mathbf{N}_{\alpha, \beta}\left[\mu \otimes \delta_{\left\{x_{N}=0\right\}}\right]\right\|_{\left.L^{s^{\prime}}(\Omega,(\rho(.)))^{\alpha_{0}} d x\right)} \asymp\left(\int_{\mathbb{R}^{N-1}} \int_{0}^{\infty}\left(\frac{\mu\left(B_{r}^{\prime}(y)\right)}{r^{N-\beta+\alpha-\frac{\alpha_{0}+1}{s^{\prime}}}}\right)^{s^{\prime}} \frac{d r}{r} d y\right)^{1 / s^{\prime}} \tag{2.16}
\end{equation*}
$$

It implies (2.15) from [4, Theorem 2.3].

Proposition 2.8 Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain a $C^{2}$ boundary. Assume $\alpha_{0} \geq 0$ and $-1+s^{\prime}(1+\alpha-\beta)<\alpha_{0}<-1+s^{\prime}(N-\beta+\alpha)$. Then there holds

$$
\begin{equation*}
\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}(E) \asymp \operatorname{Cap}_{\beta-\alpha+\frac{\alpha_{0}+1}{s^{\prime}}-1, s}^{\partial \Omega}(E) \tag{2.17}
\end{equation*}
$$

for any compact set $E \subset \partial \Omega \subset \mathbb{R}^{N}$.
Proof. Let $K_{1}, \ldots, K_{m}$ be as in definition 1.1. We have

$$
\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}(E) \asymp \sum_{i=1}^{m} \operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}\left(E \cap K_{i}\right),
$$

for any compact set $E \subset \partial \Omega$. By definition 1.1, we need to prove that

$$
\begin{equation*}
\operatorname{Cap}_{\mathbf{N}_{\alpha, \beta}, s}^{\alpha_{0}}\left(E \cap K_{i}\right) \asymp \operatorname{Cap}_{G_{\beta-\alpha+\frac{\alpha_{0}+1}{s^{\prime}-1}}, s}\left(\tilde{T}_{i}\left(E \cap K_{i}\right)\right) \quad \forall i=1,2, \ldots, m \tag{2.18}
\end{equation*}
$$

We can show that for any $\omega \in \mathfrak{M}_{b}^{+}(\partial \Omega)$ and $i=1, \ldots, m$, there exists $\omega_{i} \in \mathfrak{M}_{b}^{+}\left(\tilde{T}_{i}\left(K_{i}\right)\right)$ with $T_{i}\left(K_{i}\right)=\tilde{T}_{i}\left(K_{i}\right) \times\left\{x_{N}=0\right\}$ such that

$$
\omega_{i}(O)=\omega\left(T_{i}^{-1}(O \times\{0\})\right)
$$

for all Borel set $O \subset \tilde{T}_{i}\left(K_{i}\right)$, its proof can be found in [1, Proof of Lemma 5.2.2]. Thanks to [1, Theorem 2.5.1], it is enough to show that for any $i \in\{1,2, \ldots, m\}$ there holds

$$
\begin{equation*}
\left\|\mathbf{N}_{\alpha, \beta}\left[\chi_{K_{i}} \omega\right]\right\|_{\left.L^{s^{\prime}}(\Omega,(\rho(.)))^{\alpha_{0}} d x\right)} \asymp\left\|G_{\beta-\alpha+\frac{\alpha_{0}+1}{s^{\prime}}-1}\left[\omega_{i}\right]\right\|_{L^{s^{\prime}}\left(\mathbb{R}^{N-1}\right)}, \tag{2.19}
\end{equation*}
$$

where $G_{\gamma}\left[\omega_{i}\right](0<\gamma<N-1)$ is the Bessel potential of $\omega_{i}$ in $\mathbb{R}^{N-1}$, i.e

$$
G_{\gamma}\left[\omega_{i}\right](x)=\int_{\mathbb{R}^{N-1}} G_{\gamma}(x-y) d \omega_{i}(y)
$$

Indeed, we have

$$
\begin{aligned}
& \left\|\mathbf{N}_{\alpha, \beta}\left[\omega \chi_{K_{i}}\right]\right\|_{\left.L^{s^{\prime}}(\Omega,(\rho(.)))^{\alpha_{0}} d x\right)}^{s^{\prime}}=\int_{\Omega}\left(\int_{K_{i}} \frac{d \omega(z)}{|x-z|^{N-\beta+\alpha}}\right)^{s^{\prime}}(\rho(x))^{\alpha_{0}} d x \\
& \quad=\int_{O_{i} \cap \Omega}\left(\int_{K_{i}} \frac{d \omega(z)}{|x-z|^{N-\beta+\alpha}}\right)^{s^{\prime}}(\rho(x))^{\alpha_{0}} d x+\int_{\Omega \backslash O_{i}}\left(\int_{K_{i}} \frac{d \omega(z)}{|x-z|^{N-\beta+\alpha}}\right)^{s^{\prime}}(\rho(x))^{\alpha_{0}} d x \\
& \quad \asymp \int_{O_{i} \cap \Omega}\left(\int_{K_{i}} \frac{d \omega(z)}{|x-z|^{N-\beta+\alpha}}\right)^{s^{\prime}}(\rho(x))^{\alpha_{0}} d x+\left(\omega\left(K_{i}\right)\right)^{s^{\prime}}
\end{aligned}
$$

Here we used $|x-z| \asymp 1$ for any $x \in \Omega \backslash O_{i}, z \in K_{i}$.
We get by using a change of variable

$$
\begin{aligned}
\int_{O_{i} \cap \Omega} & \left(\int_{K_{i}} \frac{d \omega(z)}{|x-z|^{N-\beta+\alpha}}\right)^{s^{\prime}}(\rho(x))^{\alpha_{0}} d x+\left(\omega\left(K_{i}\right)\right)^{s^{\prime}} \\
\quad= & \int_{T_{i}\left(O_{i} \cap \Omega\right)}\left(\int_{K_{i}} \frac{d \omega(z)}{\left|T_{i}^{-1}(y)-z\right|^{N-\beta+\alpha}}\right)^{s^{\prime}}\left(\rho\left(T_{i}^{-1}(y)\right)\right)^{\alpha_{0}}\left|\mathbf{J}_{T_{i}}\left(T_{i}^{-1}(y)\right)\right|^{-1} d y+\left(\omega\left(K_{i}\right)\right)^{s^{\prime}} \\
& \asymp \int_{B_{1}(0) \cap\left\{x_{N}>0\right\}}\left(\int_{K_{i}} \frac{d \omega(z)}{\left|y-T_{i}(z)\right|^{N-\beta+\alpha}}\right)^{s^{\prime}} y_{N}^{\alpha_{0}} d y+\left(\omega\left(K_{i}\right)\right)^{s^{\prime}} \quad \text { with } y=\left(y^{\prime}, y_{N}\right),
\end{aligned}
$$

since $\left|T_{i}^{-1}(y)-z\right| \asymp\left|y-T_{i}(z)\right|,\left|\mathbf{J}_{T_{i}}\left(T_{i}^{-1}(y)\right)\right| \asymp 1$ and $\rho\left(T_{i}^{-1}(y)\right) \asymp y_{N}$ for all $(y, z) \in$ $T_{i}\left(O_{i} \cap \Omega\right) \times K_{i}$. From the definition of $\omega_{i}$, we have

$$
\begin{aligned}
& \int_{B_{1}(0) \cap\left\{x_{N}>0\right\}}\left(\int_{K_{i}} \frac{1}{\left|y-T_{i}(z)\right|^{N-\beta+\alpha}} d \omega(z)\right)^{s^{\prime}} y_{n}^{\alpha_{0}} d y+\left(\omega\left(K_{i}\right)\right)^{s^{\prime}} \\
& \quad=\int_{B_{1}(0) \cap\left\{x_{N}>0\right\}}\left(\int_{\tilde{T}_{i}\left(K_{i}\right)} \frac{1}{\left(\left|y^{\prime}-\xi\right|^{2}+y_{N}^{2}\right)^{\frac{N-\beta+\alpha}{2}}} d \omega_{i}(\xi)\right)^{s^{\prime}} y_{N}^{\alpha_{0}} d y_{N} d y^{\prime}+\left(\omega\left(K_{i}\right)\right)^{s^{\prime}} \\
& \quad \asymp \int_{\mathbb{R}^{N-1}} \int_{0}^{\infty}\left(\int_{\min \left\{y_{N}, R\right\}}^{2 R} \frac{\omega_{i}\left(B_{r}^{\prime}\left(y^{\prime}\right)\right)}{r^{N-\beta+\alpha}} \frac{d r}{r}\right)^{s^{\prime}} y_{N}^{\alpha_{0}} d y_{N} d y^{\prime} \quad \text { with } \quad R=\operatorname{diam}(\Omega)
\end{aligned}
$$

As in the proof of Proposition 2.7, we also obtain

$$
\begin{gathered}
\int_{\mathbb{R}^{N-1}} \int_{0}^{\infty}\left(\int_{\min \left\{y_{N}, R\right\}}^{2 R} \frac{\omega_{i}\left(B_{r}^{\prime}\left(y^{\prime}\right)\right)}{r^{N-\beta+\alpha}} \frac{d r}{r}\right)^{s^{\prime}} y_{N}^{\alpha_{0}} d y_{N} d y^{\prime} \\
\quad \asymp \int_{\mathbb{R}^{N-1}} \int_{0}^{2 R}\left(\frac{\omega_{i}\left(B_{r}^{\prime}\left(y^{\prime}\right)\right)}{r^{N-\beta+\alpha-\frac{\alpha_{0}+1}{s^{\prime}}}}\right)^{s^{\prime}} \frac{d r}{r} d y^{\prime}
\end{gathered}
$$

Therefore, we get (2.19) from [4, Theorem 2.3].

## 3 Proof of the main results

We denote

$$
\mathbf{P}[\sigma](x)=\int_{\partial \Omega} \mathrm{P}(x, z) d \sigma(z), \quad \mathbf{G}[f](x)=\int_{\Omega} \mathrm{G}(x, y) f(y) d y
$$

for any $\sigma \in \mathfrak{M}(\partial \Omega), f \in L_{\rho}^{1}(\Omega), f \geq 0$. Then the unique weak solution of

$$
\begin{aligned}
-\Delta u=f & \text { in } \Omega, \\
u=\sigma & \text { on } \partial \Omega,
\end{aligned}
$$

can be represented by

$$
u(x)=\mathbf{G}[f](x)+\mathbf{P}[\sigma](x) \quad \forall x \in \Omega
$$

We recall below some well-know estimates for the Green and the Poisson kernels.

$$
\begin{aligned}
& \mathrm{G}(x, y) \asymp \min \left\{\frac{1}{|x-y|^{N-2}}, \frac{\rho(x) \rho(y)}{|x-y|^{N}}\right\}, \\
& \mathrm{P}(x, z) \asymp \frac{\rho(x)}{|x-z|^{N}},
\end{aligned}
$$

and

$$
\left|\nabla_{x} \mathrm{G}(x, y)\right| \lesssim \frac{\rho(y)}{|x-y|^{N}} \min \left\{1, \frac{|x-y|}{\sqrt{\rho(x) \rho(y)}}\right\}, \quad\left|\nabla_{x} \mathrm{P}(x, z)\right| \lesssim \frac{1}{|x-z|^{N}}
$$

for any $(x, y, z) \in \Omega \times \Omega \times \partial \Omega$, see [2]. Since $|\rho(x)-\rho(y)| \leq|x-y|$ we have

$$
\max \left\{\rho(x) \rho(y),|x-y|^{2}\right\} \asymp \max \{|x-y|, \rho(x), \rho(y)\}^{2}
$$

Thus,

$$
\begin{equation*}
\min \left\{1,\left(\frac{|x-y|}{\sqrt{\rho(x) \rho(y)}}\right)^{\gamma}\right\} \asymp \frac{|x-y|^{\gamma}}{(\max \{|x-y|, \rho(x), \rho(y)\})^{\gamma}} \quad \text { for } \quad \gamma>0 \text {. } \tag{3.1}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathrm{G}(x, y) \asymp \rho(x) \rho(y) \mathbf{N}_{2,2}(x, y), \quad \mathrm{P}(x, z) \asymp \rho(x) \mathbf{N}_{\alpha, \alpha}(x, z) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\nabla_{x} \mathrm{G}(x, y)\right| \lesssim \rho(y) \mathbf{N}_{1,1}(x, y), \quad\left|\nabla_{x} \mathrm{P}(x, z)\right| \lesssim \mathbf{N}_{\alpha, \alpha}(x, z) \tag{3.3}
\end{equation*}
$$

for all $(x, y, z) \in \bar{\Omega} \times \bar{\Omega} \times \partial \Omega, \alpha \geq 0$.
Proof of Theorem 1.2 and Theorem 1.4. By (3.2), we have

$$
\begin{aligned}
& \mathbf{G}\left[(\mathbf{P}[\sigma])^{q}\right] \lesssim \mathbf{P}[\sigma]<\infty \text { a.e in } \Omega . \\
& \Longleftrightarrow \\
& \mathbf{N}_{2,2}\left[\left(\mathbf{N}_{2,2}[\sigma]\right)^{q}(\rho(.))^{q+1}\right] \lesssim \mathbf{N}_{2,2}[\sigma]<\infty \text { a.e in } \Omega
\end{aligned}
$$

and

$$
\begin{aligned}
U \asymp \mathbf{G}\left[U^{q}\right]+\mathbf{P}[\sigma] & \Longleftrightarrow U \asymp \rho(.) \mathbf{N}_{2,2}\left[\rho(.) U^{q}\right]+\rho(.) \mathbf{N}_{2,2}[\sigma] \\
& \Longleftrightarrow V \asymp \mathbf{N}_{2,2}\left[(\rho(.))^{q+1} V^{q}\right]+\mathbf{N}_{2,2}[\sigma], V=U(\rho(.))^{-1} .
\end{aligned}
$$

By Proposition 2.7 and 2.8 we have:

$$
\operatorname{Cap}_{I_{\frac{2}{q}}, q^{\prime}}(K) \asymp \operatorname{Cap}_{\mathbf{N}_{2,2}, q^{\prime}}^{q+1}(K \times\{0\}) \forall \text { compact set } K \subset \mathbb{R}^{N-1}
$$

if $\Omega=\mathbb{R}^{N-1} \times(0, \infty)$, and

$$
\operatorname{Cap}_{\frac{2}{q}, q^{\prime}}^{\partial \Omega}(O) \asymp \operatorname{Cap}_{\mathbf{N}_{2,2}, q^{\prime}}^{q+1}(O) \forall \text { compact set } O \subset \partial \Omega
$$

if $\Omega$ is a bounded domain. Thanks to Theorem (2.5) with $\omega=\sigma, \alpha=2, \beta=2, \alpha_{0}=q+1$ and proposition 2.6, we get the results.

Proof of Theorem 1.3 and 1.5. By (3.2) and (3.3), we have

$$
\begin{align*}
& \mathrm{G}(x, y) \leq C \rho(x) \rho(y) \mathbf{N}_{1,1}(x, y), \quad\left|\nabla_{x} \mathrm{G}(x, y)\right| \leq C \rho(y) \mathbf{N}_{1,1}(x, y),  \tag{3.4}\\
& \mathrm{P}(x, y) \leq C \rho(y) \mathbf{N}_{1,1}(x, z), \quad\left|\nabla_{x} \mathrm{P}(x, z)\right| \leq C \mathbf{N}_{1,1}(x, z), \tag{3.5}
\end{align*}
$$

for all $(x, y, z) \in \Omega \times \Omega \times \partial \Omega$ for some constant $C>0$.
For any $u \in W_{\text {loc }}^{1,1}(\Omega)$, we set

$$
\mathbf{F}(u)(x)=\int_{\Omega} \mathrm{G}(x, y)|u(y)|^{q_{1}-1} u(y)|\nabla u(y)|^{q_{2}} d y+\int_{\partial \Omega} \mathrm{P}(x, z) d \sigma(z)
$$

Using (3.4) and (3.5), we have

$$
\begin{aligned}
& |\mathbf{F}(u)| \leq C \rho(.) \mathbf{N}_{1,1}\left[|u|^{q_{1}}|\nabla u|^{q_{2}} \rho(.)\right]+C \rho(.) \mathbf{N}_{1,1}[|\sigma|], \\
& |\nabla \mathbf{F}(u)| \leq C \mathbf{N}_{1,1}\left[|u|^{q_{1}}|\nabla u|^{q_{2}} \rho(.)\right]+C \mathbf{N}_{1,1}[|\sigma|] .
\end{aligned}
$$

Therefore, we can easily see that if

$$
\begin{equation*}
\mathbf{N}_{1,1}\left[\left(\mathbf{N}_{1,1}[|\sigma|]\right)^{q_{1}+q_{2}}(\rho(.))^{q_{1}+1}\right] \leq \frac{\left(q_{1}+q_{2}-1\right)^{q_{1}+q_{2}-1}}{\left(C\left(q_{1}+q_{2}\right)\right)^{q_{1}+q_{2}}} \mathbf{N}_{1,1}[|\sigma|]<\infty \text { a.e in } \quad \Omega \tag{3.6}
\end{equation*}
$$

holds then $\mathbf{F}$ is the map from $\mathbf{E}$ to $\mathbf{E}$, where

$$
\mathbf{E}=\left\{u \in W_{l o c}^{1,1}(\Omega):|u| \leq \lambda \rho(.) \mathbf{N}_{1,1}[|\sigma|],|\nabla u| \leq \lambda \mathbf{N}_{1,1}[|\sigma|] \quad \text { a.e in } \Omega\right\}
$$

with $\lambda=\frac{C\left(q_{1}+q_{2}\right)}{q_{1}+q_{2}-1}$.
Assume that (3.6) holds. We denote $\mathcal{S}$ by the subspace of functions $f \in W_{l o c}^{1,1}(\Omega)$ with norm

$$
\|f\|_{\mathcal{S}}=\|f\|_{L^{q_{1}+q_{2}}\left(\Omega,(\rho(.))^{1-q_{2}} d x\right)}+\|\nabla f\|_{L^{q_{1}+q_{2}}\left(\Omega,(\rho(.))^{1+q_{2}} d x\right)}<\infty .
$$

Clearly, $\mathbf{E} \subset \mathcal{S}, \mathbf{E}$ is closed under the strong topology of $\mathcal{S}$ and convex.
On the other hand, it is not difficult to show that $\mathbf{F}$ is continuous and $\mathbf{F}(\mathbf{E})$ is precompact in $\mathcal{S}$. Consequently, by Schauder's fixed point theorem, there exist $u \in \mathbf{E}$ such that $\mathbf{F}(u)=u$. Hence, $u$ is a solution of (1.13)-(1.20) and it satisfies

$$
|u| \leq \lambda \rho(.) \mathbf{N}_{1,1}[|\sigma|],|\nabla u| \leq \lambda \mathbf{N}_{1,1}[\mid \sigma] .
$$

Thanks to Theorem 2.5 and Proposition 2.7, 2.8, we verify that assumptions (1.12) and (1.20) in Theorem 1.3 and 1.5 are equivalent to (3.6). This completes the proof of the Theorems.

## 4 Extension to Schrödinger operators with Hardy potentials

We can apply Theorem 2.5 to solve the problem

$$
\left\{\begin{array}{l}
-\Delta u-\frac{\kappa}{(\rho(.))^{2}} u=u^{q} \text { in } \Omega, \\
u=\sigma \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $\kappa \in\left[0, \frac{1}{4}\right]$ and $\sigma \in \mathfrak{M}^{+}(\partial \Omega)$.
Let $\mathrm{G}_{k}, \mathrm{P}_{k}$ be the Green kernel and Poisson kernel of $-\Delta-\frac{\kappa}{(\rho(.))^{2}}$ in $\Omega$ with $\kappa \in\left[0, \frac{1}{4}\right]$. We have

$$
\begin{aligned}
& \mathrm{G}_{\kappa}(x, y) \asymp \min \left\{\frac{1}{|x-y|^{N-2}}, \frac{(\rho(x) \rho(y))^{\frac{1+\sqrt{1-4 \kappa}}{2}}}{|x-y|^{N-1+\sqrt{1-4 \kappa}}}\right\}, \\
& \mathrm{P}_{\kappa}(x, z) \asymp \frac{(\rho(x))^{\frac{1+\sqrt{1-4 \kappa}}{2}}}{|x-z|^{N-1+\sqrt{1-4 \kappa}}},
\end{aligned}
$$

for all $(x, y, z) \in \bar{\Omega} \times \bar{\Omega} \times \partial \Omega$, see $[6,11,7]$. Therefore, from (3.1) we get

$$
\begin{align*}
& \mathrm{G}_{\kappa}(x, y) \asymp(\rho(x) \rho(y))^{\frac{1+\sqrt{1-4 \kappa}}{2}} \mathbf{N}_{1+\sqrt{1-4 \kappa}, 2}(x, y),  \tag{4.1}\\
& \mathrm{P}_{\kappa}(x, z) \asymp(\rho(x))^{\frac{1+\sqrt{1-4 \kappa}}{2}} \mathbf{N}_{\alpha, 1-\sqrt{1-4 \kappa}+\alpha}(x, z), \tag{4.2}
\end{align*}
$$

for all $(x, y, z) \in \bar{\Omega} \times \bar{\Omega} \times \partial \Omega, \alpha \geq 0$. We denote

$$
\mathbf{P}_{\kappa}[\sigma](x)=\int_{\partial \Omega} \mathrm{P}_{k}(x, z) d \sigma(z), \quad \mathbf{G}_{\kappa}[f](x)=\int_{\Omega} \mathrm{G}_{k}(x, y) f(y) d y
$$

for any $\sigma \in \mathfrak{M}^{+}(\partial \Omega), f \in L^{1}\left(\Omega,(\rho(.))^{\frac{1+\sqrt{1-4 \kappa}}{2}} d x\right), f \geq 0$. Then the unique weak solution of

$$
\begin{aligned}
-\Delta u & -\frac{\kappa}{(\rho(.))^{2}} u=f & & \text { in } \Omega, \\
u & =\sigma & & \text { on } \partial \Omega,
\end{aligned}
$$

can be represented by

$$
u(x)=\mathbf{G}_{k}[f](x)+\mathbf{P}_{k}[\sigma](x) \quad \forall x \in \Omega .
$$

As Proof of Theorem 1.2 and Theorem 1.4 we have

$$
\begin{aligned}
& \mathbf{G}_{\kappa}\left[\left(\mathbf{P}_{\kappa}[\sigma]\right)^{q}\right] \lesssim \mathbf{P}_{\kappa}[\sigma]<\infty \text { a.e in } \Omega . \\
& \Leftrightarrow \mathbf{N}_{1+\sqrt{1-4 \kappa}, 2}\left[\left(\mathbf{N}_{1+\sqrt{1-4 \kappa}, 2}[\sigma]\right)^{q}(\rho(.))^{\frac{(q+1)(1+\sqrt{1-4 \kappa})}{2}}\right] \lesssim \mathbf{N}_{1+\sqrt{1-4 \kappa}, 2}[\sigma]<\infty \text { a.e in } \Omega,
\end{aligned}
$$

and

$$
\begin{aligned}
U & \asymp \mathbf{G}_{\kappa}\left[U^{q}\right]+\mathbf{P}_{\kappa}[\sigma] \\
& \Leftrightarrow \quad V \asymp \mathbf{N}_{1+\sqrt{1-4 \kappa}, 2}\left[(\rho(.))^{\frac{(q+1)(1+\sqrt{1-4 \kappa)}}{2}} V^{q}\right]+\mathbf{N}_{1+\sqrt{1-4 \kappa}, 2}[\sigma], V=U(\rho(.))^{-\frac{1+\sqrt{1-4 \kappa}}{2}}
\end{aligned}
$$

Thanks to Theorem 2.5 with $\omega=\sigma, \alpha=1+\sqrt{1-4 \kappa}, \beta=2, \alpha_{0}=\frac{(q+1)(1+\sqrt{1-4 \kappa})}{2}$ and proposition 2.6, 2.7, 2.8, we obtain.
Theorem 4.1 Let $q>1,0 \leq \kappa \leq \frac{1}{4}$ and $\sigma \in \mathfrak{M}^{+}(\partial \Omega)$. Then, the following statements are equivalent

1. The inequality

$$
\begin{equation*}
\sigma(O) \leq C \operatorname{Cap}_{\frac{q+3-(q-1) \sqrt{1-4 \kappa}}{2 q}}, q^{\prime}(O) \tag{4.3}
\end{equation*}
$$

holds for any Borel set $O \subset \mathbb{R}^{N-1}$ if $\Omega=\mathbb{R}^{N-1} \times(0, \infty)$; and

$$
\begin{equation*}
\sigma(O) \leq C \operatorname{Cap}_{\frac{q+3-(q-1) \sqrt{1-4 \kappa}}{2 q}, q^{\prime}}^{\partial \Omega}(O) \tag{4.4}
\end{equation*}
$$

holds for any Borel set $O \subset \partial \Omega$ if $\Omega$ is a bounded domain.
2. The inequalities

$$
\begin{equation*}
\mathbf{G}_{\kappa}\left[\left(\mathbf{P}_{\kappa}[\sigma]\right)^{q}\right] \leq C \mathbf{P}_{\kappa}[\sigma]<\infty \text { a.e in } \Omega \tag{4.5}
\end{equation*}
$$

holds.
3. Problem

$$
\left\{\begin{array}{l}
-\Delta u-\frac{\kappa}{(\rho(.))^{2}} u=u^{q} \quad \text { in } \Omega,  \tag{4.6}\\
u=\varepsilon \sigma \quad \text { on } \partial \Omega,
\end{array}\right.
$$

has a positive solution for some $\varepsilon>0$.

Moreover, there is a constant $C_{0}>0$ such that if any one of the two statement 1. and 2. holds with $C \leq C_{0}$, then equation 4.6 has a solution $u$ with $\varepsilon=1$ which satisfies

$$
\begin{equation*}
u \asymp \mathbf{P}_{\kappa}[\sigma] . \tag{4.7}
\end{equation*}
$$

Conversely, if (4.6) has a solution $u$ with $\varepsilon=1$, then the two statement 1. and 2. hold for some $C>0$.
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