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LONG-TIME DYNAMICS OF THE PERTURBED SCHRÖDINGER

EQUATION ON NEGATIVELY CURVED SURFACES

GABRIEL RIVIÈRE

Abstract. We consider perturbations of the semiclassical Schrödinger equation on a
compact Riemannian surface with constant negative curvature and without boundary.
We show that, for scales of times which are logarithmic in the size of the perturbation,
the solutions associated to initial data in a small spectral window become equidistributed
in the semiclassical limit. As an application of our method, we also derive some properties
of the quantum Loschmidt echo below and beyond the Ehrenfest time for initial data in
a small spectral window.

1. Introduction

In this article, we consider (M, g) a smooth (C∞), connected, orientable, boundaryless,
compact and Riemannian manifold of dimension d. We want to study the long time
dynamics of the following family of Schrödinger equations:

(1) ∀0 < ~ ≤ 1, ı~
∂u~
∂t

= P̂ (~)u~, with u~⌉t=0 = ψ~,

where (ψ~)0<~≤1 is a sequence of normalized initial data in L2(M) satisfying proper oscil-
latory assumptions, and

(2) P̂ (~) := −~
2∆g

2
+ ǫ~V,

with ∆g the Laplace Beltrami operator induced by the Riemannian metric g, V ∈ C∞(M,R)
and ǫ~ → 0 as ~ → 0+. We aim at describing the dynamics of these equations in the
semiclassical limit ~ → 0+. Due to the semiclassical approximation, these properties will
be related to the properties of the geodesic flow (Gt

0)t∈R acting on T ∗M . For instance, if
we denote by u~(τ) the solution of (1) at time τ , i.e.

u~(τ) := e−
iτP̂ (~)

~ ψ~,

then we can introduce its “Wigner distribution”1 on T ∗M

(3) ∀a ∈ C∞
c (T ∗M), µ~(τ)(a) := 〈u~(τ),Op

~
(a)u~(τ)〉 ,

where Op
~
(a) is a ~-pseudodifferential operator with principal symbol a – see [51]. This

quantity describes the distribution of the solution of (1) in T ∗M . As an application of the

1This terminology is often reserved to the case where we consider Rd.
1
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Egorov theorem [51], one finds that, for every fixed τ in R,

(4) ∀a ∈ C∞
c (T ∗M), µ~(τ)(a) = µ~(0)(a ◦Gτ

0) + o(1), as ~ → 0+.

In other words, the “Wigner distribution” at time τ is related to the one at time 0 through
the action of the geodesic flow. This simple relation illustrates the connection between the
quantum evolution and the classical one in the semiclassical limit ~ → 0+.

Our goal is to study the long time dynamics of (1) through these distributions. For that
purpose, we will study the properties of µ~(τ) where τ = τ~ will depend on ~ > 0, and more
specifically when it will tend to +∞ as ~ → 0+. We will focus on geometric situations
where the geodesic flow enjoys some chaotic features, e.g. the Anosov property [36, 43] –
the main examples being negatively curved manifolds [5]. These considerations are related
to questions arising in the field of quantum chaos, where one wants to understand the
influence of the chaotic properties of the classical system on its quantum counterpart.

In the definition of the Schrödinger operator (2), we added a self-adjoint perturbation
ǫ~V , where ǫ~ → 0. In fact, we will not look at the dynamics of the “free” Schrödinger
equation (where V ≡ 0), and our goal is rather to understand the influence of this kind of
self-adjoint perturbations on the long time dynamics. Looking at the influence of selfadjoint
perturbations on the quantum dynamics of chaotic systems is related to the question of
the quantum Loschmidt echo in the physics literature – see section 6 for a brief reminder
or [28, 33, 29] for recent surveys on these issues. In the mathematics literature, these kind
of considerations have recently appeared in several places. In [8, 18], the authors were
interested by questions directly related to the quantum Loschmidt echo. In [25, 14], the
authors looked at magnetic (or metric) perturbations of the Schrödinger operator on a
general compact manifold, and they obtained some informations on the pointwise bounds
of the solutions of the perturbed Schrödinger equation for a finite time, and for a typical
choice of perturbations. In [24], the questions were close to the ones considered in the
present article, and we will compare more precisely below our results to those from this
reference. The tools used here are in fact the continuation of the ones introduced in [24].
As another application of the methods from the present article, we will also deduce some
properties on the quantum Loschmidt echo below and beyond the Ehrenfest time – see
section 6. Finally, the long time dynamics of the “perturbed” Schrödinger equation for
integrable systems is studied in [38].

Remark 1.1. We underline that, even if the perturbations we will consider will be small in
the semiclassical limit, they will be quite strong at the quantum level as we will require in
our statements that ǫ~ ≥ ~

ν for some 0 < ν < 1/2. In fact, according to the semiclassical
Weyl law [51], the “mean level spacing” for the eigenvalues is of order ~

d where d is the
dimension of M .

2. Statement of the main results

When the geodesic flow satisfies some chaotic properties, one of the classical results on
the semiclassical distribution of the solutions of the “unperturbed” Schrödinger equation
is the quantum ergodicity theorem [46, 49, 16, 30, 51]. This property is usually formulated
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for stationary solutions of the Schrödinger equations but it can be generalized to more
general solutions [4]. In order to state this result, we fix some sequence (δ~)0<~≤1 which
satisfies δ~ → 0 as ~ → 0+ and δ~ ≥ α~ for some fixed constant α > 0. We define then

H~ := 1[1−δ~,1+δ~]

(

−~
2∆g

)

L2(M).

If the Liouville measure L is ergodic for the geodesic flow on the unit cotangent bundle2

S∗M :=

{

(x, ξ) ∈ T ∗M : p0(x, ξ) =
1

2

}

,

then it is known that this space is of dimension N(~) ∼ CM~
d/δ~, for some fixed constant

CM > 0 depending only on (M, g) [20]. The quantum ergodicity theorem can be stated as
follows [46, 49, 16, 30, 51, 4]:

Theorem 2.1 (Quantum Ergodicity). Let (τ~)0<~≤1 such that lim~→0+τ~ = +∞. Suppose
that the Liouville measure L is ergodic for the geodesic flow on S∗M . Then, for every
orthonormal basis (ψj

~
)j=1,...,N(~) of H~, one can find J(~) ⊂ {1, . . . , N(~)} such that

lim
~→0+

♯J(~)

N(~)
= 1,

and, for every a in C∞
c (T ∗M), for every ϕ in L1(R), one has

lim
~→0,j∈J(~)

∫

R

ϕ(t)
〈

ψj
~
, e−itτ~~∆g Op

~
(a)eitτ~~∆gψj

~

〉

dt =

∫

R

ϕ(t)dt×
∫

S∗M

adL.

This theorem tells us that, under ergodicity of the Liouville measure, the solutions of the
“free” Schrödinger equation become equidistributed for a “generic choice” of initial data
microlocalized near S∗M . We also observe that equidistribution occurs when we average
over the time parameter t. This result is very robust and it holds for many quantum
systems with an underlying chaotic classical system.

Again, this result holds for a typical choice of initial data, and it is a difficult problem
to understand what can be said for a fixed sequence of normalized initial data (ψ~)0<~≤1 –
see [50, 44, 41] for recent reviews on these questions. We mention that, for short scales of
times (which are at most logarithmic in ~ > 0), one can also get a good description of the
distributions (µ~(τ~))0<~≤1 for certain class of initial data, namely coherent states [17, 9, 10],
or Lagrangian states [45, 3, 2].

Instead of looking at particular families, or at generic families of initial data for the
unperturbed equation, we will now try to understand, for general sequences of initial data,
the quantum evolution under the perturbed Schrödinger equation (1), i.e. when V 6= 0.
This question was already discussed in [24]. Precisely, we will now consider sequences of
initial data (ψ~)0<~≤1 which satisfy the following property:
(5)

lim
R→+∞

lim sup
~→0+

∥

∥1[1−R~,1+R~]

(

−~
2∆
)

ψ~ − ψ~

∥

∥

L2(M)
−→ 0, and ∀0 < ~ ≤ 1, ‖ψ~‖L2 = 1.

2Here p0(x, ξ) :=
g∗

x
(ξ,ξ)
2 with g∗ the metric induced by g on the cotangent bundle.
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Remark 2.2. Recall that in [24], it was only required that, for every δ0 > 0,

(6) lim
~→0+

∥

∥1[1−δ0,1+δ0]

(

−~
2∆g

)

ψ~ − ψ~

∥

∥

L2(M)
= 0, and ∀0 < ~ ≤ 1, ‖ψ~‖L2 = 1.

which is more general than (5). In section 4, we will in fact consider slightly more general
initial data than the ones satisfying (5); yet, the assumptions will still be more restricitive
than (6).

Our goal is to understand the action for short logarithmic times of the “perturbed”

Schrödinger propagator e−
iτ~P̂ (~)

~ on initial data satisfying (5), and to show that impos-
ing (5) instead of (6) allows to improve substantially the results from [24] – see corollary 2.6
below. In section 6, we will also show the relevance of this approach in the study of the
quantum Loschmidt echo.

2.1. Semiclassical measures. Let (τ1(~))0<~≤1 and (τ2(~))0<~≤1 be two sequences which
satisfy τ1(~) ≤ τ2(~). We define then

M([τ1(~), τ2(~)], ~ → 0+),

as the set of accumulation points in D′(T ∗M) (as ~ → 0+) of the sequences of distributions
(µ~(τ~))0<~≤1 defined by (3) where

• (ψ~)0<~≤1 varies among sequences satisfying (5),
• (τ~)0<~≤1 varies among sequences satisfying τ1(~) ≤ τ~ ≤ τ2(~) for ~ > 0 small
enough.

Any element in M([τ1(~), τ2(~)], ~ → 0+) is in fact a probability measure carried on S∗M
that is called a semiclassical (defect) measure [27, 13, 51]. We underline that these measures
have a priori no extra properties like invariance by the geodesic flow. Our goal is to
describe the properties of the measures belonging to M([τ1(~), τ2(~)], ~ → 0+). Given
a subsequence (ψ~n)n∈N satisfying (5) with ~n → 0+, we define the following subset of
M([τ1(~), τ2(~)], ~ → 0+):

M(ψ~n , [τ1(~n), τ2(~n)], ~n → 0+),

where we restricted ourselves to the sequence of initial data (ψ~n)n∈N.

Remark 2.3. For a given sequence (ψ~)0<~≤1 satisfying (5), one can also extract a sub-
sequence ~n → 0+ such that the subsequence (µ~n(0))n∈N converge in D′(T ∗M) to some
accumulation point µ0 which is a probability measure on S∗M . We note that, if we make
the stronger assumption that

∥

∥(−~
2∆g − 1)ψ~

∥

∥

L2 = o (~) , ‖ψ~‖L2 = 1,

then the accumulation point µ0 is in fact invariant by the geodesic flow Gt
0 acting on

S∗M [51] – Ch. 5. In the case of a compact congruence surface, it was proved that, if
(ψ~)0<~≤1 is also a sequence of o(1)-quasimodes for a certain given Hecke operator Tp, then
µ0 = L [12].
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Finally, we define another particular subset of M([τ1(~), τ2(~)], ~ → 0+), i.e.

Mlog([τ1(~), τ2(~)], ~ → 0+),

where we impose the extra assumption that the initial data vary among sequences (ψ~)0<~≤1

satisfying

(7)
∥

∥(−~
2∆g − 1)ψ~

∥

∥

L2 = o
(

~| log ~|−1
)

, ‖ψ~‖L2 = 1.

According to [2], the semiclassical measures of such initial data have positive metric entropy.

Remark 2.4. We emphasize that all the sets of semiclassical measures we have introduced
in this paragraph will depend implicitly on the choice of the sequence (ǫ~)0<~≤1, and on the
potential V . They both play an important role in the statements below; however, in order
to alleviate notations, they do not appear explicitely in the conventions we used for the
sets of semiclassical measures M(. . .).

2.2. Main theorem. In our different results, an important role will be played by the
function

(8) ∀(x0, ξ0) ∈ S∗M, fV (x0, ξ0) := g∗x0
(dx0V, ξ

⊥
0 ),

where ξ⊥0 ∈ S∗
x0
M is the vector directly orthogonal to ξ0. In the case of negatively curved

surfaces, it represents (up to a constant) the unstable component of the Hamiltonian vector
field associated to V on T ∗M [24] – section 3. More precisely, our results will depend on
the geometry of the set of “critical points” of fV :

(9) CV :=

+∞
⋂

j=0

{

(x0, ξ0) ∈ S∗M : (Xj
0 .fV )(x0, ξ0) = 0

}

,

where X0 is the geodesic vector field, i.e. X0(ρ) =
d
dt
(Gt

0(ρ))|t=0 for every ρ in S∗M , and

where Xj
0 means that we differentiate j times in the direction of X0. Our main result is

the following:

Theorem 2.5. Suppose that dim(M) = 2 and that it has constant negative curvature
K ≡ −1. Suppose that ǫ~ → 0 as ~ → 0, and that there exists 0 < ν < 1/2 such that, for
~ > 0 small enough,

~
ν ≤ ǫ~.

Then, for every sequence (ψ~n)n∈N which satisfies (5) with ~n → 0+, and which has an
unique semiclassical measure µ0, for every 1 < c1 ≤ c2 < min{3/2, 1/(2ν)}, for every

µ ∈ M(ψ~n , [c1| log ǫ~n |, c2| log ǫ~n |], ~n → 0+),

and for every a ∈ C∞(S∗M,R), one has

µ0(CV )min{a}+(1−µ0(CV ))
∫

S∗M

adL ≤ µ(a) ≤ µ0(CV )max{a}+(1−µ0(CV ))
∫

S∗M

adL.
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This theorem is a consequence of proposition 4.4 below which is slightly more precise as
it allows, for each choice of (ǫ~)0<~≤1 to consider more general families of initial data – see
remark 4.1.

In order to clarify our statement, we will give below two corollaries of this theorem. Be-
fore, we briefly observe that if we choose V satisfying µ0(CV ) < 1, then, for every nonempty
open subset ω of S∗M , one has µ(ω) > 0. In other words, provided the perturbation V
satisfies some “generic” property with respect to the initial data, then the solutions of the
perturbed Schrödinger equation put mass on every nonempty open subset of S∗M for times
of order | log(ǫ~)|. In the case where µ(CV ) = 0, the limit measure is in fact the Liouville
measure. Compared with the quantum ergodicity theorem, we emphasize that we do not
need to average over the time parameter.

2.3. Some corollaries. The following corollary is a direct consequence of the main theo-
rem:

Corollary 2.6. Suppose that dim(M) = 2 and that it has constant negative curvature
K ≡ −1. Suppose that ǫ~ → 0 as ~ → 0+, and that there exists 0 < ν < 1/2 such that for
~ > 0 small enough,

~
ν ≤ ǫ~.

Suppose also that

CV = ∅.
Then, for every 1 < c1 ≤ c2 < min{3/2, 1/(2ν)}, one has

M ([c1| log(ǫ~)|, c2| log(ǫ~)|]) = {L}.
Remark 2.7. Observe that the set

C0
V := {(x0, ξ0) ∈ S∗M : fV (x0, ξ0) = 0}

can never be empty, as the set there always exists x0 ∈ M such that dx0V = 0. In
appendix C, it is shown that the assumption CV = ∅ is generic in the sense that it is
satisfied on an open and dense subset of C∞(M,R).

In other words, the solutions of the perturbed Schrödinger become equidistributed for
time scales of order | log(ǫ~)| as soon as the potential satisfies some geometric admissibility
condition – see appendix C for the construction of such potentials. This statement is very
close to the main theorem of [24]. In this reference, equidistribution was also shown to
hold for times of order | log(ǫ~)| under perturbation by a “multi-scaled” potential which
satisfies some geometric admissibility condition. The main improvement compared with
this reference are the following. First, the geometric assumptions on the potential are
simpler, and we do not have to deal with a “multi-scaled perturbation”. Moreover, we do
not need to average over subintervals of [c1| log(ǫ~)|, c2| log(ǫ~)|] to obtain equidistribution
of the solutions, i.e. equidistribution holds for any time in the above interval. Finally, the
main result from [24] holds for a generic ǫ in the interval [0, ~ν′], while the present result
holds for any large enough ǫ – see proposition 4.4 for a more precise statement. Yet, it is
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important to underline that the restrictions on the energy localization of the initial data
are much more restrictive here than in [24] – see (5) and (6).

As was already mentioned, the main theorem shows that the solutions of the perturbed
Schrödinger equation put some mass on every nonempty open subset as soon as we know
that the initial data do not put all its mass on the set CV . The results from [2] provide
sufficient conditions to ensure this property, modulo the fact that the initial data satisfy
the stronger assumption (7). More precisely, we introduce the “maximal invariant” subset
inside CV , i.e.

ΛV :=
⋂

t∈R
Gt

0CV ,

and combining our main result to [2], we obtain the following corollary:

Corollary 2.8. Suppose that dim(M) = 2 and that it has constant negative curvature
K ≡ −1. Suppose that ǫ~ → 0 as ~ → 0, and that there exists 0 < ν < 1/2 such

~
ν ≤ ǫ~.

Suppose that the topological entropy3 of ΛV satisfies

htop(ΛV ) <
1

2
.

Then, for every 1 < c1 ≤ c2 < min{3/2, 1/(2ν)}, for every µ ∈ Mlog ([c1| log(ǫ~)|, c2| log(ǫ~)|]),
and for every nonempty open subset ω in S∗M , one has

µ(ω) > 0.

Thanks to corollary 4 from [7], one knows that htop(ΛV ) <
1
2
is satisfied as soon as the

Hausdorff dimension of ΛV is < 2. We also recall that,

ΛV ⊂ Λ0
V :=

⋂

t∈R
Gt

0C0
V ⊂ C0

V ⊂ S∗M,

and we remark that, for a generic choice of V (say V has finitely many critical points), one
has dimH(C0

V ) = 2.

2.4. Organization of the article. In section 3, we briefly recall some properties of geo-
desic flows on negatively curved surfaces. In section 4, we use semiclassical tools to reduce
the proof of theorem 2.5 to a question on hyperbolic dynamical systems. In section 5, we
solve this dynamical systems question using strong structural stability and unique ergod-
icity of the horocycle flow. In section 6, we apply our method to the study of the quantum
Loschmidt echo. In appendix A, we give a short toolbox on semiclassical analysis, and in
appendix B, we recall the strong structural stability theorem and we give a brief account
on the results from [24] that we will use in this article. Finally, appendix C provides a
large class of potentials satisfying the assumptions of corollary 2.6.

In all the article, M will denote a smooth (C∞), connected, orientable, compact and
Riemannian manifold without boundary.

3We refer the reader to [36] for a precise definition.
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3. Properties of geodesic flows on negatively curved surfaces

In all this article, we make the additional assumption that M is a surface with constant
sectional curvature K ≡ −1. We will now draw some dynamical consequences of this
geometric assumption. We refer to [36, 43] for a more detailed exposition.

In this geometric setting, the geodesic flow4 (Gt
0)t∈R satisfies the Anosov property on

S∗M [5]. Precisely, it means that, for every ρ = (x, ξ) in S∗M , there exists a Gt
0-invariant

splitting

(10) TρS
∗M = RX0(ρ)⊕Es(ρ)⊕Eu(ρ),

where X0(ρ) is the Hamiltonian vector field associated to p0(x, ξ) = ‖ξ‖2x
2
, Eu(ρ) is the

unstable direction and Es(ρ) is the stable direction. These three subspaces are preserved
under the geodesic flow and there exist constants C0 > 0 and γ0 > 0 such that, for any
t ≥ 0, for any vs ∈ Es(ρ) and any vu ∈ Eu(ρ),

‖dρGt
0v

s‖Gt
0(ρ)

≤ C0e
−γ0t‖vs‖ρ and ‖dρG−t

0 v
u‖G−t

0 (ρ) ≤ C0e
−γ0t‖vu‖ρ,

where ‖.‖w is the norm associated to the Sasaki metric on S∗M [43].
Moreover, as dim(M) = 2, these three subspaces are 1-dimensional subspaces of TρS

∗M.
As explained in section 3 of [24], one can associate a direct orthonormal basis to this
splitting that we denote by (X0(ρ), X

s(ρ), Xu(ρ)).

Remark 3.1. We emphasize that we make a slightly different choice of convention compared
with [24]. In this reference, the stable and unstable vector fields Xs and Xu were chosen to
be of norm

√
2. Here, we will use the convention that they are unit vectors for the Sasaki

metric on S∗M .

Recall from Chapter 3 of [43] (see also section 3 of [24]) that there exists some C0 > 0
such that, for every ρ in S∗M and for every t in R,

(11) ‖dρGt
0‖ ≤ C0e

t.

In our proof, we will use two main properties of geodesic flows on negatively curved
surfaces, namely

• strong structural stability – see appendix B for a brief reminder of this property [5,
19];

• unique ergodicity of the horocycle flow [26, 39].

We conclude this preliminary section by a brief reminder on the ergodic properties of horo-
cycle flows on negatively curved surfaces [39]. Thanks to the fact that we are considering
negatively curved surfaces, one knows that Xu defines a C1 vector field on S∗M [31]. The
unstable horocycle flow is then defined as the C1 flow (Hs

u)s∈R satisfying

∀ρ ∈ S∗M,
d

ds
(Hs

u(ρ)) = Xu ◦Hs
u(ρ).

4In this case, (Gt
0)t∈R is the Hamiltonian flow associated to p0.
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Recall from [39] that this parametrization of the horocycle flow is uniformly expanding in
the sense that

∀ρ ∈ S∗M, ∀(t, τ) ∈ R
2, Gt

0 ◦Hτ
u(ρ) = Hetτ

u ◦Gt
0(ρ).

Moreover, this flow is uniquely ergodic [26, 39]:

Theorem 3.2. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. One has, for every a in C0(S∗M),

lim
T→+∞

sup

{
∣

∣

∣

∣

1

T

∫ T

0

a ◦Hs
u(ρ)ds−

∫

S∗M

adL

∣

∣

∣

∣

: ρ ∈ S∗M

}

= 0,

where L is the desintegration of the Liouville measure on S∗M .

As mentioned above, this property will be at the heart of our proof. In fact, it was
shown in [39] (lemma 4.5) that this result implies that, for every a in C0(S∗M) and every
b > 0,

(12) lim
s→+∞

1

b

∫ b

0

a ◦Hs
u ◦Gt

0(ρ)dt =

∫

S∗M

adL,

uniformly in ρ. This property exactly says that small pieces of geodesics become equidis-
tributed under the action of the horocycle flow, and it is the central step in the proof of
strong mixing for horocycle flows given in [39]. After a reduction based on semiclassical
techniques, we will have to understand some ergodic properties of perturbed geodesic flows
to complete the proof of our main results. This will be done in section 5, and, even if
the proof given there does not concern directly the horocycle flow, it will be modeled on
a similar strategy as the proof of (12) given in [39]. The main difference is that we will
replace Hs

u by a perturbation G̃s
ǫ of the geodesic flow and that we will need to prove that,

in a certain regime of b, ǫ and s, it behaves like the unstable horocycle flow.
In order to clarify the proof given in section 5, we briefly recall from [39] how one can

derive (12) from the unique ergodicity of the horocycle flow. Let η > 0. It is sufficient to
prove that, for b > 0 small enough, there exists s0(b, η) such that, for every s ≥ s0(b, η),

the average 1
b

∫ b

0
a ◦Hs

u ◦Gt
0(ρ) is within η of

∫

S∗M
adL.

We write that

1

b

∫ b

0

a ◦Hs
u ◦Gt

0(ρ)dt =
1

b

∫ b

0

a ◦Gt
0 ◦Hse−t

u (ρ)dt =
1

b

∫ b

0

a ◦Hse−t

u (ρ)dt +O(b).

Then, we make the change of variables τ = se−t and we get

1

b

∫ b

0

a ◦Hs
u ◦Gt

0(ρ)dt = −1

b

∫ se−b

s

a ◦Hτ
u(ρ)

dτ

τ
+O(b).

This quantity looks very much like a Birkhoff average, except that we have a Jacobian
factor in the integral. In order to deal with this term, we apply the mean value Theorem
and we get

1

b

∫ b

0

a ◦Hs
u ◦Gt

0(ρ)dt = −e
−b − 1

be−t0

1

se−b − s

∫ se−b

s

a ◦Hτ
u(ρ)dτ +O(b),
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for some t0 in [0, b]. We have that 1−e−b

be−t0
= 1 +O(b), which implies that

1

b

∫ b

0

a ◦Hs
u ◦Gt

0(ρ)dt =
1

se−b − s

∫ se−b

s

a ◦Hτ
u(ρ)dτ +O(b).

We can now apply unique ergodicity of the horocycle flow, and we find that there exists a
nonincreasing function r(T ) → 0 as T → +∞ such that

1

b

∫ b

0

a ◦Hs
u ◦Gt

0(ρ)dt =

∫

S∗M

adL+O(b) + r(s(1− e−b)) =

∫

S∗M

adL+O(b) + o((sb)−1),

which implies our result.

4. Reduction to classical dynamics

In this section, we consider a slightly more general setting than the one in the introduc-
tion in order to allow more general class of initial data. We fix a sequence (ǫ~)0<~≤1 which
satisfies ǫ~ → 0, as ~ → 0+ and which represents the “strength” of our perturbation. We
define then admissible sequences of initial data of order ν0 > 0 as follows:

(13) lim
~→0+

∥

∥

∥
1[1−~ǫ

−ν0
~

,1+~ǫ
−ν0
~ ]

(

−~
2∆
)

ψ~ − ψ~

∥

∥

∥

L2(M)
= 0, and, ∀ 0 < ~ ≤ 1, ‖ψ~‖L2 = 1,

where ν0 > 0 is some positive constant.

Remark 4.1. For any choice of (ǫ~)0<~≤1, assumption (13) allows to consider sequences of
normalized initial data satisfying

(14) lim sup
~→0+

∥

∥1[1−R~,1+R~]

(

−~
2∆
)

ψ~ − ψ~

∥

∥

L2(M)
−→ 0, as R → +∞.

We observe that this remark combined to proposition 4.4 below allows to deduce our main
statement, i.e. theorem 2.5.

For every ǫ ∈ [0, ǫ~], we introduce the following self-adjoint deformation of the Schrödinger
operator:

P̂ǫ(~) := −~
2∆g

2
+ ǫV,

where V belongs to C∞(M,R). We will denote by (Gt
ǫ)t∈R the Hamiltonian flow associated

to pǫ(x, ξ) := p0(x, ξ) + ǫV (x).
Our goal is to study the long time dynamics of the corresponding quantum propagator

U~,ǫ(t) := e−
itP̂ǫ(~)

~ on initial data satisfying (13), and for ǫ large enough belonging to [0, ǫ~].
For that purpose, we introduce a sequence of time scales (τ~)0<~≤1 which satisfies τ~ → +∞
as ~ → 0+.

Remark 4.2. In the following, our results will concern scales of times τ~ of order | log(ǫ~)|,
under the assumption that ǫ~ ≫

√
~. In our geometric context, it exactly means that we

consider a regime where the semiclassical approximation is valid, i.e. below the Ehrenfest
time. In fact, in our setting, the Ehrenfest time in the Egorov theorem is known to be of
order | log ~|/2 [3, 21] – see appendix A for a brief reminder.
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Given a sequence of normalized initial data (ψ~)0<~≤1 satisfying (13), we define

uǫ
~
(τ~) := e−

iτ~P̂ǫ(~)

~ ψ~,

and its “Wigner distribution” on T ∗M , i.e.

(15) ∀a ∈ C∞
c (T ∗M), µǫ

~
(τ~)(a) := 〈uǫ

~
(τ~),Op~(a)u

ǫ
~
(τ~)〉L2

The goal of this section is to describe the asymptotic properties of µǫ
~
(τ~) as ~ → 0+,

τ~ ∼ | log(ǫ~)|, and ǫ ∈ [0, ǫ~] large enough.

Remark 4.3. The properties we will obtain will depend on the choice of V and on the
properties of the semiclassical measures of the initial data.

In all of this section, we will choose ǫ~ and ν0 in such a way that ~ǫ−ν0
~

→ 0 as ~ →
0+. Recall then that, one can extract a subsequence ~n → 0 such that the sequence of
distributions (µ0

~n
(0))n∈N converges to a limit distribution which is in fact a probability

measure µ0 carried on the unit cotangent bundle S∗M [51] – Chapter 5. We underline that
µ0 does not have a priori extra properties like invariance by the geodesic flow, even under
the stronger assumption (14).

We will only consider sequences of initial data with an unique semiclassical measure µ0

and, in order to alleviate the notations, we denote the extraction ~n → 0 by ~ → 0+.

Finally, the properties we will obtain are related to the set of critical points of order
J ≥ 0, i.e.

(16) CJ
V :=

J
⋂

j=0

{

(x0, ξ0) ∈ S∗M : (Xj
0 .fV )(x0, ξ0) = 0

}

.

4.1. Statement of the main result. Before stating our main result, we start with a
simple observation which follows directly from the results described in paragraph A.3.
Without any assumptions on (τ~)0<~≤1, on (ǫ~)0<~≤1 (except that ǫ~ → 0) and on the
geometry of the manifold, we always have

(17) min
S∗M

{a} ≤ lim inf
~→0+,ǫ∈[0,ǫ~]

µǫ
~
(τ~)(a) ≤ lim sup

~→0+,ǫ∈[0,ǫ~]
µǫ
~
(τ~)(a) ≤ max

S∗M
{a}.

The proposition below will show that, under proper assumptions on the geometry of the
manifold and on V , and for strong enough perturbations (ǫ~)0<~≤1, one can find a scale
of times (τ~)0<~≤1 for which (µǫ

~
(τ~)(a))~→0+ asymptotically belong to a smaller interval.

More precisely, we will show

Proposition 4.4. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. Suppose that lim~→0 ǫ~ = 0, and that there exists 0 < ν < 1

2
such that,

for ~ > 0 small enough, one has
ǫ~ ≥ ~

ν .

Let J be a nonnegative integer. Let ν0 > 0 and ν1 ≥ 0 satisfying

1 + ν1 + (3J + 1)ν0 < min

{

3

2
,
1

2ν

}

.
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Suppose that there exists 1+ν1+(3J +1)ν0 < c1 ≤ c2 < min

{

3

2
,
1

2ν

}

such that, for ~ > 0

small enough,

c1| log(ǫ~)| ≤ τ~ ≤ c2| log(ǫ~)|.
Then, for any normalized sequence (ψ~)~→0+ in L2(M) which satisfies (13) with ν0, and

which has an unique semiclassical measure µ0, one has, for every a in C∞
c (T ∗M,R),

µ0(CJ
V )min

S∗M
{a}+ (1− µ0(CJ

V ))

∫

S∗M

adL ≤ lim inf
~→0+,ǫ∈[ǫ1+ν1

~
,ǫ~]

µǫ
~
(τ~)(a)

≤ lim sup
~→0+,ǫ∈[ǫ1+ν1

~
,ǫ~]

µǫ
~
(τ~)(a) ≤ µ0(CJ

V )max
S∗M

{a}+ (1− µ0(CJ
V ))

∫

S∗M

adL.

Remark 4.5. This result implies Theorem 2.5 when we restrict ourselves to sequences of
initial data satisfying (14) – see remark 4.1.

Remark 4.6. Our assumptions on the different parameters impose that 0 < ν0 <
1

2(3J+1)
≤ 1

2

and ǫ~ ≥
√
~ asymptotically. In particular, one has ~ǫ−ν0

~
→ 0 when ~ → 0+, as in the

context of remark 4.3.

The statement of the proposition is a little bit technical as it involves many parameters,
and it should be understood as follows. If we suppose that ǫ~ ≫

√
~, then one can find

admissibility conditions on frequencies of the initial data, and a scale of times for which
the sequence (µǫ

~
(τ~)(a))~,ǫ belongs asymptotically to the interval

Iµ0,V,J(a) :=

[

µ0(CJ
V )min

S∗M
{a}+ (1− µ0(CJ

V ))

∫

S∗M

adL, µ0(CJ
V )max

S∗M
{a}+ (1− µ0(CJ

V ))

∫

S∗M

adL

]

,

which is a subinterval of [min a,max a] that appeared in (17). The interval is smaller as
soon as µ0, V and J satisfy µ0(CJ

V ) < 1. In the case where they satisfy µ0(CJ
V ) = 0, then

the matrix elements converge in fact to
∫

S∗M
adL.

Remark 4.7. We underline that, if we fix a normalized sequence (ψ~)~→0+ with an unique
semiclassical measure µ0, then one has µ0(CJ+1

V ) ≤ µ0(CJ
V ) and thus Iµ0,V,J+1(a) ⊂ Iµ0,V,J(a).

Yet, one has to be careful as the condition on (ψ~)~→0+ becomes more restrictive as we
increase the parameter J . For instance, given a normalized sequence (ψ~)~→0+ , it could
happen that the proposition could be applied for some J but not necessarly for J + 1.

This result is very close to theorem 4.1 from [24], and the main improvement compared
with this reference is that we do not need to average over the perturbation parameter
ǫ ∈ [0, ǫ~] in order to get an equidistribution property. However, we have to make a much
stronger restriction on the family of initial data as it was only required in [24] that

∀δ0 > 0, lim
~→0+

∥

∥1[1−δ0,1+δ0]

(

−~
2∆
)

ψ~ − ψ~

∥

∥

L2(M)
= 0,

which is obviously a much weaker assumption than (13).
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4.2. Preliminary observations. Thanks to the frequency assumption (13) and to Re-
mark 4.6, we can suppose without loss of generality that a is homogeneous in a neighbor-
hood of S∗M , i.e. there exists 0 < δ0 < 1/2 such that

(18) ∀(x, ξ) satisfying p0(x, ξ) ∈ [1/2− δ0, 1/2 + δ0], a(x, ξ) = a

(

x,
ξ

‖ξ‖

)

.

Without loss of generality, we can also suppose that

(19) 1[1−ǫ
−ν0
~

~,1+ǫ
−ν0
~

~]
(

−~
2∆
)

ψ~ = ψ~.

As mentionned in remark 4.3, the semiclassical measure µ0 has a priori no invariance
properties under such general assumptions. Still, we can observe invariance for very short
scales of times in ~. In fact, according to (19), one has

(20) e−
it(−~

2∆g−1)

2~ ψ~ = ψ~ +O(|t|ǫ−ν0
~

).

In particular, for every ν2 > ν0, one has

(21) ∀|t| ≤ ǫν2
~
, e

it~∆g
2 ψ~ = e−

it
2~ψ~ + o(1),

where the remainder is uniform for t in this interval.

Remark 4.8. Equality (21) is crucial in our proof of proposition 4.4. In fact, our argument
will make use of an equidistribution result, and we will need to average over some parameter
in order to use this equidistribution property. In [24], the averaging was performed over the
perturbation parameter ǫ ∈ [0, ǫ~]. Here, we will take advantage of the fact that the initial
data satisfies a stronger spectral localization, and we will use (21) in order to average over
a time parameter t ∈ [0, ǫν2

~
].

4.3. Proof of proposition 4.4. The proof of this proposition can be divided in two main
steps: (1) we apply semiclassical rules in order to reduce ourselves to a question on ergodic
properties of geodesic flows; (2) we use tools from hyperbolic dynamical systems in order
to answer this “dynamical systems” question. This paragraph is devoted to the first step,
and the proof of the second step is postponed to section 5.

Let J , ν, ν0, ν1, c1 and c2 be as in the statement of proposition 4.4. Recall that ǫ~ ≥ ~
ν

and that

c1| log(ǫ~)| ≤ τ~ ≤ c2| log(ǫ~)|,
for ~ > 0 small enough. Let a be an element in C∞

c (T ∗M,R) as in paragraph 4.2, i.e. which
is 0-homogeneous in a neighborhood of size δ0 of S∗M . We underline that it is sufficient
to prove the lower bound as the upper bound can then be obtained by replacing a by −a.

4.3.1. Truncation in phase space. Let 0 < δ < δ0/4. We introduce 0 ≤ χδ ≤ 1 a smooth
function on R which is equal to 1 on the interval [(1− δ)/2, (1 + δ)/2] and 0 outside some
interval [1/2− δ, 1/2 + δ]. Thanks to (19), we can write

ψ~ = χδ(P̂0(~))ψ~ + o(1).
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Recall that the operator χδ(P̂ǫ(~)) is a ~-pseudodifferential operator in Ψ−∞,0(M) with
principal symbol χδ ◦ pǫ(x, ξ) [51] (Ch. 14) and with the semi-norms which are uniformly
bounded for ǫ ∈ [0, ǫ~]. Then, thanks to the Calderón-Vaillancourt theorem [51], we find
that, uniformly for ǫ ∈ [0, ǫ~],

ψ~ = χδ(P̂ǫ(~))ψ~ + o(1).

This implies that, one has

µǫ
~
(τ~)(a) =

〈

ψ~, e
+

iτ~P̂ǫ(~)

~ Op~(a)χδ(P̂ǫ(~))e
− iτ~P̂ǫ(~)

~ ψ~

〉

+ o(1),

where the remainder is uniform for ǫ ∈ [0, ǫ~]. We now apply the composition formula for
pseudodifferential operators and we find that

(22) µǫ
~
(τ~)(a) =

〈

ψ~, e
+

itτ~P̂ǫ(~)

~ Op~(a× χδ ◦ pǫ)e−
itτ~P̂ǫ(~)

~ ψ~

〉

+ o(1),

where the remainder is still uniform for ǫ ∈ [0, ǫ~].

4.3.2. Long time Egorov property. Observe now that, for ~ > 0 small enough and ǫ ∈ [0, ǫ~],
the function a × χδ ◦ pǫ is compactly supported in the energy layer {(x, ξ) : 1/2 − 2δ ≤
|ξ|2/2 ≤ 1/2 + 2δ}. Recall also that

0 ≤ τ~ ≤ c2| log(ǫ~)| ≤ c2ν| log ~|,
with c2ν < 1/2. Thus, we can choose 0 < δ < δ0/4 small enough in a way that depends
only on c2ν ∈ [0, 1/2) and such that we can apply Egorov Theorem up to the time τ~
(uniformly for ǫ ∈ [0, ǫ~] and τ~ ≤ c2| log(ǫ~)|) – see (47) in the appendix. In other words,
we have that, for 0 < δ < δ0/4 small enough,

µǫ
~
(τ~)(a) = 〈ψ~,Op~(a ◦Gτ~

ǫ × χδ ◦ pǫ)ψ~〉+ o(1),

where the remainder is uniform for ǫ ∈ [0, ǫ~] and 0 ≤ τ~ ≤ c2| log(ǫ~)|.

4.3.3. Invariance for short times. We now use (21), i.e. invariance by the free Schrödinger
equation over short intervals of times. More precisely, we write that one has

(23) µǫ
~
(τ~)(a) =

1

ǫν2
~

∫ ǫ
ν2
~

0

〈

ψ~, e
− is~∆g

2 Op
~
(a ◦Gτ~

ǫ × χδ ◦ pǫ)e
is~∆g

2 ψ~

〉

ds+ o(1),

where ν2 > ν0. As discussed in appendix A, the symbol a ◦ Gτ~
ǫ × χδ ◦ pǫ remains in a

class of symbols S−∞,0
ν′ (T ∗M) with 0 ≤ c2ν < ν ′ < 1/2 (with the semi-norms which are

uniformly bounded for τ~ ≤ c2| log(ǫ~)| and ǫ ∈ [0, ǫ~]). In particular, we can apply Egorov
theorem for finite time (here ǫν2

~
→ 0), and we find that

µǫ
~
(τ~)(a) =

〈

ψ~,Op
~

(

1

ǫν2
~

∫ ǫ
ν2
~

0

a ◦Gτ~
ǫ ◦Gs

0 × χδ ◦ pǫ ◦Gs
0ds

)

ψ~

〉

+ o(1).
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Using Calderón-Vaillancourt Theorem one more time, one gets

µǫ
~
(τ~)(a) =

〈

ψ~,Op~

(

χδ ◦ p0 ×
1

ǫν2
~

∫ ǫ
ν2
~

0

a ◦Gτ~
ǫ ◦Gs

0ds

)

ψ~

〉

+ o(1).

4.3.4. Using ergodic properties of the classical flow. As all the symbols are compactly
supported and as they belong to an admissible class of symbols S−∞,0

ν′ (T ∗M) with 0 ≤
c2ν < ν ′ < 1/2, we can use the results from paragraph A.3. It means that wa can replace
Op

~
by a positive quantization Op+

~
(see (49) for instance), i.e.

µǫ
~
(τ~)(a) =

〈

ψ~,Op+
~

(

χδ ◦ p0 ×
1

ǫν2
~

∫ ǫ
ν2
~

0

a ◦Gτ~
ǫ ◦Gs

0ds

)

ψ~

〉

+ o(1).

Fix now η0 > 0 and introduce the following subset of S∗M :

KJ
V (η0) :=

{

(x, ξ) ∈ S∗M : ∃0 ≤ j ≤ J,
∣

∣(X0 − Id)j.fV
∣

∣ (x, ξ) ≥ η0
}

,

where we recall that fV (x, ξ) := g∗x(dxV, ξ
⊥). We also define the following compact subset

of T ∗M

K̃J
V (η0, δ) :=

{

(x, ξ) ∈ T ∗M :

(

x,
ξ

‖ξ‖

)

∈ KJ
V (η0) and p0(x, ξ) ∈ [1/2− δ, 1/2 + δ]

}

.

Remark 4.9. The points in the set K̃J
V (η0, δ) corresponds to the points (x, ξ) in T ∗M for

which we are able to control uniformly the convergence of the integral

1

ǫν2
~

∫ ǫ
ν2
~

0

a ◦Gτ~
ǫ ◦Gs

0(x, ξ)ds.

We refer to proposition 5.1 for a precise statement.

We introduce a smooth cutoff function χη0
V which is identically equal to 1 on K̃J

V (η0, δ)

and which vanishes outside K̃J
V (η0/2, δ). We define

(24) A~,η0,δ(ǫ) := inf

{

1

ǫν2
~

∫ ǫ
ν2
~

0

a ◦Gτ~
ǫ ◦Gs

0(x, ξ)ds : (x, ξ) ∈ K̃J
V (η0/2, δ)

}

,

Using these notations and the positivity of Op+
~
, we derive that

min
S∗M

{a}µ0
~
(0)(χδ ◦ p0(1− χη0

V )) + A~,η0,δ(ǫ)µ
0
~
(0)(χδ ◦ p0χη0

V ) ≤ µǫ
~
(τ~)(a).

Recall that a is homogeneous in a neighborhood of size δ0 > 0 of S∗M . Thus, as Gτ~
ǫ ◦

Gs
0(x, ξ) remains in this neighborhood for all (t, s) when 1/2 − δ ≤ p0(x, ξ) ≤ 1/2 + δ

(provided we choose ǫ ≥ 0 small enough), we can replace a by ã in the definition of A~,η0,δ,
where ã(x, ξ) := a(x, ξ/‖ξ‖) for every (x, ξ) in T ∗M −M . In particular, provided we pick
0 < δ < δ0/4 small enough and ǫ ∈ [ǫ1+ν1

~
, ǫ~], we can apply proposition 5.1 which implies

that A~,η0,δ(ǫ) converges to
∫

S∗M
adL.
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We now take the limit ~ → 0+, and we deduce that

µ0(K
J
V (η0/2)

c)min
S∗M

{a}+ µ0(K
J
V (η0))

∫

S∗M

adL ≤ lim inf
~→0,ǫ∈[ǫ1+ν1

~
,ǫ~]

µǫ
~
(τ~)(a).

This property holds for any η0 > 0. Thus, we finally derive

µ0(CJ
V )min

S∗M
{a}+ µ0((CJ

V )
c)

∫

S∗M

adL ≤ lim inf
~→0,ǫ∈[ǫ1+ν1

~
,ǫ~]

µǫ
~
(τ~)(a),

which concludes the proof of proposition 4.4.

5. Perturbations of the geodesic flow

Thanks to the results of section 4, the proof of our main result is now reduced to a
purely dynamical systems question as it only remains to estimate the quantity A~,η0,δ(ǫ)
defined by (24). Precisely, for a fixed 0-homogeneous C1 function ã on T ∗M −M , we need
to understand the asymptotic behaviour of

Ix0,ξ0(ǫ, b, T ) :=
1

b

∫ b

0

ã ◦GT
ǫ ◦Gs

0(x0, ξ0)ds,

as b, ǫ → 0 and T → +∞. Recall that (Gt
ǫ)t∈R is the Hamiltonian flow associated to the

function pǫ(x, ξ) :=
‖ξ‖2x
2

+ ǫV (x). This integral looks very much like the integral involved
in (12) except that the unstable horocycle has been replaced by a perturbed geodesic flow.
The way we will deal with the convergence of Ix0,ξ0(ǫ, b, T ) will in fact be very similar to
the proof of (12) given in section 3. The additional arguments we will need will be:

• the strong structural stability theorem [5, 19] which will allow us to “replace” the
perturbed geodesic flow by a “reparametrization” of the horocycle flow;

• a theorem due to Cartan [15] on polynomials which helps us to estimate the size of
the Jacobian factor.

Fix now J ≥ 0 and η0 > 0. In order to give our main result on the convergence of
Ix0,ξ0(ǫ, b, T ), recall that we defined the following subset of S∗M :

(25) KJ
V (η0) :=

{

(x, ξ) ∈ S∗M : ∃0 ≤ j ≤ J,
∣

∣(X0 − Id)j.fV
∣

∣ (x, ξ) ≥ η0
}

,

where we set fV (x, ξ) := g∗x(dxV, ξ
⊥). Using this convention, we have the following state-

ment:

Proposition 5.1. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. Let J ≥ 0, and let η0 > 0. Let ν1 + (3J + 1)ν2 < 1/2 with ν1 ≥ 0 and
ν2 > 0. Let

1 + ν1 + (3J + 1)ν2 < c1 ≤ c2 <
3

2
.

Then, there exists δ1 > 0 such that, for every C1 function ã on T ∗M − M which is 0-
homogeneous, one has

lim
ǫ0→0

sup
(∗)

{
∣

∣

∣

∣

∣

1

ǫν20

∫ ǫ
ν2
0

0

ã ◦Gc| log ǫ0|
ǫ ◦Gs

0(x0, ξ0)ds−
∫

S∗M

ãdL

∣

∣

∣

∣

∣

}

= 0,
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where (∗) means that we take the supremum over the set
{

(x0, ξ0, c, ǫ) ∈ T ∗
[1/2−δ1,1/2+δ1]

M × [c1, c2]× [ǫ1+ν1
0 , ǫ0] :

(

x0,
ξ0

‖ξ0‖

)

∈ KJ
V (η0)

}

,

with T ∗
[1/2−δ1,1/2+δ1]

M := {(x0, ξ0) ∈ T ∗M : 1/2− δ1 ≤ p0(x0, ξ0) ≤ 1/2 + δ1}.
This proposition tells us that small pieces of geodesics become equidistributed under the

action of a perturbed geodesic flow provided that the perturbation is nontrivial on the small
piece we consider. The fact that the perturbation is nontrivial is exactly guaranteed by
the fact that we require (x0, ξ0/‖ξ0‖) to be on the subset KJ

V (η0). We emphasize that this
statement looks very much like the results5 of section 6 in [24], more precisely corollary 6.4.
In this reference, instead of averaging over the time parameter s, the average was performed
over the perturbation parameter ǫ. Then, the result was established as an equidistribution
property for similar scales of times, and the admissibility condition on the perturbation
involved the nonvanishing of the following integral transform:

∀ρ0 = (x0, ξ0) ∈ S∗M, βu
V (x0, ξ0) :=

1√
2

∫ +∞

0

g∗x(τ)(dx(τ)V, ξ
⊥(τ))e−τdτ,

where (x(τ), ξ(τ)) := Gτ
0(x0, ξ0). We refer to appendix B to see how this transform appears

naturally when we apply the strong structural stability theorem.
This function will also play an important role in our proof and our admissibility condition

will in fact be related to it. According to [24], this function is Hölder continuous for every6

γ < 1/2. Yet, we have more regularity if we look at the direction of the geodesic flow. In
fact, one has

e−sβu
V ◦Gs

0 (x0, ξ0) = βu
V (x0, ξ0)−

∫ s

0

e−τfV ◦Gτ
0 (x0, ξ0) dτ,

and we can then observe that the map s 7→ e−sβu
V ◦ Gs

0 (x0, ξ0) is of class C∞ (for a fixed
choice of (x0, ξ0)). Moreover, the quantities appearing in the definition of KJ

V (η0) are
exactly the derivatives of this map at s = 0.

We describe now more precisely the main stages of the proof:

(1) in paragraph 5.1, using homogeneity properties of our problem, we “project” ev-
erything on S∗M ;

(2) in paragraph 5.2, we use the strong structural stability theorem to replace the per-
turbed geodesic flow by a “reparametrized” horocycle flow involving the derivatives
of the map s 7→ e−sβu

V ◦Gs
0 (x0, ξ0);

(3) in paragraph 5.3, we make use of the unique ergodicity of the horocycle flow to
conclude.

The main lines of the proof are very close to the arguments given in section 6 of [24];
yet, some aspects need a slightly different treatment, especially in steps (2) and (3).

5We emphasize that the results are not equivalent, and that they cannot a priori be deduced one from
the other.

6The constant 1/2 appearing here is the main reason for the factor 3/2(= 1 + 1/2) involved in the
statement of the proposition.
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5.1. Reduction to S∗M . As was already explained, we will first “project” on S∗M all
the quantities involved in the definition of Ix0,ξ0(ǫ, b, T ). We follow the same procedure as
in [24] (paragraph 5.1) and we refer to it for the details.

Let (x1, ξ1) be an element in a small neighborhood of S∗M and define

Σǫ
x1,ξ1

:= {(x, ξ) ∈ T ∗M : pǫ(x, ξ) = pǫ(x1, ξ1)},

which is an energy layer for the Hamiltonian pǫ. Introduce also the two following diffeo-
morphisms:

θǫx1,ξ1
: Σǫ

x1,ξ1
→ S∗M, (x, ξ) 7→ (x, ξ/‖ξ‖),

and its inverse
(

θǫx1,ξ1

)−1
: S∗M → Σǫ

x1,ξ1 , (x, ξ) 7→
(

x,
√

2(pǫ(x1, ξ1)− ǫV (x))ξ
)

.

Thanks to these two maps, we can define a new flow on S∗M , i.e.

ϕt
ǫ,x1,ξ1 = θǫx1,ξ1 ◦Gt/‖ξ1‖

ǫ ◦
(

θǫx1,ξ1

)−1
.

Recall that we can compute explicitely the vector field

(26) Y ǫ
x1,ξ1

(ρ) :=
d

dt

(

ϕt
ǫ,x1,ξ1

(ρ)
)

t=0
.

associated to this new flow. More precisely, one has

Lemma 5.2. One has, for every ρ = (x, ξ) in S∗M ,

(27) Y ǫ
x1,ξ1

(ρ) = cǫ,x1,ξ1(x)X0(ρ) +
ǫ√

2‖ξ1‖cǫ,x1,ξ1(x)
g∗x
(

dxV, ξ
⊥) (Xs(ρ)−Xu(ρ)) ,

where cǫ,x1,ξ1(x) :=
√

pǫ(x1,ξ1)−ǫV (x)
p0(x1,ξ1)

.

The proof of this lemma follows from a direct calculation and it was given in [24] (lemma
5.2).

Remark 5.3. We can reestablish the dependence in (x1, ξ1) more clearly and write:

cǫ,x1,ξ1(x) =

√

1 +
2

‖ξ1‖2
ǫ(V (x1)− V (x)) = 1 +Ox,x1,ξ1(ǫ).

We can rewrite Ix0,ξ0(ǫ, b, T ) using this new flow, and we get

(28) Ix0,ξ0(ǫ, b, T ) =
1

b

∫ b

0

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s) ◦G

s‖ξ0‖
0

(

x0,
ξ0

‖ξ0‖

)

ds,

where (x(s), ξ(s)) := Gs
0(x0, ξ0).
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5.2. Applying strong structural stability. We will now use the strong structural sta-
bility theorem in order to transform the integral Ix0,ξ0(ǫ, b, T ) into an integral involving the
horocyle flow. Precisely, we start by proving the following lemma:

Lemma 5.4. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. Let ã be a C1 function on T ∗M − M which is 0-homogeneous, let
N ≥ 1 and let 0 < γ < 1/2.

There exist δ1, ǫ1, s1, T1 > 0 and C1 > 0 such that, for every ǫ ∈ [0, ǫ1], for every
s ∈ [0, s1], for every T ≥ T1 and for every (x0, ξ0) satisfying p0(x0, ξ0) ∈ [1/2−δ1, 1/2+δ1],
one has

∣

∣

∣

∣

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s) ◦G

s‖ξ0‖
0

(

x0,
ξ0

‖ξ0‖

)

− ã ◦H−ǫPN
x0,ξ0

(s)eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))

∣

∣

∣

∣

≤ C1

(

ǫT + ǫ1+γeT‖ξ0‖ + s + sN+1ǫeT‖ξ0‖) ,

where

ρ(ǫ, T, x0, ξ0) := G
T‖ξ0‖
0 ◦H

ǫβu
V

(

x0,
ξ0

‖ξ0‖

)

u

(

x0,
ξ0
‖ξ0‖

)

,

and

(29) PN
x0,ξ0(s) :=

N−1
∑

p=0

(‖ξ0‖s)p+1

(p+ 1)!
((X0 − 1)p .fV )

(

x0,
ξ0

‖ξ0‖

)

.

In the end, we will need to average over the time parameter s. Thanks to this lemma,
this average will now correspond to an average along “reparametrized” trajectories of the
horocycle flow which is known to be uniquely ergodic [26, 39].

Remark 5.5. We emphasize that our assumption on the set KJ
V (η0) involves some nonvan-

ishing conditions on the coefficients of the polynom appearing in the “reparametrization”
of the horocycle flow.

Remark 5.6. Before giving the proof of this lemma, we start with a simple observation
which explains why we need to consider time scales larger than | log(ǫ0)| in the statement
of proposition 5.1. In fact, if one has ǫ ≪ e−T‖ξ0‖ and s ≪ 1, then the previous lemma
implies that

∣

∣

∣

∣

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s) ◦G

s‖ξ0‖
0

(

x0,
ξ0

‖ξ0‖

)

− ã ◦GT
0 (x0, ξ0)

∣

∣

∣

∣

= o(1).

In particular, averaging over the time parameter s for such scales would not provide any
equidistribution.

Proof. Let ã be a smooth function on T ∗M −M which is 0-homogeneous. We will use the
conventions of appendix B. We fix 0 < γ < 1/2. Let (x0, ξ0) be an element in a small
neighborhood of S∗M .

First, we write the strong structural stability equation. More precisely, thanks to (51),
we have, for every ρ in S∗M and for every s in R,

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã ◦ hǫx(s),ξ(s) ◦G

τǫ
x(s),ξ(s)

(T‖ξ0‖,ρ)
0 ◦

(

hǫx(s),ξ(s)
)−1

(ρ).
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Using the “smoothness” of the maps withr espect to ǫ – see (52), we can write that

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã ◦GT‖ξ0‖

0 ◦
(

hǫx(s),ξ(s)
)−1

(ρ) +O(ǫT ),

where the constant in the remainder is uniform for ρ in S∗M , s ∈ R and (x0, ξ0) in a small
neighborhood of S∗M .

We now replace
(

hǫx(s),ξ(s)

)−1

by its approximate expression given by (55). Then, ac-

cording to (11), we get

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã ◦GT‖ξ0‖

0 ◦ exp
(

−ṽǫx(s),ξ(s)
)

(ρ) +O(ǫT ) +O(ǫ1+γeT‖ξ0‖),

where ṽǫx(s),ξ(s) is defined by (53) and is C1 in ǫ. Again, the constants in the remainders are

still uniform for ρ in S∗M , s ∈ R and (x0, ξ0) in a small neighborhood of S∗M .
Thanks to lemma 1 in [40] – see also remark B.3 from the appendix, we have

dC0

(

exp
(

−ṽǫx(s),ξ(s)
)

, exp

(

− ǫ

‖ξ0‖
βs
VX

s

)

◦ exp
(

− ǫ

‖ξ0‖
βu
VX

u

))

= O(ǫ1+γ),

where the constant is uniform for s ∈ R and (x0, ξ0) in a small neighborhood of S∗M . In
particular, one has

ã◦ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã◦GT‖ξ0‖

0 ◦exp
(

− ǫ

‖ξ0‖
βs
VX

s

)

◦exp
(

− ǫ

‖ξ0‖
βu
VX

u

)

(ρ)+O(ǫT )+O(ǫ1+γeT‖ξ0‖).

We will now approximate these two maps by the unstable and stable horocycle flows. For
that purpose, we fix ρ in S∗Mand we observe that the maps

ǫ 7→ expρ

(

− ǫ

‖ξ0‖
βu
VX

u

)

, and ǫ 7→ H
− ǫ

‖ξ0‖
βu
V (ρ)

u (ρ)

are of class C1. Moreover, their derivatives coincides up to an error of order O(ǫ) where
the constant in the remainder is uniform for ρ in S∗M and ‖ξ0‖ close to 1. In particular,

dS∗M

(

expρ

(

− ǫ

‖ξ0‖
βu
VX

u

)

, H
− ǫ

‖ξ0‖
βu
V (ρ)

u (ρ)

)

= O(ǫ2),

where the constant in the remainder is still uniform for ρ in S∗M and ‖ξ0‖ close to 1. The
same holds for the maps generated by the stable vector field Xs. Thus, up to other error

terms of the same order, we can replace the maps exp
(

− ǫ
‖ξ0‖β

s
VX

s
)

and exp
(

− ǫ
‖ξ0‖β

u
VX

u
)

by the stable and unstable horocycle flows, i.e.

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã ◦GT‖ξ0‖

0 ◦H− ǫ
‖ξ0‖

βs
V

s ◦H− ǫ
‖ξ0‖

βu
V

u (ρ) +O(ǫT ) +O(ǫ1+γeT‖ξ0‖),

where the constant in the remainders are still uniform for ρ in S∗M , s ∈ R and (x0, ξ0) in
a small neighborhood of S∗M . This implies that

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã ◦GT‖ξ0‖

0 ◦H− ǫ
‖ξ0‖

βu
V
(ρ)

u (ρ) +O(ǫT ) +O(ǫ1+γeT‖ξ0‖),
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as Gt
0 ◦Hτ

s = He−tτ
s ◦Gt

0 for every t and τ in R [39]. Up to this point, the proof is exactly
the same as in [24], and we will now analyse more precisely the reparametrization constant
βu(ρ).

We use the fact that Gt
0 ◦Hτ

u = Hetτ
u ◦Gt

0, and we find

(30) ã◦ϕT‖ξ0‖
ǫ,x(s),ξ(s)(ρ) = ã◦Gs‖ξ0‖

0 ◦H−e(T−s)‖ξ0‖
ǫβu

V
(ρ)

‖ξ0‖
u ◦G(T−s)‖ξ0‖

0 (ρ)+O(ǫT )+O(ǫ1+γeT‖ξ0‖).

We now write that

e−s‖ξ0‖βu
V ◦Gs‖ξ0‖

0

(

x0,
ξ0

‖ξ0‖

)

= βu
V

(

x0,
ξ0

‖ξ0‖

)

−
∫ s‖ξ0‖

0

e−τfV ◦Gτ
0

(

x0,
ξ0

‖ξ0‖

)

dτ,

where fV (x, ξ) = g∗x(dxV, ξ
⊥). Then, we find that, for every p ≥ 0,

dp+1

dsp+1

(

e−s‖ξ0‖βu
V ◦Gs‖ξ0‖

0

(

x0,
ξ0
‖ξ0‖

))

s=0

= ‖ξ0‖p+1(X0 − 1)p.fV

(

x0,
ξ0
‖ξ0‖

)

.

In particular, we can write the order N expansion as s→ 0, i.e.

(31) e−s‖ξ0‖βu
V ◦Gs‖ξ0‖

0

(

x0,
ξ0

‖ξ0‖

)

= βu
V

(

x0,
ξ0

‖ξ0‖

)

− PN
x0,ξ0

(s) +O(sN+1),

where PN
x0,ξ0

(s) is defined by (29). Finally, combining (30) and (31), we find that

ã ◦ ϕT‖ξ0‖
ǫ,x(s),ξ(s) ◦G

s‖ξ0‖
0

(

x0,
ξ0

‖ξ0‖

)

= ã ◦H
ǫeT‖ξ0‖

(

βu
V

(

x0,
ξ0

‖ξ0‖

)

−PN
x0,ξ0

(s)
)

u ◦GT‖ξ0‖
0

(

x0,
ξ0

‖ξ0‖

)

+O(ǫT ) +O(ǫ1+γeT‖ξ0‖) +O(s) +O(sN+1ǫeT‖ξ0‖),

where the constant in the remainders are uniform for (x0, ξ0) in a small neighborhood of
S∗M . This concludes the proof of the lemma.

�

5.3. Using unique ergodicity of the horocycle flow. Thanks to lemma 5.4, we can
write, for every N ≥ 1
(32)

Ix0,ξ0(ǫ, b, T ) =
1

b

∫ b

0

ã◦◦H−ǫPN
x0,ξ0

(s)eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds+O(ǫT )+O(ǫ1+γeT‖ξ0‖)+O(b)+O(bN+1ǫeT‖ξ0‖)

Regarding the previous formula, we need to understand the asymptotic behaviour of

Ĩx0,ξ0(ǫ, b, T ) :=
1

b

∫ b

0

ã ◦ ◦H−ǫPN
x0,ξ0

(s)eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds

as ǫ, b→ 0, and T → +∞.We are now in a situation which looks very much like (12). The
main difference is the polynomial term in the time reparametrization.

It would be natural to make the change of variables s′ = PN
x0,ξ0

(s). However, the polynom

(PN
x0,ξ0

)′(s) may vanish on certain points of the interval. This is the reason why we require

the point (x0, ξ0) to belong to the subset KJ
V (η0). This hypothesis means that, for such

points, at least one the first J + 1 coefficients of the polynom (PN
x0,ξ0

)′(s) does not vanish.
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In particular, a first observation we can make is that the Jacobian factor (PN
x0,ξ0

)′(s) can
only vanish at finitely many places.

Our first step will be to understand precisely the subsets where the Jacobian of the
change of variables is very small (paragraph 5.3.1). Then, it will allow us to make the
change of variables on proper subintervals of [0, b] (paragraph 5.3.2) and to apply unique
ergodicity of the horocycle flow (paragraph 5.3.3).

5.3.1. Estimates on the Jacobian of the change of variables. In order to study the size of
the Jacobian in our change of variables, we will proceed as in [24], i.e. make use of the
following theorem due to Cartan [15]:

Theorem 5.7. Given any number H > 0 and any complex numbers z1, . . . , zn, there is a
system of p disks in the complex plane, with p ≤ n and with the sum of the radii equal to
2H, such that for each point z lying outside these disks, one has the inequality

|z − z1|.|z − z2|. . . . .|z − zn| >
(

H

e

)n

.

From this theorem, one can in fact deduce the following property

Lemma 5.8. Let θ be some positive parameter satisfying 0 < θ < 1. Let η0 > 0, J ≥ 0
and N ≥ J + 1.

Then, there exists δ1 > 0, 0 < s1 < 1 and C0 > 0 such that, for every 0 < s0 < s1, and
for every (x0, ξ0) in K

J
V (η0) satisfying 1/2− δ1 ≤ p0(x0, ξ0) ≤ 1/2+ δ1, one has a system of

subintervals, some of which can be empty, L1(x0, ξ0), . . . , LJ(x0, ξ0) of [0, s0] with the sum

of their length bounded by C0s
1+ θ

2(J+1)

0 and satisfying

Ax0,ξ0(s0) :=
{

s ∈ [0, s0] : |(PN
x0,ξ0)

′(s)| ≤ sJ+θ
0

}

⊂
J
⋃

p=1

Lp(x0, ξ0).

Proof. Modulo minor modifications, the proof follows the same lines as the proof of propo-
sition 5.17 in [24]. For the sake of completeness, we briefly recall how one can deduce this
lemma from Cartan’s Theorem. We fix θ > 0. First, we write

(PN
x0,ξ0

)′(s) =

N−1
∑

p=0

(‖ξ0‖p+1

p!
(X0 − 1)p .fV

(

x0,
ξ0
‖ξ0‖

))

sp.

If we choose δ1 > 0 small enough, one knows that, for every (x0, ξ0) in K
J
V (η0) satisfying

1/2− δ1 ≤ p0(x0, ξ0) ≤ 1/2 + δ1, there exists 0 ≤ p1 ≤ J such that
(‖ξ0‖p1+1

p1!
(X0 − 1)p1 .fV

(

x0,
ξ0

‖ξ0‖

))

≥ η0
2J !

.

Let (x0, ξ0) be such a point and let p1 be the first integer for which the coefficient of the
polynom is ≥ η0

2J !
. The case p1 = 0 is straightforward as we can choose all the intervals to

be empty. Suppose now p1 6= 0.
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In this case, we introduce

qx0,ξ0(s) :=

p1
∑

p=0

(‖ξ0‖p+1

p!
(X0 − 1)p .fV

(

x0,
ξ0

‖ξ0‖

))

sp,

which will be the “dominant part” of the Jacobian factor (PN
x0,ξ0

)′(s). In fact, one can
define

Bx0,ξ0(s0) :=
{

s ∈ [0, s0] : |(PN
x0,ξ0)

′(s)| ≤ sJ+θ
0 , and |qx0,ξ0(s)| ≥ s

p1+
θ
2

0

}

.

Then, there exists an uniform constant CJ,N,δ1 > 0 such that the following holds

Bx0,ξ0(s0) ⊂
{

s ∈ [0, s0] : CJ,N,δ1s
p1+1 ≥ s

p1+
θ
2

0 (1− s
J−p1+

θ
2

0 )
}

.

As J − p0 +
θ
2
> 0 and as θ < 1, this set is empty for s0 > 0 small enough (depending only

on CJ,N,δ1, J , θ and θ′). This shows that the dominant part of the Jacobian is encoded by
the polynom qx0,ξ0(s). In other words, for s0 > 0 small enough, one has

Ax0,ξ0(s0) ⊂







s ∈ [0, s0] :
p1!|qx0,ξ0(s)|

∣

∣

∣
(‖ξ0‖)p1+1 (X0 − 1)p1 .fV

(

x0,
ξ0

‖ξ0‖

)
∣

∣

∣

≤ 2J !s
p1+

θ
2

0

η0







.

We are now in a situation where we can apply Cartan’s Theorem on polynoms. Thus, there
exists a system of subintervals, some of which can be empty, L1(x0, ξ0), . . . , LJ(x0, ξ0) of

[0, s0] with the sum of their length bounded by 2J !e
η0
s
1+ θ

2p1
0 and satisfying

Ax0,ξ0(s0) ⊂
J
⋃

p=1

Lp(x0, ξ0),

which concludes the proof of the lemma. �

5.3.2. Change of variables. We will now perform a change of variables in the integral
defining Ĩx0,ξ0(ǫ, b, T ). For that purpose, we will split the interval [0, b] in small subintervals
where the Jacobian of the change of variables is large enough. Let 0 < θ < 1.

Let (x0, ξ0) be an element in KJ
V (η0) satisfying 1/2 − δ1 ≤ p0(x0, ξ0) ≤ 1/2 + δ1, where

δ1 is given by lemma 5.8. For b > 0 small enough, the subset Ax0,ξ0(b)∩ [0, b] is included in

the union of at most J subintervals of [0, b] whose total length is bounded by Cb1+
θ

2(J+1) .
Outside of these “bad” subintervals, the Jacobian of the change of variables does not vanish
and is bounded from below by bJ+θ. We will now split the complementary of these “bad”
subintervals into a family of L disjoint subintervals (Bk)k=1,...L (depending on x0, ξ0) of
individual length b1+2J+2θ and the union of at most J + 1 intervals whose total length is
bounded by (J + 1)b1+2J+2θ. More precisely, we write

(33) Ĩx0,ξ0(ǫ, b, T ) =
1

b

L
∑

k=1

∫

Bk

ã ◦H−ǫPN
x0,ξ0

(s)eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds+O(b
θ

2(J+1) ),

where one has
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• for every 1 ≤ k′ 6= k ≤ L, Bk′ ∩ Bk = ∅;
• for every 1 ≤ k ≤ L, Bk is an interval of length b1+2J+2θ;
• for every 1 ≤ k ≤ L and for every s in Bk, one has |(PN

x0,ξ0
)′(s)| ≥ bJ+θ;

• 1
b

∑L
k=1 |Bk| = 1 +O(b

θ
2(J+1) ).

We will now consider each of the subintegrals independently, i.e. for every 1 ≤ k ≤ L

Ĩkx0,ξ0
(ǫ, b, T ) :=

1

|Bk|

∫

Bk

ã ◦H−ǫPN
x0,ξ0

(s)eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds,

and we will verify that this converges to
∫

S∗M
ãdL for a proper range of ǫ, b → 0, and

T → +∞. We fix 1 ≤ k ≤ L and we make the change of variables s′ = PN
x0,ξ0

(s) where
s ∈ Bk. We obtain

Ĩkx0,ξ0
(ǫ, b, T ) =

1

|Bk|

∫

PN
x0,ξ0

(Bk)

ã ◦H−ǫs′eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))
ds′

|(PN
x0,ξ0

)′ ◦ (PN
x0,ξ0

⌉Bk
)−1(s′)| .

Remark 5.9. We observe that PN
x0,ξ0

(Bk) is an interval whose length is bounded from below

by b1+3J+3θ and from above by O(b1+2J+2θ). In the following, we will denote by B̃k this
interval.

We now write
∣

∣

∣

∣

∣

1
∣

∣(P J
x0,ξ0

)′ ◦ (P J
x0,ξ0

⌉Bk
)−1(s′)

∣

∣

− 1
∣

∣(P J
x0,ξ0

)′(sk))
∣

∣

∣

∣

∣

∣

∣

≤ sup
s∈Bk

∣

∣

∣

∣

|(P J
x0,ξ0

)′′(s)

(P J
x0,ξ0

)′
(

s
)2

∣

∣

∣

∣

×|(P J
x0,ξ0

⌉Bk
)−1(s′)−sk|,

where sk is the left end point of Bk. In particular, we find that

Ĩkx0,ξ0
(ǫ, b, T ) =

1

|Bk|
∣

∣(P J
x0,ξ0

)′(sk))
∣

∣

∫

B̃k

ã ◦H−ǫs′eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds
′ +O(b),

where the constant in the remainder is uniform for 1 ≤ k ≤ L (and for (x0, ξ0) in the
allowed energy layers).

Remark 5.10. Taking the particular case ã = 1, we also observe that

|B̃k| = |Bk|
∣

∣(P J
x0,ξ0

)′(sk))
∣

∣ (1 +O(b)).

In the end, we have obtained that

(34) Ĩkx0,ξ0
(ǫ, b, T ) =

1

|B̃k|

∫

B̃k

ã ◦H−ǫs′eT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds
′ +O(b),

where B̃k is an interval whose length is bounded from below by b1+3J+3θ.

Remark 5.11. Let (x0, ξ0) be an element inKJ
V (η0) satisfying 1/2−δ1 ≤ p0(x0, ξ0) ≤ 1/2+δ1,

where δ1 > 0 was given by lemma 5.8. Combining (33) and (34), we have that, for every
0 < θ < 1,

Ĩx0,ξ0(ǫ, b, T ) =
1

L

L
∑

k=1

1

|B̃k|

∫

B̃k

ã ◦H−ǫseT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds+O
(

b
θ

2(J+1)

)

,
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where B̃k is an interval whose length is bounded from below by b1+3J+3θ and which depends
on (x0, ξ0) (but not on ǫ and T ).

5.3.3. Unique ergodicity. We can now conclude using unique ergodicity of the horocycle
flow [26, 39], which implies

r(T0) := sup
|τ |≥T0

sup

{
∣

∣

∣

∣

1

τ

∫ τ

0

ã ◦Hs′

u (ρ)ds
′ −
∫

S∗M

ãdL

∣

∣

∣

∣

: ρ ∈ S∗M

}

is a nonincreasing function which tends to 0 as T0 → +∞. Then, one has, for every
1 ≤ k ≤ L,

1

|B̃k|

∫

B̃k

ã ◦H−ǫseT‖ξ0‖

u (ρ(ǫ, T, x0, ξ0))ds =

∫

S∗M

ãdL+ r
(

b1+3J+3θǫeT‖ξ0‖) .

Thanks to remark 5.11 and to (32), it implies that

Ix0,ξ0(ǫ, b, T ) =

∫

S∗M

ãdL+r
(

b1+3J+3θǫeT‖ξ0‖)+O
(

b
θ

2(J+1)

)

+O(ǫT )+O(ǫ1+γeT‖ξ0‖)+O(bN+1ǫeT‖ξ0‖).

As N can be chosen arbitrarly large, θ > 0 arbitrarly small and γ arbitrarly close to
1/2, this concludes the proof of proposition 5.1, where we took ǫ0 → 0+ with b = ǫν20 ,
T = c| log ǫ0|, and ǫ ∈ [ǫ1+ν1

0 , ǫ0].

6. Decay of the quantum Loschmidt echo

Motivated by the fact that the unitarity of the quantum propagator e−
iτP̂0(~)

~ (with

P̂0(~) := −~
2∆g

2
) does not allow one to observe any sensitivity to perturbations of the

initial conditions, Peres argued in [42] that both the classical and the quantum system
should be sensitive to pertubations of the Hamiltonian. For that reason, he suggested that
one should look at perturbations of the Hamiltonian for fixed sequences of initial data in
order to study the influence of perturbations both in the classical and in the quantum
setting. For the quantum counterpart, he proposed to look at the overlap between the
solutions of the unperturbed and the perturbed Schrödinger equation for fixed initial data.
Precisely, given a normalized sequence of initial data (ψ~)0<~≤1 and V ∈ C∞(M,R), one
should study the following quantity:

(35) FV
~,ǫ(ψ~, τ) :=

∣

∣

∣

〈

e−
iτP̂0(~)

~ ψ~, e
− iτ(P̂0(~)+ǫV )

~ ψ~

〉
∣

∣

∣

2

.

Peres expected that this overlap should typically decay for any quantum system, and that
it should decay to a much lower value for chaotic sytems than for regular ones. One of the
main difficutly one encounters when studying this overlap is that we want to understand the
limit as τ → +∞ but also as ~ → 0 and ǫ→ 0. In [35], motivated by experiments in nuclear
magnetic resonance, Jalabert and Pastawski were also interested7 in studying properties
of FV

~,ǫ(ψ~, τ) for chaotic systems. They considered the situation where the initial data are
given by a sequence of coherent states which are microlocalized at some point (x0, ξ0) in

7It seems that the terminology “quantum Loschmidt echo” was introduced in this article.
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phase space, and where the potential is given by V (x) = u1V1(x) + . . . + uJVJ(x), where
the (ui)i=1,...J are independent random variables. They observed that, on average and for a
certain range of parameters, the quantum Loschmidt echo is exponentially decaying with a
rate which is asymptotically given by the mean of the Lyapunov exponents of the classical
system. This regime can be observed for times of order the Ehrenfest time, and for strong
enough perturbations (meaning that ǫ→ 0 is large compared with the mean level spacing of

P̂0(~)). This regime is known as the Lyapunov regime. In [34], it was emphasized that the
situation becomes slightly more complicated for smaller perturbations, and that one can
observe other kind of regimes like the so-called Fermi golden rule regime (exponential decay
with a rate depending on ǫ). Besides the above works, many progresses have been made
recently in the physics literature concerning the asymptotic behaviour of FV

~,ǫ(ψ~, τ), and
we refer to [28, 33, 29] for detailed reviews on these questions. It is important to note that,
when studying this problem, the decay rates depend in a subtle way on various quantities
like ǫ, τ and ~, but also the shape (or the statistical properties) of the perturbation, and
the choice of initial data.

The aim of this last section is to use the tools developed in the previous section for
the study of the asymptotic properties of the quantum Loschmidt echo on surfaces with
constant negative curvature. We will look at strong perturbations, namely ǫ≫

√
~ and at

scales of times ≥ | log ǫ|. For simplicity of exposition8, we will only consider sequences of
normalized initial data satisfying (5), i.e.

lim
R→+∞

lim sup
~→0+

∥

∥1[1−R~,1+R~]

(

−~
2∆
)

ψ~ − ψ~

∥

∥

L2(M)
= 0, and ∀ 0 < ~ ≤ 1, ‖ψ~‖L2(M) = 1.

Our main results on these questions are propositions 6.2 and 6.4 which state that the
quantum Loschmidt echo becomes asymptotically strictly less than 1. Compared with the
results described above, it does not provide any decay rate but is valid for any sequence of
initial data (with a proper localization in frequencies) and for any V satisfying a certain
explicit admissibility condition. In particular, we do not have to average over a family of
perturbations.

6.1. Preliminary lemma. As a first step in the study of the properties of the quantum

Loschmidt echo, we study the restriction of the perturbed propagator e−
it
~
(P̂0(~)+ǫ~V ) on the

eigenspaces of the unperturbed Schrödinger operator P̂0(~). The following lemma is the
key result of this section:

Lemma 6.1. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. Suppose that lim~→0 ǫ~ = 0, and that there exists 0 < ν < 1

2
such that,

for ~ > 0 small enough, one has

ǫ~ ≥ ~
ν .

8As in the statements of section 4, our arguments could be generalized to deal with slightly more general
normalized initial data satisfying (13) for some small enough ν0 > 0.



PERTURBED SCHRÖDINGER EQUATION ON NEGATIVELY CURVED SURFACES 27

Let J be a nonnegative integer such that

CJ
V :=

J
⋂

j=0

{

(x0, ξ0) ∈ S∗M : (Xj
0 .fV )(x0, ξ0) = 0

}

= ∅.

Let c1, c2, ν0 > 0 satisfying 1 + (3J + 1)ν0 < c1 ≤ c2 < min {3/2, 1/(2ν)} .
Then, there exists 0 < c0 < 1 such that, for every sequence (τ~)0<~≤1 satisfying

c1| log(ǫ~)| ≤ τ~ ≤ c2| log(ǫ~)|,
one has

lim sup
~→0+

∥

∥

∥
Π(1, ~ǫ−ν0

~
)e−

iτ~
~

(P̂0(~)+ǫ~V )Π(1, ~ǫ−ν0
~

)
∥

∥

∥

L2(M)→L2(M)
≤ c0,

where
Π(1, ~ǫ−ν0

~
) := 1

[1−ǫ
−ν0
~

~,1+ǫ
−ν0
~

~]
(−~

2∆g).

This lemma shows that, under some geometric assumptions on the perturbation, the
norm of the perturbed propogator restricted to the eigenspaces of P̂0(~) is uniformly strictly
less than 1. In appendix C, it is shown that the assumption on V is “generic”.

Proof. We proceed by contradiction, i.e. we suppose that, for every integer n ≥ 1, one can
find a sequence (τn

~
)0<~≤1 satisfying

c1| log(ǫ~)| ≤ τn
~
≤ c2| log(ǫ~)|,

and such that

lim sup
~→0+

∥

∥

∥

∥

Π(1, ~ǫ−ν0
~

)e−
iτn

~

~
(P̂0(~)+ǫ~V )Π(1, ~ǫ−ν0

~
)

∥

∥

∥

∥

L2(M)→L2(M)

≥ 1− 1

n
.

Thus, for any integer n ≥ 1, one can find9 0 < ~n ≤ 1
n
and ψ~n such that ‖ψ~n‖L2 = 1,

c1| log ǫ~n | ≤ τn
~n

≤ c2| log ǫ~n |, and

(36)

∥

∥

∥

∥

Π(1, ~nǫ
−ν0
~n

)e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )Π(1, ~nǫ
−ν0
~n

)ψ~n

∥

∥

∥

∥

L2(M)→L2(M)

≥ 1− 2

n
.

We define ψ̃~n := Π(1, ~nǫ
−ν0
~n

)ψ~n , which satisfies, thanks to the previous inequality,

limn→+∞ ‖ψ̃~n‖ = 1. We will now use two different procedures to compute the limit of
the following quantity:

An :=

∫

M

(V ∗)2
∣

∣

∣

∣

e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n

∣

∣

∣

∣

2

dvolg,

where V ∗ = V −
∫

S∗M
V ◦ πdL (with π(x, ξ) = x), and volg is the Riemannian volume on

M . Using proposition 4.4 and the fact that CJ
V is empty, we first obtain that

lim
n→+∞

An =

∫

S∗M

(

V ◦ π −
∫

S∗M

V ◦ πdL
)2

dL.

9Without loss of generality, we can suppose 0 < ~n+1 < ~n.
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We will now compute the limit of An in a slightly different manner, and then get the
contradiction. For that purpose, we will admit that the following property holds:

(37) V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n = e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )V ψ̃~n + oL2(1).

We postpone the proof of this equality to the end, and we first show how it allows us to
conclude. As in paragraph 4.3, we introduce a smooth cutoff function χδ to microlocalize
the symbols near S∗M . Combining this to relation (37), we obtain:

An =
〈

ψ̃~n ,Op
~n
(V ∗χδ ◦ p0)Vnψ̃~n

〉

+ o(1).

where we set

Vn := e
iτn

~n
~n

(P̂0(~n)+ǫ~nV )Op~n
(V ∗χδ ◦ pǫ~n)e

−
iτn

~n
~n

(P̂0(~n)+ǫ~nV ).

As in paragraph 4.3, we can use the invariance of the state ψ̃~n on short intervals of time,
precisely (21). We find that

An =
1

ǫν2
~n

∫ ǫ
ν2
~n

0

〈

ψ̃~n , e
− is~n∆g

2 Op~n
(V ∗χδ ◦ p0)e

is~n∆g

2 e−
is~n∆g

2 Vne
is~n∆g

2 ψ̃~n

〉

ds+ o(1),

for some fixed ν2 > ν0. Using Egorov and Calderón-Vaillancourt theorems [51] (Chapters
4 and 11), we have

e−
is~n∆g

2 Op
~n
(V ∗χδ ◦ p0)e

is~n∆g
2 = Op

~n
(V ∗χδ ◦ p0) + oL2→L2(1),

uniformly for s ∈ [0, ǫν2
~n
], and thus

An =

〈

ψ̃~n ,Op~n(V
∗χδ ◦ p0)

(

1

ǫν2
~n

∫ ǫ
ν2
~n

0

e−
is~n∆g

2 Vne
is~n∆g

2 ds

)

ψ̃~n

〉

+ o(1).

So, it remains to analyse the operator 1
ǫ
ν2
~n

∫ ǫ
ν2
~n

0 e−
is~n∆g

2 Vne
is~n∆g

2 ds whose complete expres-

sion is

1

ǫν2
~n

∫ ǫ
ν2
~n

0

e−
is~n∆g

2 e
iτn

~n
~n

(P̂0(~n)+ǫ~nV )Op~n
(V ∗χδ ◦ pǫ~n)e

−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )e
is~n∆g

2 ds.

The proof of proposition 4.4 was in fact reduced to studying the convergence of this kind
of operator – see equations (22) and (23). In particular, we proved that, modulo small
error terms, this operator is a ~n-pseudodifferential operator with principal symbol

(x, ξ) 7→ χδ ◦ p0(x, ξ)
1

ǫν2
~n

∫ ǫ
ν2
~n

0

V ∗ ◦Gτ~n
ǫ~n

◦Gs
0(x, ξ)ds.

Combining the facts that CJ
V is empty and that

∫

S∗M
V ∗dL = 0 to proposition 5.1, it can

be shown that the norm of this operator is in fact o(1) as n→ +∞. Thus, one has
∫

S∗M

(

V ◦ π −
∫

S∗M

V ◦ πdL
)2

dL = lim
n→+∞

An = 0,
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which provides the contradiction as CJ
V is empty.

It remains now to verify that (37) holds. We observe that, up to this point, we did not

use all the informations contained in (36). In particular, by construction of ψ̃~n , one knows
that, as n→ +∞,

rn :=

∥

∥

∥

∥

(

IdL2 − Π(1, ~nǫ
−ν0
~n

)
)

e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n

∥

∥

∥

∥

L2

= o(1).

Then, we fix a bounded sequence (δn)n≥1 such that ǫ~nδ
−1
n → 0, and δnǫ

−1
~n
rn → 0 as

n → +∞. We let 0 ≤ χ1 ≤ 1 be a smooth cutoff function which is equal to 1 in a small
neighborhood of 0 and 0 outside a slightly larger interval, say [−1/2, 1/2]. As 1 + ν0 <

1
ν

by assumption, and as ǫ~nδ
−1
n → 0, we find that ~nǫ

−ν0
~n

δ−1
n → 0. As ψ̃~n = Π(1, ~nǫ

−ν0
~n

)ψ̃~n ,
this implies that, for n large enough,

(38) ψ̃~n = χ1

(

P̂0(~n)− 1/2

δn

)

ψ̃~n .

Using functional calculus for pseudodifferential operators (Ch. 14 in [51]) and the fact that
δn ≥ ~

ν for some 0 < ν < 1/2, we know that the operators

χ1

(

P̂0(~n)− 1/2

δn

)

, and χ1

(

P̂ǫ~n
(~n)− 1/2

δn

)

are ~-pseudodifferential operators in Ψ−∞,0
ν (M). Then, using the Calderón-Vaillancourt

theorem [51] (Ch. 5), we find that

(39)

∥

∥

∥

∥

∥

χ1

(

P̂0(~n)− 1/2

δn

)

− χ1

(

P̂ǫ~n
(~n)− 1/2

δn

)
∥

∥

∥

∥

∥

L2→L2

= O(ǫ~nδ
−1
n ) = o(1).

Using (38) and twice this equality, we find that

V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n = V χ1

(

P̂0(~n)− 1/2

δn

)

e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n + o(1).

Thanks to the composition properties of ~-pseudodifferential operators, this can also be
rewritten as

(40) V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n = χ1

(

P̂0(~n)− 1/2

δn

)

V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n + o(1).

We now remark that
∥

∥

∥

∥

∥

(

P̂0(~n)− 1/2

ǫ~n

)

χ1

(

P̂0(~n)− 1/2

δn

)

e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n

∥

∥

∥

∥

∥

L2

= O(~nǫ
−1−ν0
~n

)+O(rnδnǫ
−1
~n
).
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Implementing this property in (40), we get

V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n = χ1

(

P̂0(~n)− 1/2

δn

)

e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV ) P̂ǫ~n
(~n)

ǫ~n
ψ̃~n + o(1),

which implies

V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n = χ1

(

P̂0(~n)− 1/2

δn

)

e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )V ψ̃~n + o(1),

Applying (38), (39) and the composition rule for pseudodifferential operators in the other
way, we finally obtain

V e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )ψ̃~n = e−
iτn

~n
~n

(P̂0(~n)+ǫ~nV )V ψ̃~n + o(1),

which is exactly equality (37). �

6.2. Properties of the quantum Loschmidt echo.

6.2.1. Times of order | log ǫ~|. As a direct application of lemma 6.1, we obtain the following
property of the quantum Loschmidt echo:

Proposition 6.2. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. Suppose also that

CV =

+∞
⋂

j=0

{

(x0, ξ0) ∈ S∗M : (Xj
0 .fV )(x0, ξ0) = 0

}

= ∅.

Let (ǫ~)0<~≤1 be a sequence such that lim~→0 ǫ~ = 0, and such that there exists 0 < ν < 1
2

verifying, for ~ > 0 small enough,

ǫ~ ≥ ~
ν .

Let 1 < c1 ≤ c2 < min{3/2, 1/(2ν)}.
Then, there exists 0 ≤ c0 < 1 such that, for every sequence (ψ~)0<~≤1 satisfying (5), and

for every sequence (τ~)0<~≤1 satisfying for ~ > 0 small enough

c1| log ǫ~| ≤ τ~ ≤ c2| log ǫ~|,
one has

0 ≤ lim sup
~→0

FV
~,ǫ~

(ψ~, τ~) ≤ c0 < 1.

Remark 6.3. In order to deduce this proposition from lemma 6.1, one should observe that
every sequence (ψ~)0<~≤1 satisfying (5) verify, for every ν0 > 0,

lim
~→0

∥

∥

∥

(

Id− 1
[1−ǫ

−ν0
~

~,1+ǫ
−ν0
~

~]
(−~

2∆g)
)

ψ~

∥

∥

∥

L2
= 0.

Moreover, by a compactness argument, CV = ∅ implies that there exists J ≥ 0 such that
CJ
V = ∅.
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Our result shows that the quantum Loschmidt echo is strictly less than 1 for times of
order | log ǫ~|. Recall that, under our assumptions on ǫ~, we are looking at a scale times for
which the standard semiclassical rules apply. In other words, we are below the so-called

Ehrenfest time which is | log ~|
2

in this geometric context. We also observe that our result
holds for any sequence of initial data satisfying proper energy localization, namely (5).
Compared with the results from the physics literature mentioned in the introduction of
this section, we emphasize that our proposition does not provide a priori a decay rate for
the quantum Loschmidt echo.

6.2.2. Beyond the | log ǫ~|-scale. The previous proposition holds for times of order | log ǫ~|,
and it is natural to ask what are the properties of the quantum Loschmidt echo beyond
this time scale. According to the physics literature, it should typically be a nonincreasing
function of time. Thus, one expects that it will at least remain strictly smaller than 1 for
larger times. The following proposition provides some informations in this direction.

Proposition 6.4. Suppose that dim(M) = 2, and that M has constant negative sectional
curvature K ≡ −1. Suppose also that

CV =
+∞
⋂

j=0

{

(x0, ξ0) ∈ S∗M : (Xj
0 .fV )(x0, ξ0) = 0

}

= ∅.

Let (ǫ~)0<~≤1 be a sequence such that lim~→0 ǫ~ = 0, and such that there exists 0 < ν < 1
2

verifying, for ~ > 0 small enough,
ǫ~ ≥ ~

ν .

Then, there exists 0 ≤ c0 < 1 such that, for every sequence (ψ~)0<~≤1 satisfying (5), and
for every sequence (τ~)0<~≤1 satisfying

lim
~→0+

τ~
| log ǫ~|

= +∞,

one has

0 ≤ lim sup
~→0

∫ 1

0

FV
~,ǫ~

(ψ~, tτ~)dt ≤ c0 < 1.

Compared with proposition 6.2 which was for instance valid for any time of order c| log ǫ~|
(with c > 0 fixed in a convenient interval), this result holds on average over an interval of
times of order τ~. The advantage is that we can consider much larger times, e.g. we can
choose τ~ ≫ | log ~|. A natural scale of times is τ~ = 1/~, which is called the Heisenberg
time in the physics literature. In this case, the result reads as follows:

Corollary 6.5. Suppose that dim(M) = 2, that M has constant negative sectional curva-
ture K ≡ −1, and that CV = ∅. Let 3/2 < α < 2.

Then, there exists 0 ≤ c0 < 1 such that for every sequence (ψ~)0<~≤1 satisfying (5), one
has

∀τ0 > 0, lim sup
~→0

1

τ0

∫ τ0

0

∣

∣

∣

∣

〈

e
it∆g

2 ψ~, e
it(∆g+~

−αV )

2 ψ~

〉
∣

∣

∣

∣

2

dt ≤ c0 < 1.
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We will now give the proof of proposition 6.4 which also follows from lemma 6.1.

Proof. As CV = ∅ and as S∗M is compact, there exists J ≥ 0 such that CJ
V = ∅. We fix

ν0 > 0 small enough to ensure 1 + (3J + 1)ν0 < min{3/2, 1/(2ν)} as in the statement of
lemma 6.1.

Using remark 6.3, we first observe that

lim sup
~→0

∫ 1

0

FV
~,ǫ~

(ψ~, tτ~)dt ≤ lim sup
~→0

∫ 1

0

∥

∥

∥
Π(1, ~ǫ−ν0

~
)e−

itτ~
~

(P̂0(~)+ǫ~V )ψ~

∥

∥

∥

2

dt.

We will in fact show something slightly stronger. Precisely, we will prove that there exists
0 ≤ c0 < 1 such that for every sequence (ψ~)0<~≤1 satisfying (5), and for every sequence
(τ~)0<~≤1 satisfying

lim
~→0+

τ~
| log ǫ~|

= +∞,

one has

0 ≤ lim sup
~→0

∫ 1

0

∥

∥

∥
Π(1, ~ǫ−ν0

~
)e−

itτ~
~

(P̂0(~)+ǫ~V )ψ~

∥

∥

∥

2

dt ≤ c0 < 1.

We proceed by contradiction. We suppose that there exist a sequence (ψ~n)n≥1 satisfy-
ing (5), and a sequence (τ~n)n≥1 satisfying

lim
n→+∞

τ~n
| log ǫ~n |

= +∞,

such that

(41) lim
n→+∞

∫ 1

0

∥

∥

∥

∥

Π(1, ~nǫ
−ν0
~n

)e−
itτ~n
~n

(P̂0(~n)+ǫ~nV )ψ~n

∥

∥

∥

∥

2

dt = 1.

In particular, as ‖ψ~n‖ = 1, one has

(42) lim
n→+∞

∫ 1

0

∥

∥

∥

∥

(

Id−Π(1, ~nǫ
−ν0
~n

)
)

e−
itτ~n
~n

(P̂0(~n)+ǫ~nV )ψ~n

∥

∥

∥

∥

2

dt = 0,

and also, from the Jensen’s inequality,

(43) lim
n→+∞

∫ 1

0

∥

∥

∥

∥

(

Id− Π(1, ~nǫ
−ν0
~n

)
)

e−
itτ~n
~n

(P̂0(~n)+ǫ~nV )ψ~n

∥

∥

∥

∥

dt = 0,

We fix 1+ (3J +1)ν0 < c < min{3/2, 1/(2ν)}. By changing the variables in equation (41),
we deduce that

lim
n→+∞

∫ 1

0

∥

∥

∥

∥

Π(1, ~nǫ
−ν0
~n

)e−
ic| log ǫ~n

|

~n
(P̂0(~n)+ǫ~nV )e−

itτ~n
~n

(P̂0(~n)+ǫ~nV )ψ~n

∥

∥

∥

∥

2

dt = 1.

Then, from (41), (42) and (43), one gets

1 = lim
n→+∞

∫ 1

0

∥

∥

∥

∥

Π(1, ~nǫ
−ν0
~n

)e−
ic| log ǫ~n

|

~n
(P̂0(~n)+ǫ~nV )Π(1, ~nǫ

−ν0
~n

)e−
itτ~n
~n

(P̂0(~n)+ǫ~nV )ψ~n

∥

∥

∥

∥

2

dt.
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In particular, one has

1 ≤ lim sup
n→+∞

∥

∥

∥

∥

Π(1, ~nǫ
−ν0
~n

)e−
ic| log ǫ~n

|

~n
(P̂0(~n)+ǫ~nV )Π(1, ~nǫ

−ν0
~n

)

∥

∥

∥

∥

2

,

which is ≤ c20 < 1 from lemma 6.1, and thus provides the contradiction. �

Appendix A. Semiclassical analysis on manifolds

In this appendix, we review some basic facts on semiclassical analysis that can be found
for instance in [51] – chapter 14.

A.1. General facts. Recall that we define on R
2d the following class of admissible sym-

bols:

Sm,k(R2d) :=
{

(a~(x, ξ))~∈(0,1] ∈ C∞(R2d) : |∂αx∂βξ a~| ≤ Cα,β~
−k〈ξ〉m−|β|

}

.

Let M be a smooth Riemannian d-manifold without boundary. Consider a smooth atlas
(fl, Vl) of M , where each fl is a smooth diffeomorphism from Vl ⊂ M to a bounded open
set Wl ⊂ R

d. To each fl correspond a pull back f ∗
l : C∞(Wl) → C∞(Vl) and a canonical

map f̃l from T ∗Vl to T
∗Wl:

f̃l : (x, ξ) 7→
(

fl(x), (Dfl(x)
−1)T ξ

)

.

Consider now a smooth locally finite partition of identity (φl) adapted to the previous atlas
(fl, Vl). That means

∑

l φl = 1 and φl ∈ C∞(Vl). Then, any observable a in C∞(T ∗M)
can be decomposed as follows: a =

∑

l al, where al = aφl. Each al belongs to C∞(T ∗Vl)

and can be pushed to a function ãl = (f̃−1
l )∗al ∈ C∞(T ∗Wl). As in [51], define the class of

symbols of order m and index k

(44) Sm,k(T ∗M) :=
{

(a~(x, ξ))~∈(0,1] ∈ C∞(T ∗M) : |∂αx∂βξ a~| ≤ Cα,β~
−k〈ξ〉m−|β|

}

.

Then, for a ∈ Sm,k(T ∗M) and for each l, one can associate to the symbol ãl ∈ Sm,k(R2d)
the standard Weyl quantization

Opw
~
(ãl)u(x) :=

1

(2π~)d

∫

R2d

e
ı
~
〈x−y,ξ〉ãl

(

x+ y

2
, ξ; ~

)

u(y)dydξ,

where u ∈ S(Rd), the Schwartz class. Consider now a smooth cutoff ψl ∈ C∞
c (Vl) such that

ψl = 1 close to the support of φl. A quantization of a ∈ Sm,k(T ∗M) is then defined in the
following way [51]:

(45) Op
~
(a)(u) :=

∑

l

ψl ×
(

f ∗
l Opw

~
(ãl)(f

−1
l )∗

)

(ψl × u) ,

where u ∈ C∞(M). This quantization procedure Op~ sends (modulo O(~∞)) Sm,k(T ∗M)
onto the space of pseudodifferential operators of orderm and of index k, denoted Ψm,k(M) [51].
It can be shown that the dependence in the cutoffs φl and ψl only appears at order 1
in ~ (Theorem 18.1.17 in [32] or Theorem 9.10 in [51]) and the principal symbol map
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σ0 : Ψ
m,k(M) → Sm,k/Sm−1,k−1(T ∗M) is intrinsically defined. Most of the rules (for exam-

ple the composition of operators, the Egorov and Calderón-Vaillancourt Theorems) that
hold on R

2d still hold in the case of Ψm,k(M). Because our study concerns the behav-
ior of quantum evolution for logarithmic times in ~, a larger class of symbols should be
introduced as in [51], for 0 ≤ ν < 1/2,

(46) Sm,k
ν (T ∗M) :=

{

(a~)~∈(0,1] ∈ C∞(T ∗M) : |∂αx∂βξ a~| ≤ Cα,β~
−k−ν|α+β|〈ξ〉m−|β|

}

.

Results of [51] (as Calderón-Vaillancourt and Egorov theorems) can also be applied to this
new class of symbols.

A.2. Egorov theorem. In this paragraph, we briefly recall the Egorov theorem for short
logarithmic times on constant negatively curved surfaces. The proof of this result on
compact manifold was given in [3, 21] building on earlier proofs on R

d [6, 11, 51]. Here,
we will in fact be interested in generalizations of the results from [3, 21] in the context of

“perturbed” Schrödinger operators P̂ǫ(~) := P̂0(~) + ǫV . It was explained in appendix B

of [24] how the Egorov Theorem for short logarithmic times can be extended to P̂ǫ(~) by
slightly adapting the arguments from [3, 21]. We will just recall the result we need, and
we refer the reader to the above references for more details.

Let δ > 0 and let a be a smooth function which is compactly supported in the following
neighborhood of S∗M of size δ, i.e.:

T ∗
[1/2−δ,1/2+δ]M := {(x, ξ) ∈ T ∗M : p0(x, ξ) ∈ [1/2− δ, 1/2 + δ]} ,

where p0(x, ξ) :=
‖ξ‖2
2
. According to [24] (appendix B), there exists ǫ0 > 0 such that, for

every ǫ ∈ [0, ǫ0] and for every smooth function a compactly supported in T ∗
[1/2−δ,1/2+δ]M ,

one has that, for every 0 ≤ t ≤ (1−δ)| log ~|
2
√
1+6δ

, the operator

e
itP̂ǫ(~)

~ Op~(a)e
− itP̂ǫ(~)

~

belongs to Ψ−∞,0
ν (M) for some 0 < ν < 1/2 (which depends on δ and ǫ0). Moreover,

its principal symbol is equal to a ◦ Gt
ǫ and all the involved semi-norms can be uniformly

bounded in terms of ǫ ∈ [0, ǫ0] and of t in the above range. Also, thanks to the Calderón-

Vaillancourt Theorem, we find that, uniformly for ǫ ∈ [0, ǫ0] and 0 ≤ t ≤ (1−δ)| log ~|
2
√
1+6δ

, one

has

(47)
∥

∥

∥
e

itP̂ǫ(~)
~ Op

~
(a)e−

itP̂ǫ(~)
~ −Op

~
(a ◦Gt

ǫ)
∥

∥

∥

L2→L2
= o(1),

as ~ → 0.

A.3. Positive quantization. Even if the Weyl procedure is a natural choice to quantize
an observable a on R

2d, it is sometimes preferrable to use a quantization procedure Op+
~

that satisfies the following property : Op+
~
(a) ≥ 0 if a ≥ 0. This can be achieved thanks
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to the anti-Wick procedure OpAW
~

, see [30] for instance. For a in S0,0
ν (R2d), that coincides

with a function on R
d outside a compact subset of T ∗

R
d = R

2d, one has

(48) ‖Opw
~
(a)−OpAW

~
(a)‖L2 ≤ C

∑

1≤|α|≤D

~
|α|
2 ‖∂αa‖,

where C and D are some positive constants that depend only on the dimension d. To get a
positive procedure of quantization on a manifold, one can replace the Weyl quantization by
the anti-Wick one in definition (45). This new choice of quantization (that we will denote
by Op+

~
) is positive and it is well defined for every element a in S0,0

ν (T ∗M) of the form

c0(x) + c(x, ξ) where c0 belongs to S0,0
ν (T ∗M) and c belongs to10 C∞

c (T ∗M) ∩ S0,0
ν (T ∗M).

We can also require that Op+
~
(1) = IdL2(M). The main observation is that, for such symbols,

one has

(49)
∥

∥Op+
~
(a)−Op

~
(a)
∥

∥

L2 ≤ C ′
∑

1≤|α|≤D′

~
|α|
2 ‖∂αa‖,

where C ′ and D′ are some positive constants that depend only on the manifold M and on
the choice of coordinate charts.

Appendix B. Strong structural stability

In our proof, we needed to use the strong structural stability property for Anosov
flows [5], and more precisely, we needed to use the fact that the conjugating homeomor-
phism and the reparametrization function depend in a “smooth” way on the perturbation
parameter ǫ. This regularity was observed by De La Llave, Marco and Moriyon [19] based
on “analytic” proofs of structural stability for Anosov diffeomorphisms due to Moser [40]
and Mather [48]. In this appendix, we recall a few facts on the geometric properties of the
conjugating homeomorphism that were proved in section 5 of [24] based on the arguments
of [19].

First, we briefly recall strong structural stability property for Anosov flows in the same
way as it was stated in [19]. For that purpose, we introduce some manifolds of mappings
that will be involved in this theorem – see [22, 1, 23] or the appendix of [24] for a brief
reminder on their differential structure. Define

CX0(S
∗M) :=

{

h ∈ C0(S∗M,S∗M) : ∀ρ ∈ S∗M,

(

d

dt
h ◦Gt

0(ρ)

)

t=0

= DX0h exists

}

,

which can be endowed with a smooth differential structure modeled on the Banach spaces
of continuous sections s : S∗M 7→ h∗TS∗M which are differentiable along the geodesic
flow. This manifold contains an “adapted” submanifold M which contains IdS∗M in its
interior and for which the elements are in some sense “transversal” to the geodesic vector
field X0 [19] – appendix A (see also appendix of [24]).

The structural stability theorem can be then stated as follows (theorem A.2 in [19]):

10Here we mean that there exists a compact subset K ⊂ T ∗M such that supp(a~) ⊂ K for every
0 < ~ ≤ 1.
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Theorem B.1. [Strong structural stability] Assume X0 is an Anosov vector field. There
exists an open neighborhood U0(X0) of X0 in V2(S∗M) and a unique C2 map S0 : U0(X0) →
M×C0(S∗M,R) such that S0(X0) = (IdS∗M , 1) and if S0(X) = (h, τ), then

(50) DX0h− τX ◦ h = 0S∗M(h),

where 0S∗M is the zero section.

Remark B.2. In fact, the neighborhood U0(X0) can be chosen small enough to ensure that
h is an homeomorphism – appendix A of [19] or remark 5.5 of [24]. Using that h is an
homeomorphism, we can also write the following formula connecting the two flows:

(51) ∀ t ∈ R, h ◦Gτ(t,ρ)
0 ◦ h−1(ρ) = Gt

X(ρ),

where

τ(t, ρ) :=

∫ t

0

ds

τ ◦ h−1 ◦Gs
X(ρ)

.

We now describe some geometric properties of the conjugating homeomorphism when
we apply the strong structural stability theorem to the perturbations Y ǫ

x1,ξ1
. Recall that

they define small C1 perturbation of the geodesic vector field X0. We refer to section 5
of [24] for the details of the proofs.

Observe that there exists ǫ0 > 0 such that, for every (x1, ξ1) in a small neighborhood of
S∗M and for every ǫ ∈ [0, ǫ0], Y

ǫ
x1,ξ1

belongs to the neighborhood of the previous theorem.
We write

S0(Y
ǫ
x1,ξ1) = (hǫx1,ξ1, τ

ǫ
x1,ξ1).

As the map S0 is of class C1, we can write that

(52) sup
ρ∈S∗M

{

d(hǫx1,ξ1
(ρ), ρ), |τ ǫx1,ξ1

(ρ)− 1|
}

= O(ǫ),

where the constant in the remainder is uniform for (x1, ξ1) in a small neighborhood of S∗M .
In our proof, we also need to understand precisely the properties of the map (hǫx1,ξ1

)−1. We

observe that the map ǫ 7→ (hǫx1,ξ1
)−1 ∈ C0(S∗M,S∗M) has a priori no reason to be of class

C1 – see remark 5.7 in [24]. In order to solve this problem, we will write

hǫx1,ξ1 := exp(vǫx1,ξ1),

where vǫx1,ξ1
is a continuous vector field and exp is the exponential map induced by the

Riemannian structure on S∗M . We also introduce the following vector field on S∗M :

(53) ṽǫx1,ξ1
:=

ǫ

‖ξ1‖
(βs

VX
s + βu

VX
u) ,

where

βs
V (x, ξ) :=

1√
2

∫ +∞

0

g∗x(−t)

(

dx(−t)V, ξ
⊥(−t)

)

e−tdt,

and

βu
V (x, ξ) :=

1√
2

∫ +∞

0

g∗x(t)
(

dx(t)V, ξ
⊥(t)

)

e−tdt,



PERTURBED SCHRÖDINGER EQUATION ON NEGATIVELY CURVED SURFACES 37

with Gt
0(x, ξ) := (x(t), ξ(t)).We observe that these two functions do not depend on (x1, ξ1).

It was proved in [24] that βu
V and βs

V are Cγ-Hölder for every γ < 1/2 – lemma 5.13 from
this reference. According to lemma 1 in [40], we can write that

(54) exp(−ṽǫx1,ξ1
) ◦ exp vǫx1,ξ1

= exp(−ṽǫx1,ξ1
+ vǫx1,ξ1

+ r(ṽǫx1,ξ1
, vǫx1,ξ1

)),

where

‖r(ṽǫx1,ξ1
, vǫx1,ξ1

)‖C0 ≤ C‖ṽǫx1,ξ1
‖Cγ‖vǫx1,ξ1

‖γC0,

for some uniform constant C > 0 (depending on the manifold and on γ). In particular, we
have that, in our setting, ‖r(ṽǫx1,ξ1

, vǫx1,ξ1
)‖C0 = O(ǫ1+γ) with the constant involved in the

remainder which is uniform for (x1, ξ1) in a small neighborhood of S∗M .

Remark B.3. The proof of this fact was given in the appendix of [40] for the general case
of vector fields on a Riemannian manifold. The only difference is that the proof given in
this reference is for γ = 1. Yet, the proof can be directly adapted to get the above estimate
involving Hölder norms.

Finally, according to paragraphs 5.3.1 and 5.3.2 in [24], one has that ṽǫx1,ξ1
is equal to

vǫx1,ξ1
up to an error of order O(ǫ2) in the C0-topology. This property followed from the

differentiation of the implicit equation (50). In particular, thanks to (54), we can derive
that exp(−ṽǫx1,ξ1

) ◦ hǫx1,ξ1
is close to identity up to an error of order O(ǫ1+γ), where the

constant involved is uniform for (x1, ξ1) in a small neighborhood of S∗M . We underline
that this property holds for every 0 < γ < 1/2. To summarize, for every 0 < γ < 1/2, we
have that

(55) sup
ρ∈S∗M

{

d
(

(

hǫx1,ξ1

)−1
(ρ), exp(−ṽǫx1,ξ1

)(ρ)
)}

= O(ǫ1+γ),

where the constant in the remainder is uniform for (x1, ξ1) in a small neighborhood of
S∗M . Thus, even if the map ǫ 7→ (hǫx1,ξ1

)−1 ∈ C0(S∗M,S∗M) is not “smooth”, it can be
approximated in a precise way by a smooth map which has a very explicit expression.

Appendix C. Potentials satisfying CV = ∅
In this appendix, we will prove the following proposition which shows that the assump-

tions appearing in section 6 and corollary 2.6 are in some sense “generic”:

Proposition C.1. Let M be a smooth compact oriented Riemannian boundaryless surface.
Then, the set

U := {V ∈ C∞(M,R) : CV = ∅}
is open and dense in C∞(M,R) endowed with its natural topology of Fréchet space.

We note that we do not require M to be negatively curved in this statement. Recall
that we have defined fV (x, ξ) := g∗x(dxV, ξ

⊥), and

CV :=
{

ρ ∈ S∗M : ∀ j ≥ 0, Xj
0 .fV (ρ) = 0

}

.

The proof below was indicated to us by Jean-Yves Welschinger.
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Proof. Recall that the (natural) Fréchet topology on C∞(M,R) is in fact equivalent to the
topology induced by the following metric:

∀V,W ∈ C∞(M,R), D(V,W ) :=
∑

j≥0

1

2j+1
min {1, ‖V −W‖Cj} ,

where, for every i ≥ 0, ‖.‖Ci is the usual norm on Ci(M,R).
We will first prove that the set U is open. We fix V in U . By compactness, we observe

that there exists some J0 > 0 such that, for every ρ in S∗M , there exists 0 ≤ j ≤ J0 such
that Xj

0 .fV (ρ) 6= 0. We introduce

f̃V (ρ) := max
{

|Xj
0 .fV (ρ)| : 0 ≤ j ≤ J0

}

,

which is continuous on S∗M . From our assumption, there exists 0 < δ0 < 1 such that
f̃V ≥ δ0 on S∗M . We now observe that, for every j ≥ 0, there exists a constant cj ≥ 1
(depending only on (M, g) and on j) such that, for every ρ ∈ S∗M and for every W in
C∞(M,R), one has

|Xj
0 .(fV − fW )(ρ)| ≤ cj‖V −W‖Cj+1.

If we takeW in C∞(M,R) such thatD(V,W ) ≤ δ0
2J0+2 max0≤j≤J0

cj
, then, for every 0 ≤ j ≤ J0,

one has ‖V −W‖Cj ≤ δ0
2max0≤j≤J0

cj
. Then, we deduce that W belongs to U .

It remains to show that the set U is dense. This will follow from the Sard-Smale’s
theorem [47]. Before applying this theorem, we make a simple observation. We fix V in

C∞(M,R) and δ0 > 0. We observe that there exists J0 ≥ 5 such that, for every W̃ in
C∞(M,R),

D(V, W̃ ) ≤
J0
∑

j=0

1

2j+1
‖V − W̃‖Cj + δ0.

Suppose now that we are able to find W in CJ0(M,R) which is δ0 close to V in the CJ0

topology and such that, for every ρ ∈ S∗M , there exists 0 ≤ j ≤ 3 verifying Xj
0 .fW (ρ) 6= 0.

Then, we can use the fact that C∞(M,R) is dense in CJ0(M,R) for the CJ0 topology and
conclude. In fact, by density, we can find, for every 0 < δ < δ0, W̃ in C∞(M,R) such that

‖W̃ −W‖CJ0 ≤ δ
max0≤j≤J0

cj
. In particular, for such a W̃ , one has D(V, W̃ ) ≤ 3δ0, and

∀ρ ∈ S∗M, max
0≤j≤3

{|Xj
0 .fW̃ (ρ)|} ≥ max

0≤j≤3
{|Xj

0.fW (ρ)|} − δ.

Taking δ > 0 small enough to ensure that the above quantity is positive for every ρ in
S∗M , we have found W̃ in C∞(M,R) which is δ0 close to V in the C∞ topology and such
that, for every ρ in S∗M , there exists 0 ≤ j ≤ 3 satisfying Xj

0 .fW (ρ) 6= 0.
It now remains to prove that, for every J0 ≥ 5, the set

UJ0 :=
{

V ∈ CJ0(M,R) : ∀ρ ∈ S∗M, ∃0 ≤ j ≤ 3 s.t. Xj
0 .fV (ρ) 6= 0

}

contains a dense subset of CJ0(M,R). For that purpose, we define

L : (V, ρ) ∈ CJ0(M,R)× S∗M 7→ (fV (ρ), X0.fV (ρ), X
2
0 .fV (ρ), X

3
0 .fV (ρ)) ∈ R

4.
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This defines a C1 map on the Banach manifold CJ0(M,R) × S∗M , and we say that 0 is a
regular value of L if, for every (V, ρ) satisfying L(V, ρ) = 0, the tangent map D(V,ρ)L is a
continuous surjective linear map whose kernel has a closed complement. One can verify
that it is in fact continuous, and that the kernel has a closed complement (the kernel has
finite codimension). In order to verify the surjectivity, it is sufficient to show that

(56) ∀z ∈ R
4, ∃W ∈ CJ0(M,R) such that D(V,ρ)L.(W, 0) = z.

We note that D(V,ρ)L.(W, 0) = L(W, ρ), and we introduce the following linear maps, for
every ρ0 = (x0, ξ0) in S

∗M :

L(0)
ρ0

: W ∈ B0 := CJ0(M,R) 7→ fW (ρ0) ∈ R,

and, for 1 ≤ j ≤ 3,

L(j)
ρ0 : W ∈ Bj := ∩j−1

l=0Ker
(

L(l)
ρ0

)

7→ Xj
0 .fW (ρ0) ∈ R.

For every 0 ≤ j ≤ 3, one can verify that these maps are nonvanishing linear forms on the
infinite dimensional Banach space Bj – see remark C.2 below. In particular, taking Wj

which does not belong to the kernel of L
(j)
ρ0 for every 0 ≤ j ≤ 3, we can write that, for

every 0 ≤ j ≤ 3,

L(Wj , ρ0) = (aj0, a
j
1, a

j
2, a

j
3),

where, by construction, ajj 6= 0, and ajp = 0 for every p < j. In particular, R
4 =

span{D(V,ρ)L.(Wj , 0) : 0 ≤ j ≤ 3}, and the map D(V,ρ)L is surjective.

Remark C.2. Above, we claimed that L
(j)
ρ0 is a nonvanishing linear form when it acts on

the Banach space Bj ⊂ CJ0(M,R). This can be proved as follows. Let 0 ≤ j ≤ 3. Consider
κ : U → V ⊂ R

2 a chart centered at x0 in M . This chart can be lifted to a chart centered
at (x0, 0) in T

∗M as follows

κ̃ : T ∗U → T ∗V ⊂ R
4, (x, ξ) 7→ (uk, vl) := (κ(x), (dκ(x)T )−1ξ).

For a fixed smooth function W on M , we define in a small neighborhood of 0 the function
W̃ (uk) = W ◦ κ−1(uk). In these local coordinates, the map fW can rewritten:

fW (x, ξ) :=
∑

k

(

∑

l

g̃k,l(u)vl

)

∂kW̃ (u).

where (g̃k,l)k,l is a non-degenerate 2-form. For ξ not equal to 0, we note that at least one of
the two coefficients ṽk :=

∑

l g̃
k,l(u)vl does not vanish. In particular, at the point (x0, ξ0),

one has

fW (x0, ξ0) := d0W̃ (ṽ),

with ṽ 6= 0 independent of W (as ξ0 6= 0). More generally, for 1 ≤ j ≤ 3, one can write in
local coordinates,

Xj
0 .fW (x0, ξ0) := dj+1W̃ (ṽ, v, . . . , v) +

∑

α∈N2:|α|<j+1

ajα∂
αW̃ (0, 0),
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where ajα are real numbers which are independent ofW . If we chooseW such that dpx0
W = 0

for every p < j, then W belongs to the space Bj , and we have, for such a function W ,

L(j)
ρ0
(W ) := Xj

0 .fW (x0, ξ0) := dj+1W̃ (ṽ, v, . . . , v).

As the vectors v and ṽ are both nonzero, we can find a function W̃ whose derivatives up
to order j vanish at (0, 0) and such that the previous quantity does not vanish.

From the previous discussion, we can conclude that L−1(0) defines a C1 submanifold of
codimension 4 [37] – Ch. 1 and 2. We are now in position to conclude. For that purpose,
we define the projection map

Λ : (V, ρ) ∈ CJ0(M,R)× S∗M 7→ V ∈ CJ0(M,R).

In the terminology11 of [47], this defines a Fredholm map of index 3. One can also consider
the restriction Λ⌉L−1(0) of this map to the codimension 4 submanifold L−1(0). This map can
also be written Λ⌉L−1(0) = Λ ◦ I, where I is the inclusion map from L−1(0) to CJ0(M,R)×
S∗M . Thanks to the above observation, I is a Fredholm map of index −4. By the
composition rules for Fredholm operators, one has that Λ⌉L−1(0) is a Fredholm map of
index −1. Thanks to the Sard-Smale’s theorem – for instance corollary 1.5 in [47], there
exists a dense subset D of CJ0(M,R) such that, for every V in D, (Λ⌉L−1(0))

−1(V ) is empty.
In particular, every V in D belongs to UJ0; thus, UJ0 is a dense subset.
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[10] J.M. Bouclet, S. De Bièvre Long time propagation and control on scarring for perturbed quantized

hyperbolic toral automorphisms, Ann. H. Poincaré 6 (2005), 885–913
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