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Abstract. We consider the generalised Burgers equation

∂u

∂t
+ f ′(u)

∂u

∂x
− ν ∂

2u

∂x2
= 0, t ≥ 0, x ∈ S1,

where f is strongly convex and ν is small and positive. We obtain sharp esti-
mates for Sobolev norms of u (upper and lower bounds di�er only by a multi-
plicative constant). Then, we obtain sharp estimates for the dissipation length
scale and the small-scale quantities which characterise the decaying Burgers tur-
bulence, i.e. the structure functions and the energy spectrum. The proof uses
a quantitative version of an argument by Aurell, Frisch, Lutsko and Vergassola
[1].

Note that we are dealing with decaying, as opposed to stationary turbulence.
Thus, our estimates are not uniform in time. However, they hold on a time in-
terval [T1, T2], where T1 and T2 depend only on f and the initial condition, and
do not depend on the viscosity.

These results allow us to obtain a rigorous theory of the one-dimensional
Burgers turbulence in the spirit of Kolmogorov's 1941 theory. In particular, we
obtain two results which hold in the inertial range. On one hand, we explain the
bifractal behaviour of the moments of increments, or structure functions. On
the other hand, we obtain an energy spectrum of the form k−2. These results
remain valid in the inviscid limit.
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1 Introduction

1.1 Setting

The Burgers equation
∂u

∂t
+ u

∂u

∂x
− ν ∂

2u

∂x2
= 0, (1)

where ν > 0 is a constant, appears in many �elds of physics and other branches
of science: see the reviews [4, 5] and references therein.

The Burgers equation has been mentioned for the �rst time by Forsyth [17]
and Bateman [3], in 1906 and 1915 respectively. However, it only became well-
known in the physical community around 1950, due to the work of the physicist
whose name was given to it (see the monograph [9] and references therein).
Burgers considered this equation as a toy model for hydrodynamics: indeed,
the incompressible Navier-Stokes equations and (1) have similar nonlinearities
and dissipative terms, so this equation can be seen as the most natural one-
dimensional model for Navier-Stokes.

The equation (1) can be transformed into the heat equation by the Cole-
Hopf transformation [11, 22]. However, this transformation will not be used in
this paper for two di�erent reasons. On one hand, the resulting representation
of the solution is very singular as ν → 0+, and interpreting this singularity
rigorously is highly non-trivial. On the other hand, we want to be able to study
the Burgers equation with u ∂u/∂x replaced by a more general nonlinearity; see
(2)-(3).

For ν � 1, solutions of the Burgers equation display non-trivial small-scale
behaviour, often referred to as decaying Burgers turbulence or �Burgulence� [9,
10, 23]. The language of the Kolmogorov 1941 theory [24, 25, 26] is traditionally
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used to describe this behaviour.
For simplicity, from now on we consider the space-periodic setting, i.e. x ∈

S1 = R/Z. In this setting, the solutions of (1) remain of order 1 during a
time of order 1. On the other hand, for t → +∞ the solutions decay at least
as Ct−1 in any Lebesgue space Lp, 1 ≤ p ≤ +∞, uniformly in ν (cf. for
instance [30]). Note that in the limit ν → 0, the di�usive e�ect due to the
second derivative vanishes and this upper bound becomes sharp [12, Theorem
11.7.3]. Thus, the solutions display smooth ramps and sharp cli�s [4]. In the
limit ν → 0, they have the N -wave behaviour, i.e. solutions are composed of
waves similar to the Cyrillic capital letter I (the mirror image of N). In other
words, at a �xed (large enough) time t the solution u(t, ·) alternates between
negative jump discontinuities and smooth regions where the derivative is positive
and of the order 1 (see for instance [16]). This is a clear manifestation of the
small-scale intermittency in space [19]. For 0 < ν � 1 the solutions are still
highly intermittent: there are zones where the derivative is small and positive,
called ramps, and zones where the derivative is large in absolute value and
negative, called cli�s.

For a typical initial data u0 (e.g. for max |u0| ∼ 1 and max |(u0)x| ∼ 1) and
for t > 1/(min(u0)x), t ∼ 1, it is numerically observed [1] that a solution u(t, ·)
has the following features (cf. Figure 1):

• Amplitude of the solution: ∼ 1.

• Number of cli�s per period: ∼ 1.

• �Vertical drop� at a cli�: ∼ −1.

• �Width� of a cli�: ∼ ν.

It is easy to verify that for the prototypical N -wave, i.e. for the 1-periodic

function equal to x on (−1/2, 1/2], the Fourier coe�cients satisfy |û(k)| ∼ k−1.
Thus, it is natural to conjecture that for ν small and for a certain range of
wave numbers k, the energy-type quantities 1

2 |û(k)|
2 behave, in average, as k−2

[10, 18, 23, 27].
In the physical space, the natural analogues of the small-scale quantities

1
2 |û(k)|

2 are the structure functions

Sp(`) =

∫
S1

|u(x+ `)− u(x)|p dx.

For p ≥ 0, the description above implies that for ν � ` � 1, these quantities
behave as `max(1,p): in other words, we have a bifractal behaviour [19, Chapter
8]. Indeed, as observed in [1], there are three possibilities for the interval [x, x+`]
(below, C denotes constants of order 1, and we have to keep in mind that `� 1):
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Figure 1: �Typical� solution of the Burgers equation

• [x, x+ `] covers a large part of a "cli�".
Since the number of cli�s per period is of order 1 and ` is larger than a
cli�, the probability of this event is of order `. In this case:

u(x+ `)− u(x) ∼ −C︸︷︷︸
”cliff”

+ C`︸︷︷︸
”ramps”

∼ −C; |u(x+ `)− u(x)|p ∼ C(p).

• [x, x+ `] covers a small part of a "cli�".
The contribution due to this possibility is negligible.

• [x, x+ `] does not intersect a "cli�".
Since ` is smaller than the length of a ramp, the probability of this event
is of order 1− C` ∼ 1. In this case:

u(x+ `)− u(x) ∼ C`︸︷︷︸
ramp

; |u(x+ `)− u(x)|p ∼ C(p)`p.

Thus, for ν � `� 1,

Sp(`) ∼ C(p)`+ `p ∼

{
C(p)`p, 0 ≤ p ≤ 1.

C(p)`, p ≥ 1.

1.2 Burgers equation and turbulence

From now on, we consider the generalised one-dimensional space-periodic Burg-
ers equation

∂u

∂t
+
df(u)

dx
− ν ∂

2u

∂x2
= 0, x ∈ S1 = R/Z, (2)
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where f is C∞-smooth and strongly convex, i.e. f satis�es the property

f ′′(y) ≥ σ > 0, y ∈ R. (3)

The classical Burgers equation (1) corresponds to f(u) = u2/2. The physical
arguments justifying the small-scale estimates which are given above still hold
in that setting.

For the sake of simplicity, we only consider solutions to (2)-(3) with zero
space average for �xed t: ∫

S1

u(t, x)dx = 0, ∀t ≥ 0. (4)

For the generalised Burgers equation, some upper estimates for small-scale
quantities have been obtained previously. Lemma 5.1 of our paper is an ana-
logue in the periodic setting of the one-sided Lipschitz estimate due to Oleinik,
and the upper estimate for S1(`) follows from an estimate for the solution in
the class of bounded variation functions BV . For references on these classical
aspects of the theory of scalar conservation laws, see [12, 34, 37]. For some
upper estimates for small-scale quantities, see [2, 28, 38].

Estimating small-scale quantities for nonlinear PDEs with small viscosity
from above and from below is motivated by the problem of turbulence. This
research was initiated by Kuksin, who obtained estimates for a large class of
equations (see [31, 32] and the references in [32]).

In the paper [6], Biryuk obtained lower and upper estimates for the L2-
Sobolev norms of solutions to (2). These estimates are sharp, in the sense that
the lower and the upper bounds only di�er by a multiplicative constant. More-
over, he obtained upper and lower estimates for the energy spectrum which
enable him to give the correct value for the dissipation length scale. In [7, 8],
based on a better understanding of solutions for small values of ν, we obtain
sharp results for Lp-Sobolev norms, p ∈ (1,∞], and small-scale quantities. How-
ever, in both articles we add a rough in time and smooth in space random forcing
term in the right-hand side of equation (2) (a �kicked� and a white force, respec-
tively). Thus, we change the nature of the equation: the energy injection due to
the random forcing now balances the dissipation due to the second derivative.
In other words, we study stochastic stationary Burgulence, which is di�erent
from decaying Burgulence.

Note that stochastic Burgulence has been studied on a physical level of rigour
for a random forcing which is more or less smooth in space, namely by Gotoh
and Kraichnan [20], Gurarie and Migdal [21] and Polyakov [36]. For more ref-
erences, see the review by Bec and Khanin [5]. On the other hand, E, Khanin,
Mazel and Sinai have obtained rigorous results on the behaviour of solutions for
a random spatially smooth forcing in the limit ν → 0, t→∞ [14, 15].

Note that it is also possible to study (2) in a deterministic stationary setting,
which amounts to considering a deterministic additive random force. However,
this is a delicate issue: indeed, for any initial condition u0 we can build a �bad�
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time-independent random force equal to f ′(u0)(u0)x − ν(u0)xx, corresponding
to a stationary solution of (2) which manifests no turbulent behaviour.

Here, we prove sharp lower and upper estimates for the dissipation length
scale and for the small-scale quantities, i.e. the structure functions and the en-
ergy spectrum, which characterise the decaying Burgulence. Thus, we improve
signi�cantly the results of [6]. To our best knowledge, this is the �rst such result
for the deterministic generalised Burgers equation. Moreover, we extend the re-
sults for the L2-Sobolev norms obtained by Biryuk to the Lp-Sobolev norms,
p ∈ (1,∞]. The powers of ν, `, k involved in our estimates turn out to be the
same as in the randomly forced case considered in [7, 8]. Note that our esti-
mates hold in average on a time interval [T1, T2], where both T1 and T2 do not
depend on ν. In other words, we consider a time range during which we have
the transitory behaviour which is referred to as decaying Burgers turbulence [5].
This time interval depends only on f and, through the quantity D (see 5)), on
u0. In particular, it does not depend on ν.

A detailed overview of the results mentioned above is given in Section 3 (for
the state of art) and in Section 4 (for the main results in this paper).

Note that when studying the typical behaviour for solutions of nonrandom
PDEs, one usually considers some averaging in the initial condition in order
to avoid pathological initial data. Indeed, unlike for the stochastic case, now
there is no random mechanism to get solutions out of �bad� regions of the phase
space. Here, no such averaging is necessary. This is due to the particular struc-
ture of the deterministic Burgers equation: a non-zero initial condition u0 is as
�generic� as the ratio between the orders of (u0)x and of u0 itself. This ratio
can be bounded from above using the quantity D:

D = max(|u0|−11 , |u0|1,∞) > 1 (5)

(see Subsection 2.1 for the meaning of the notation | · |m,p). Note that for
0 ≤ m ≤ 1 and 1 ≤ p ≤ ∞, we have:

D−1 ≤ |u0|m,p ≤ D. (6)

The physical meaning of D is that it gives a lower bound for the ratio between
the amount of energy 1

2

∫
S1 u

2 initially contained in the system and its rate of
dissipation ν

∫
S1 u

2
x.

Now let us say a few words about similarities and di�erences between the
Burgulence and real turbulence. It is clear that the geometric structures which
are responsible for non-trivial small-scale behaviour are quite di�erent for these
two models: N -waves do not have the same properties as complex multi-scale
structures such as vortex tubes observed in the real turbulence. However, be-
cause of the similarity in the form of the Burgers equation and the Navier-Stokes
equations, the physical arguments justifying di�erent theories of turbulence can
be applied to the Burgulence. Indeed, both models exhibit an inertial nonlin-
earity of the form u · ∇u, and viscous dissipation which in the limit ν → 0 gives
a dissipative anomaly [5]. Hence, the Burgers equation is often used as a bench-
mark for the turbulence theories. It is also used as a benchmark for di�erent
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numerical methods for the Navier-Stokes equations. For more information on
both subjects, see [5].

Now consider the generalised Burgers equation with a random regular in
space and white in time forcing term η such as in [33]. Then the generalised
Burgers equation with the natural scaling for this term (needed to counterbal-
ance the energy dissipation due to the viscous term) is of the form:

ut + f ′(u)ux = νuxx + η,

i.e. the force does not depend on ν [8]. This is similar to the conjectured
behaviour for real turbulence, and contrasts with the situation for the 2D Navier-
Stokes equations, where the corresponding term is of the form ν1/2η [33]. This
justi�es the study of the small-scale quantities for the randomly forced Burgers
equation in the limit ν → 0 such as in [8]. As it will be shown in Section 6,
on a time scale which only depends on the initial condition and on the form
of the nonlinearity f ′(u)ux, the small-scale quantities for the unforced Burgers
equation also have a non-trivial behaviour as ν → 0, similar to the behaviour
in the stochastic case. This is the main result of the paper. Up to now this
question has only been adressed rigorously by Biryuk [6], who obtained less
sharp estimates. For more details on his results, see Section 3.

1.3 Plan of the paper

We introduce the notation and the setup in Section 2. In Section 3, we give an
overview of the state of art, before presenting the main results of our paper in
Section 4.

In Section 5, we begin by recalling an upper estimate for the quantity ∂u/∂x.
This result allows us to obtain upper bounds, as well as time-averaged lower
bounds, for the Sobolev norms |u|m,p. These bounds depend only on f and on
the quanity D de�ned by (5).

In Section 6 we give sharp upper and lower bounds for the dissipation length
scale, the structure functions and the energy spectrum for the �ow u(t, x), which
hold uniformly for ν ≤ ν0, and we analyse the meaning of these results in terms
of the theory of turbulence. These bounds and the constant ν0 > 0 only depend
on f and on D.

In Section 7 we consider the inviscid limit ν = 0.

2 Notation and setup

Agreement: In the whole paper, all functions that we consider are real-valued
and the space variable x belongs to S1 = R/Z.

7



2.1 Sobolev spaces

Consider a zero mean value integrable function v on S1. For p ∈ [1,∞), we
denote its Lp norm (∫

S1

|v|p
)1/p

by |v|p. The L∞ norm is by de�nition

|v|∞ = ess supx∈S1 |v(x)|.

The L2 norm is denoted by |v|, and 〈·, ·〉 stands for the L2 scalar product. From
now on Lp, p ∈ [1,∞], denotes the space of zero mean value functions in Lp(S

1).
Similarly, C∞ is the space of C∞-smooth zero mean value functions on S1.

For a nonnegative integer m and p ∈ [1,∞], Wm,p stands for the Sobolev
space of zero mean value functions v on S1 with �nite norm

|v|m,p =
∣∣∣∣dmvdxm

∣∣∣∣
p

.

In particular, W 0,p = Lp for p ∈ [1,∞]. For p = 2, we denote Wm,2 by Hm,
and abbreviate the corresponding norm as ‖v‖m.

Note that since the length of S1 is 1 and the mean value of v vanishes, we
have:

|v|1 ≤ |v|∞ ≤ |v|1,1 ≤ |v|1,∞ ≤ · · · ≤ |v|m,1 ≤ |v|m,∞ ≤ . . .

We recall a version of the classical Gagliardo-Nirenberg inequality: cf. [13,
Appendix].

Lemma 2.1 For a smooth zero mean value function v on S1,

|v|β,r ≤ C |v|
θ
m,p |v|

1−θ
q ,

where m > β, and r is determined by

1

r
= β − θ

(
m− 1

p

)
+ (1− θ)1

q
,

under the assumption θ = β/m if p = 1 or p =∞, and β/m ≤ θ < 1 otherwise.
The constant C depends on m, p, q, β, θ.

Subindices t and x, which can be repeated, denote partial di�erentiation with
respect to the corresponding variables. We denote by v(m) the m-th derivative
of v in the variable x. The function v(t, ·) is abbreviated as v(t).
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2.2 Notation

In this paper, we study asymptotical properties of solutions to (2) for small
values of ν, i.e. we suppose that

0 < ν � 1.

We assume that f is in�nitely di�erentiable and satis�es (3). We recall that
we restrict ourselves to the zero space average case, i.e. the initial condition
u0 := u(0) satis�es (4). Consequently, u(t) satis�es (4) for all t. Furthermore,
we assume that u0 ∈ C∞. We also assume that we are not in the case u0 ≡ 0,
corresponding to the trivial solution u(t, x) ≡ 0. This ensures that the quantity
D (see (5)) is well-de�ned.

For the existence, uniqueness and smoothness of solutions to (2), see for
instance [29].

Agreements: From now on, all constants denoted by C with sub- or su-
perindexes are positive. Unless otherwise stated, they depend only on f and
on D. By C(a1, . . . , ak) we denote constants which also depend on parameters

a1, . . . , ak. By X
a1,...,ak
. Y we mean that X ≤ C(a1, . . . , ak)Y . The notation

X
a1,...,ak∼ Y stands for

Y
a1,...,ak
. X

a1,...,ak
. Y.

In particular, X . Y and X ∼ Y mean that X ≤ CY and C−1Y ≤ X ≤ CY ,
respectively.

All constants are independent of the viscosity ν. We denote by u = u(t, x)
a solution of (2) for an initial condition u0. A relation where the admissible
values of t (respectively, x) are not speci�ed is assumed to hold for all t ≥ 0 or
t > 0, depending on the context (respectively, all x ∈ S1).

The brackets {·} stand for the averaging in time over an interval [T1, T2],
where T1, T2 only depend on f and on D (see (25) for their de�nition.)

For m ≥ 0, p ∈ [1,∞], γ(m, p) is by de�nition the quantity max(0,m−1/p).
We use the notation g− = max(−g, 0) and g+ = max(g, 0).

2.3 Notation in Section 6

In that section, we study analogues of quantities which are important for hy-
drodynamical turbulence. We consider quantities in physical space (structure
functions) as well as in Fourier space (energy spectrum). We assume that ν ≤ ν0.
The value of ν0 > 0 will be chosen in (35).

We de�ne the non-empty and non-intersecting intervals

J1 = (0, C1ν]; J2 = (C1ν, C2]; J3 = (C2, 1]

(see Figure 2) corresponding to the dissipation range, the inertial range and the
energy range from the Kolmogorov 1941 theory of turbulence, respectively [19].
In particular, the upper bound C1ν of the dissipation range is the dissipation
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Figure 2: Scales for the 1D Burgers solutions

length scale. The positive constants C1 and C2 will be chosen in (34-35) in
such a manner that C1ν0 < C2 < 1, which ensures that the intervals Ji are
non-empty and non-intersecting.

By Theorem 5.10 we obtain that {|u|2} ∼ 1 (see above for the meaning of
the notation {·}). On the other hand, by (17) (after integration by parts) we
get:

{|û(n)|2} = (2πn)−2
{∣∣∣ ∫

S1

e2πinxux(x)
∣∣∣2} ≤ (2πn)−2{|u|21,1} ≤ Cn−2, (7)

and C1 and C2 can be made as small as we wish (see (36)). Consequently, the
proportion of the sum {

∑
|û(n)|2} contained in the Fourier modes corresponding

to J3 can be made as large as desired. For instance, we may assume that{ ∑
|n|<C−1

2

|û(n)|2
}
≥ 99

100

{∑
n∈Z
|û(n)|2

}
.

The quantities Sp(`) denote the averaged moments of the increments in space
for the �ow u(t, x):

Sp(`) =

{∫
S1

|u(t, x+ `)− u(t, x)|pdx

}
, p ≥ 0, 0 < ` ≤ 1.

The quantity Sp(`) is the structure function of p-th order. The �atness, which
measures spatial intermittency [19], is de�ned by:

F (`) = S4(`)/S
2
2(`). (8)

Finally, for k ≥ 1, we de�ne the (layer-averaged) energy spectrum by

E(k) =

{∑
|n|∈[M−1k,Mk] |û(n)|2∑
|n|∈[M−1k,Mk] 1

}
, (9)

where M ≥ 1 is a constant which will be speci�ed later (see the proof of Theo-
rem 6.11).

3 State of the art

We recall that u = u(t, x) denotes a solution of (2) for an initial condition u0.
All constants are independent of the viscosity ν (i.e., dependance on ν is always

10



explicitly stated in the estimates). A relation where the admissible values of
t (respectively, x) are not speci�ed is assumed to hold for all t ≥ 0 or t > 0,
depending on the context (respectively, all x ∈ S1). For more information on
the notation, see Section 2.

The estimate
ux(t, x) ≤ (σt)−1, t > 0, (10)

where σ is the constant in the assumption (3), is a reformulation of Oleinik's
E-condition [35]. This result immediately implies an upper bound for the �rst
structure function S1(`). Indeed, since the space average of u(t, ·) vanishes
identically for all t, we have:∫

S1

|u(t, x+ `)− u(t, x)|

=

∫
S1

(u(t, x+ `)− u(t, x))+ +

∫
S1

(u(t, x+ `)− u(t, x))−

= 2

∫
S1

(u(t, x+ `)− u(t, x))+ ≤ 2

σt
`.

Moreover, integration by parts gives us the follwing upper estimate for the
spectrum:

{|û(n)|2} ≤ C(σtn)−2

(see for instance [2]). In a similar setting, exponential upper estimates for the
spectrum in the dissipation range have also been obtained; see [28]. See also
[38] for upper estimates in a slightly di�erent (hyperviscous) setting.

In [6], Biryuk begins by proving upper as well as lower estimates for the
Hm-Sobolev norms of u:

B−1ν−(2m−1) ≤ 1

T

∫ T

0

‖u‖2m ≤ Bν−(2m−1), 0 < ν ≤ ν0. (11)

Here, the strictly positive quantities ν0 and T depend on f and m as well as
on the Sobolev norms of the initial condition u0. The letter B denotes di�erent
strictly positive quantities which also depend on these parameters. Since these
estimates hold only for a �xed value of T , there is no contradiction with the
decay in Ct−1 of the solutions as t→ +∞.

Let us denote by Es,θ the averaged energy spectrum:

Es,θ =
1

T

∫ T

0

∑
|n|∈[ν−s+θ,ν−s−θ] |û(n)|2∑
|n|∈[ν−s+θ,ν−s−θ] 1

, s, θ > 0.

Using the inequalities (10)-(11), Biryuk obtains upper and lower estimates for
the spectrum of the solutions, which hold for 0 < ν ≤ ν0:

Es,θ ≤ Bνm, m > 0, s > 1 + θ. (12)

Es,θ ≤ Bν2(s−θ), s > θ. (13)

E1,θ ≥ Bν2+2θ. (14)
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The quantities ν0 and T , as well as the di�erent strictly positive quantities
denoted by B, depend on f and on the Sobolev norms of u0, as well as on m,
s, θ.

Note that Biryuk's results for the Sobolev norms are sharp, in the sense that
in the lower and upper estimates in (11), ν is raised to the same power. Using
the same terminology, his results (13-14) can be described as "almost sharp" for
s = 1, since they give almost the same lower and upper bounds for E1,θ with
0 < θ � 1 (up to a multiplicative constant and ν raised to a very small power).

Biryuk's spectral estimates may be interpreted in the spirit of Kolmogorov's
theory of turbulence. Indeed, relation (12) implies that the energy spectrum of
the k-th Fourier mode averaged around k = K, where K � ν−1, decays faster
than any negative degree of K. This suggests that for K � ν−1 we are in the
dissipation range, where the energy Ek decays fast. On the other hand, relations
(13) and (14) yield that the energy Ek, averaged around k = ν−1, behaves as
k−2, which gives a Kolmogorov-type power law [19]. This suggests a dissipation
length scale of the order ν.

4 Main results

In our paper, in Section 5, we prove sharp upper and lower bounds for almost all
Sobolev norms of u, generalising the estimates (11). These results for Sobolev
norms of solutions are summed up in Theorem 5.10. Namely, for m ∈ {0, 1}
and p ∈ [1,∞] or for m ≥ 2 and p ∈ (1,∞] we have:(

{|u(t)|αm,p}
)1/α m,p,α∼ ν−γ , α > 0. (15)

We recall that by de�nition, γ(m, p) = max(0,m − 1/p), and the brackets {·}
stand for the averaging in time over an interval [T1, T2] (T1, T2 only depend on
f and, through D, on u0: see (25)). For more information on the notation, see
Section 2.

In Section 6 we obtain sharp estimates for analogues of quantities character-
ising hydrodynamical turbulence. In what follows, we assume that ν ∈ (0, ν0],
where ν0 ∈ (0, 1] depends only on f and on D.

First, as a consequence of (10) and (15), in Theorem 6.9 we prove that for
` ∈ J1:

Sp(`)
p∼

{
`p, 0 ≤ p ≤ 1.

`pν−(p−1), p ≥ 1,

and for ` ∈ J2:

Sp(`)
p∼

{
`p, 0 ≤ p ≤ 1.

`, p ≥ 1.

Consequently, for ` ∈ J2 the �atness satis�es the estimate:

F (`) = S4(`)/S
2
2(`) ∼ `−1.
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Thus, u is highly intermittent in the inertial range. This intermittency is in
good agreement with the physical heuristics presented in Subsection 1.1, due
to the particular structure of the solution, where the excited zones correspond
to the cli�s. Cf. [19] for a discussion of the intermittency for hydrodynamical
turbulent �ows.

Finally, as a relatively simple consequence of our estimates for the structure
function S2(`), we get estimates for the spectral asymptotics of the decaying
Burgulence. On one hand, as a consequence of Theorem 5.10, for m ≥ 1 we get:

{|û(k)|2}
m

. k−2m‖u‖2m
m

. (kν)−2mν.

In particular, {|û(k)|2} decreases at a faster-than-algebraic rate for |k| � ν−1.
On the other hand, by Theorem 6.11, for k such that k−1 ∈ J2 the energy
spectrum E(k) satis�es:

E(k) ∼ k−2,

where the quantity M ≥ 1 in the de�nition of E(k) depends only on f and
on D. This result signi�cantly improves Biryuk's spectral estimates, since it
characterises exactly the spectral behaviour in the whole inertial range.

Note that our estimates hold for quantities averaged on a time interval
[T1, T2], T2 > T1 > 0, and not on an interval [0, T ] as in Biryuk's paper. This
allows us to obtain estimates which depend on the initial condition only through
the single parameter D. Moreover, as in Biryuk's paper, this time interval does
not depend on the viscosity coe�cient ν.

As we mentioned in Section 1.2, upper estimates for Sp(`) follow from known
results about the Burgers equation. Sharp lower estimates were not known be-
fore our work.

Finally, in Section 7 we note that our estimates for the small-scale quantities
still hold in the inviscid limit ν → 0, up to some natural modi�cations.

5 Estimates for Sobolev norms

We recall that u = u(t, x) denotes a solution of (2) for an initial condition u0.
All constants are independent of the viscosity ν. A relation where the admissible
values of t (respectively, x) are not speci�ed is assumed to hold for all t ≥ 0 or
t > 0, depending on the context (respectively, all x ∈ S1). For more information
on the notation, see Section 2.

We begin by recalling a key upper estimate for ux.

Lemma 5.1 We have:

ux(t, x) ≤ min(D,σ−1t−1).

Proof. Di�erentiating the equation (2) once in space we get

(ux)t + f ′′(u)u2x + f ′(u)(ux)x = ν(ux)xx.

13



Now consider a point (t1, x1) where ux reaches its maximum on the cylinder
S = [0, t]×S1. Suppose that t1 > 0 and that this maximum is nonnegative. At
such a point, Taylor's formula implies that we would have (ux)t ≥ 0, (ux)x = 0
and (ux)xx ≤ 0. Consequently, since by (3) f ′′(u) ≥ σ, we get f ′′(u)u2x ≤ 0,
which is impossible. Thus ux can only reach a nonnegative maximum on S for
t1 = 0. In other words, since (u0)x has zero mean value, we have:

ux(t, x) ≤ max
x∈S1

(u0)x(x) ≤ D.

The inequality
ux(t, x) ≤ σ−1t−1

is proved in by a similar maximum principle argument applied to the function
tux: cf. [30]. �

Since the space averages of u(t) and ux(t) vanish, we get the following upper
estimates:

|u(t)|p ≤ |u(t)|∞ ≤
∫
S1

u+x (t) ≤ min(D,σ−1t−1), 1 ≤ p ≤ +∞, (16)

|u(t)|1,1 =

∫
S1

u+x (t) +

∫
S1

u−x (t) = 2

∫
S1

u+x (t) ≤ 2min(D,σ−1t−1). (17)

Now we recall a standard estimate for the nonlinearity
〈
v(m), (f(v))(m+1)

〉
.

For its proof, we refer to [8].

Lemma 5.2 For v ∈ C∞ such that |v|∞ ≤ A, we have:∣∣∣〈v(m), (f(v))(m+1)
〉∣∣∣ ≤ C̃ ‖v‖m ‖v‖m+1 , m ≥ 1,

where C̃ depends only on m, A and |f |Cm([−A,A]).

The following result shows that there is a strong nonlinear damping which pre-
vents the successive derivatives of u from becoming too large.

Lemma 5.3 We have
‖u(t)‖21 . ν

−1.

On the other hand, for m ≥ 2,

‖u(t)‖2m
m

. max(ν−(2m−1), t−(2m−1)).

Proof. Fix m ≥ 1. Denote

x(t) = ‖u(t)‖2m .

We claim that the following implication holds:

x(t) ≥ C ′ν−(2m−1) =⇒ d

dt
x(t) ≤ −(2m− 1)x(t)2m/(2m−1), (18)

14



where C ′ is a �xed positive number, chosen later. Below, all constants denoted
by C do not depend on C ′.

Indeed, assume that x(t) ≥ C ′ν−(2m−1). Integrating by parts in space and
using (16) (p = ∞) and Lemma 5.2, we get the following energy dissipation
relation:

d

dt
x(t) = −2ν ‖u(t)‖2m+1 − 2

〈
u(m)(t), (f(u(t)))(m+1)

〉
≤ −2ν ‖u(t)‖2m+1 + C ‖u(t)‖m ‖u(t)‖m+1 . (19)

Applying Lemma 2.1 to ux and then using (17), we get:

‖u(t)‖m ≤ C ‖u(t)‖
(2m−1)/(2m+1)
m+1 |u(t)|2/(2m+1)

1,1

≤ C ‖u(t)‖(2m−1)/(2m+1)
m+1 . (20)

Thus, we have the relation

d

dt
x(t) ≤(−2ν ‖u(t)‖2/(2m+1)

m+1 + C) ‖u(t)‖4m/(2m+1)
m+1 . (21)

The inequality (20) yields

‖u(t)‖2/(2m+1)
m+1 ≥ Cx(t)1/(2m−1), (22)

and then since by assumption x(t) ≥ C ′ν−(2m−1) we get:

‖u(t)‖2/(2m+1)
m+1 ≥ CC ′1/(2m−1)ν−1. (23)

Combining the inequalities (21-23), for C ′ large enough we get:

d

dt
x(t) ≤ (−CC ′1/(2m−1) + C)x(t)2m/(2m−1).

Thus we can choose C ′ in such a way that the implication (18) holds.
For m = 1, (6) and (18) immediately yield that

x(t) ≤ max(C ′ν−1, D2) ≤ max(C ′, D2)ν−1, t ≥ 0.

Now consider the case m ≥ 2. We claim that

x(t) ≤ max(C ′ν−(2m−1), t−(2m−1)). (24)

Indeed, if x(s) ≤ C ′ν−(2m−1) for some s ∈ [0, t], then the assertion (18) ensures
that x(s) remains below this threshold up to time t.

Now, assume that x(s) > C ′ν−(2m−1) for all s ∈ [0, t]. Denote

x̃(s) = (x(s))−1/(2m−1), s ∈ [0, t] .

By (18) we get dx̃(s)/ds ≥ 1. Therefore x̃(t) ≥ t and x(t) ≤ t−(2m−1). Thus in
this case, the inequality (24) still holds. This proves the lemma's assertion. �
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Lemma 5.4 For m ∈ {0, 1} and p ∈ [1,∞], or for m ≥ 2 and p ∈ (1,∞] we
have:

|u(t)|m,p
m,p

. max(ν−γ , t−γ).

Proof. For m ≥ 1 and p ∈ [2,∞], we interpolate |u(t)|m,p between ‖u(t)‖m
and ‖u(t)‖m+1. By Lemma 2.1 applied to u(m)(t), we have:

|u(t)|m,p
p

. ‖u(t)‖1−θm ‖u(t)‖θm+1 , θ =
1

2
− 1

p
.

Then we use Lemma 5.3 and Hölder's inequality to complete the proof.
We use the same method to prove the case m = 1, p ∈ [1, 2], combining (17)

and Lemma 5.3. We also proceed similarly for m ≥ 2, p ∈ (1, 2), combining
(17) and an upper estimate for ‖u(t)‖αM,p for a large value ofM and some p ≥ 2.

Finally, the case m = 0 follows from (16). �

Unfortunately, the proof of Lemma 5.4 cannot be adapted to the case m ≥ 2
and p = 1. Indeed, Lemma 2.1 only allows us to estimate a Wm,1 norm from
above by other Wm,1 norms: we can only get that

|u(t)|m,1
m,n,k

. |u(t)|(m−k)/(n−k)n,1 |u(t)|(n−m)/(n−k)
k,1 , 0 ≤ k < m < n,

and thus the upper estimates obtained above cannot be used. However, we have:

|u(t)|m,1 ≤ |u(t)|m,1+β

for any β > 0. Consequently, the lemma's statement holds for m ≥ 2 and p = 1,

with γ replaced by γ + λ, and
m,p

. replaced by
m,p,λ

. , for any λ > 0.

Now we de�ne

T1 =
1

4
D−2C̃−1; T2 = max

(3
2
T1, 2Dσ−1

)
, (25)

where C̃ is a constant such that for all t, ‖u(t)‖21 ≤ C̃ν−1 (cf. Lemma 5.3).
Note that T1 and T2 do not depend on the viscosity coe�cient ν.

From now on, for any function A(t), {A(t)} is by de�nition the time average

{A(t)} = 1

T2 − T1

∫ T2

T1

A(t).

The �rst quantity that we estimate from below is {|u(t)|2p}, p ∈ [1,∞].

Lemma 5.5 For p ∈ [1,∞], we have:

{|u(t)|2p} & 1.
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Proof. It su�ces to prove the lemma's statement for p = 1. But this case
follows from the case p = 2. Indeed, by Hölder's inequality and (16) we have:

{|u(t)|21} ≥ {|u(t)|−2∞ |u(t)|4} & {|u(t)|4} ≥ {|u(t)|2}2.

Integrating by parts in space, we get the dissipation identity

d

dt
|u(t)|2 =

∫
S1

(−2uf ′(u)ux + 2νuuxx) = −2ν ‖u(t)‖21 . (26)

Thus, integrating in time and using (5) and Lemma 5.3, we obtain that for
t ∈ [T1, 3T1/2] we have the following uniform lower bound:

|u(t)|2 = |u0|2 − 2ν

∫ t

0

‖u(t)‖21 ≥ D
−2 − 3T1C̃ ≥ D−2/4. (27)

Thus,

{|u(t)|2} ≥ 1

T2 − T1

∫ 3T1/2

T1

|u(t)|2 ≥ D−2T1
8(T2 − T1)

. �

Now we prove a key estimate for {‖u(t)‖21}.

Lemma 5.6 We have
{‖u(t)‖21} & ν

−1.

Proof. Integrating (26) in time in the same way as in (27), we prove that
|u(T1)|2 ≥ D−2/2. Thus, using (16) (p = 2) we get:

{‖u(t)‖21} =
1

2ν(T2 − T1)
(|u(T1)|2 − |u(T2)|2)

≥ 1

2ν(T2 − T1)

(1
2
D−2 − σ−2T−22

)
≥ D−2

8(T2 − T1)
ν−1,

which proves the lemma's assertion. �

This time-averaged lower bound yields similar bounds for other Sobolev
norms.

Lemma 5.7 For m ≥ 1,

{‖u(t)‖2m}
m

& ν−(2m−1).

Proof. Since the case m = 1 has been treated in the previous lemma, we
may assume that m ≥ 2. By (17) and Lemma 2.1, we get:

{‖u(t)‖2m}
m

& {‖u(t)‖2m |u(t)|
(4m−4)
1,1 }

m

& {‖u(t)‖4m−21 }.
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Thus, using Hölder's inequality and Lemma 5.6, we get:

{‖u(t)‖2m}
m

& {‖u(t)‖4m−21 }
m

& {‖u(t)‖21}
(2m−1)

m

& ν−(2m−1). �

The following two results generalise Lemma 5.7.

Lemma 5.8 For m ≥ 0 and p ∈ [1,∞],

{|u(t)|2m,p}
1/2

m,p

& ν−γ .

Proof. The case m = 0 is proved in Lemma 5.5.
In the case m = 1, p ≥ 2, it su�ces to apply Hölder's inequality in place of

Lemma 2.1 in the proof of an analogue for Lemma 5.7.
In the case m ≥ 2, the proof is exactly the same as for Lemma 5.7 for p ∈

(1,∞). In the cases p = 1,∞, Lemma 2.1 does not allow us to estimate |u(t)|2m,p
from below using |u(t)|21,1 and ‖u(t)‖21. However, for p = ∞ we can proceed
similarly, using the upper estimate (16) for |u(t)|2∞ and the lower estimate for
|u(t)|21,∞. On the other hand, for p = 1 it su�ces to observe that we have
|u(t)|m,1 ≥ |u(t)|m−1,∞.

Now consider the case m = 1, p ∈ [1, 2). By Hölder's inequality we have:

{|u(t)|21,p} ≥{‖u(t)‖
2
1}

2/p{|u(t)|21,∞}
(p−2)/p.

Using Lemma 5.6 and Lemma 5.4, we get the lemma's assertion. �

Lemma 5.9 For m ≥ 0 and p ∈ [1,∞],

{|u(t)|αm,p}
1/α

m,p,α

& ν−γ , α > 0.

Proof. As previously, we may assume that p > 1. The case α ≥ 2 follows
immediately from Lemma 5.8 and Hölder's inequality. The case α < 2 follows
from Hölder's inequality, the case α = 2 and Lemma 5.4 (case α = 3), since we
have:

{|u(t)|αm,p} ≥{|u(t)|
2
m,p}

3−α{|u(t)|3m,p}
α−2. �

The following theorem sums up the main results of this section, with the
exception of Lemma 5.1.

Theorem 5.10 For m ∈ {0, 1} and p ∈ [1,∞], or for m ≥ 2 and p ∈ (1,∞] we
have: (

{|u(t)|αm,p}
)1/α m,α∼ ν−γ , α > 0, (28)

where {·} denotes time-averaging over [T1, T2]. The upper estimates in (28) hold
without time-averaging, uniformly for t separated from 0. Namely, we have:

|u(t)|m,p
m,p

. max(t−γ , ν−γ).

On the other hand, the lower estimates hold for all m ≥ 0 and p ∈ [1,∞].

Proof. Upper estimates follow from Lemma 5.4, and lower estimates from
Lemma 5.9. �
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6 Estimates for small-scale quantities

In this section, we study analogues of quantities which are important for the
study of hydrodynamical turbulence. We consider quantities in the physical
space (structure functions) as well as in the Fourier space (energy spectrum).
For notation for these quantities and the ranges J1, J2, J3, see Subsection 2.3.

Here, provided ν ≤ ν0, all estimates hold independently of the viscosity ν.
We recall that the brackets {·} stand for the averaging in time over an interval
[T1, T2]: see (25).

We begin by estimating the functions Sp(`) from above.

Lemma 6.1 For ` ∈ [0, 1],

Sp(`)
p

.

{
`p, 0 ≤ p ≤ 1.

`pν−(p−1), p ≥ 1.

Proof. We begin by considering the case p ≥ 1. We have:

Sp(`) =
{∫

S1

|u(x+ `)− u(x)|pdx
}

≤
{(∫

S1

|u(x+ `)− u(x)|dx
)(

max
x
|u(x+ `)− u(x)|p−1

)}
.

Using the fact that the space average of u(x+ `)− u(x) vanishes and Hölder's
inequality, we obtain that

Sp(`) ≤
{(

2

∫
S1

(u(x+ `)− u(x))+dx
)p}1/p{

max
x
|u(x+ `)− u(x)|p

}(p−1)/p

≤C`
{
max
x
|u(x+ `)− u(x)|p

}(p−1)/p
, (29)

where the second inequality follows from Lemma 5.1. Finally, by Theorem 5.10
we get:

Sp(`) ≤ C`
{
(`|u|1,∞)p

}(p−1)/p
≤ C`pν−(p−1).

The case p < 1 follows immediately from the case p = 1 since now Sp(`) ≤
(S1(`))

p, by Hölder's inequality. �

For ` ∈ J2 ∪ J3, we have a better upper bound if p ≥ 1.

Lemma 6.2 For ` ∈ J2 ∪ J3,

Sp(`)
p

.

{
`p, 0 ≤ p ≤ 1.

`, p ≥ 1.
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Proof. The calculations are almost the same as in the previous lemma.
The only di�erence is that we use another bound for the right-hand side of (29).
Namely, by Theorem 5.10 we have:

Sp(`) ≤ C`
{
max
x
|u(x+ `)− u(x)|p

}(p−1)/p

≤ C`
{
(2|u|∞)p

}(p−1)/p
≤ C`. �

Remark 6.3 The Lemmas 6.1 and 6.2 actually hold even if we drop the time-
averaging, since in deriving them we only use upper estimates which hold uni-
formly for t ≥ T1.

To prove the lower estimates for Sp(`), we need a lemma. Loosely speaking,
this lemma states that there exists a large enough set LK ⊂ [T1, T2] such that
for t ∈ LK , several Sobolev norms are of the same order as their time averages.
Thus, for t ∈ LK , we can prove the existence of a �cli�� of height at least C and
width at least Cν, using some of the arguments in [1] which we exposed in the
introduction.

Note that in the following de�nition, (30-31) contain lower and upper esti-
mates, while (32) contains only an upper estimate. The inequality |u(t)|∞ ≤
maxux(t) in (30) always holds, since u(t) has zero mean value and the length
of S1 is 1.

Definition 6.4 For K > 1, we denote by LK the set of all t ∈ [T1, T2] such
that the assumptions

K−1 ≤ |u(t)|∞ ≤ maxux(t) ≤ K (30)

K−1ν−1 ≤ |u(t)|1,∞ ≤ Kν−1 (31)

|u(t)|2,∞ ≤ Kν−2 (32)

hold.

Lemma 6.5 There exist constants C,K1 > 0 such that for K ≥ K1, the
Lebesgue measure of LK satis�es λ(LK) ≥ C.

Proof. We begin by noting that if K ≤ K ′, then LK ⊂ LK′ . By Lemma 5.1
and Theorem 5.10, for K large enough the upper estimates in (30-32) hold for
all t. Therefore, if we denote by BK the set of t such that

�The lower estimates in (30-31) hold for a given value of K� ,

then it su�ces to prove the lemma's statement with BK in place of LK . Now
denote by DK the set of t such that

�The lower estimate in (31) holds for a given value of K�.

By Lemma 2.1 we have:

|u|∞ ≥ C|u|−12,∞|u|21,∞.
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Thus if DK holds, then BK′ holds for K
′ large enough. Now it remains to show

that there exists C > 0 such that for K large enough, we have the inequality
λ(DK) ≥ C. We clearly have:

{|u|1,∞1(|u|1,∞ < K−1ν−1)} < K−1ν−1.

Here, 1(A) denotes the indicator function of an event A. On the other hand,
by the estimate for {|u|21,∞} in Theorem 5.10 we get:

{|u|1,∞1(|u|1,∞ > Kν−1)} < K−1ν{|u|21,∞} ≤ CK−1ν−1

Now denote by f the function

f = |u|1,∞1(K−10 ν−1 ≤ |u|1,∞ ≤ K0ν
−1).

The inequalities above and the lower estimate for {|u|1,∞} in Theorem 5.10
imply that

{f} > (C −K−10 − CK−10 )ν−1 ≥ C0ν
−1,

for some suitable constants C0 and K0. Since f ≤ K0ν
−1, we get:

λ(f ≥ C0ν
−1/2) ≥ C0K

−1
0 (T2 − T1)/2.

Thus, since |u|1,∞ ≥ f , we have the inequality

λ(|u|1,∞ ≥ C0ν
−1/2) ≥ C0K

−1
0 (T2 − T1)/2,

which implies the existence of C,K1 > 0 such that λ(DK) ≥ C for K ≥ K1. �

Let us denote by OK ⊂ [T1, T2] the set de�ned as LK , but with the relation
(31) replaced by

K−1ν−1 ≤ −minux ≤ Kν−1. (33)

Corollary 6.6 For K ≥ K1 and ν < K−21 , we have λ(OK) ≥ C.

Proof. For K = K1 and ν < K−21 , the estimates (30-31) tell us that

maxux(t) ≤ K1 < K−11 ν−1 ≤ |ux(t)|∞, t ∈ LK .

Thus, in this case we have OK = LK , which proves the corollary's assertion.
Since increasing K while keeping ν constant increases the measure of OK , for
K ≥ K1 and ν < K−21 we still have λ(OK) ≥ C. �

Now we �x
K = K1, (34)

and choose

ν0 =
1

6
K−2; C1 =

1

4
K−2; C2 =

1

20
K−4. (35)

In particular, we have 0 < C1ν0 < C2 < 1: thus the intervals Ji are non-empty
and non-intersecting for all ν ∈ (0, ν0]. Everywhere below the constants depend
on K.

Actually, we can choose any values of C1, C2 and ν0, provided:

C1 ≤
1

4
K−2; 5K2 ≤ C1

C2
<

1

ν0
. (36)
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Lemma 6.7 For ` ∈ J1,

Sp(`)
p

&

{
`p, 0 ≤ p ≤ 1.

`pν−(p−1), p ≥ 1.

Proof. By Corollary 6.6, it su�ces to prove that these upper estimates hold
uniformly in t for t ∈ OK , with Sp(`) replaced by∫

S1

|u(x+ `)− u(x)|pdx.

Till the end of this proof, we assume that t ∈ OK .
Denote by z the leftmost point on S1 (considered as [0, 1)) such that u′(z) ≤

−K−1ν−1. Since |u|2,∞ ≤ Kν−2, we have

u′(y) ≤ −1

2
K−1ν−1, y ∈ [z − 1

2
K−2ν, z +

1

2
K−2ν]. (37)

In other words, the interval

[z − 1

2
K−2ν, z +

1

2
K−2ν]

corresponds to (a part of) a cli�.
Case p ≥ 1. Since ` ≤ C1ν = 1

4K
−2ν, by Hölder's inequality we get∫

S1

|u(x+ `)− u(x)|pdx ≥
∫ z+ 1

4K
−2ν

z− 1
4K
−2ν

|u(x+ `)− u(x)|pdx

≥ (K−2ν/2)1−p
(∫ z+ 1

4K
−2ν

z− 1
4K
−2ν

|u(x+ `)− u(x)|dx
)p

= C(p)ν1−p
(∫ z+ 1

4K
−2ν

z− 1
4K
−2ν

(∫ x+`

x

−u′(y)dy
)
dx
)p

≥ C(p)ν1−p
(∫ z+ 1

4K
−2ν

z− 1
4K
−2ν

1

2
`K−1ν−1 dx

)p
= C(p)ν1−p`p.

Case p < 1. By Hölder's inequality we obtain that∫
S1

|u(x+ `)− u(x)|pdx ≥
∫
S1

(
(u(x+ `)− u(x))+

)p
dx

≥
(∫

S1

(
(u(x+ `)− u(x))+

)2
dx
)p−1(∫

S1

(u(x+ `)− u(x))+dx
)2−p

.

Using the upper estimate in (30) we get:∫
S1

|u(x+ `)− u(x)|pdx

≥
(∫

S1

`2K2dx
)p−1(∫

S1

(u(x+ `)− u(x))+dx
)2−p

.
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Since
∫
S1 (u(·+ `)− u(·)) = 0, we obtain that∫

S1

|u(x+ `)− u(x)|pdx

≥ C(p)`2(p−1)
(1
2

∫
S1

|u(x+ `)− u(x)|dx
)2−p

≥ C(p)`p.

The last inequality follows from the case p = 1. �

The proof of the following lemma uses an argument from [1], which becomes
quantitative if we restrict ourselves to the set OK .

Lemma 6.8 For m ≥ 0 and ` ∈ J2,

Sp(`)
p

&

{
`p, 0 ≤ p ≤ 1.

`, p ≥ 1.

Proof. In the same way as above, it su�ces to prove that the inequalities
hold uniformly in t for t ∈ OK , with Sp(`) replaced by∫

S1

|u(x+ `)− u(x)|pdx,

and we can restrict ourselves to the case p ≥ 1. Again, till the end of this proof,
we assume that t ∈ OK .

De�ne z as in the proof of Lemma 6.7. We have∫
S1

|u(x+ `)− u(x)|pdx ≥∫ z

z− 1
2 `

∣∣∣ ∫ x+`

x

u′−(y)dy︸ ︷︷ ︸
cliffs

−
∫ x+`

x

u′+(y)dy︸ ︷︷ ︸
ramps

∣∣∣pdx.
Since ` ≥ C1ν = 1

4K
−2ν, by (37) for x ∈ [z − 1

2`, z] we get:∫ x+`

x

u′−(y)dy ≥
∫ z+ 1

8K
−2ν

z

u′−(y)dy ≥ 1

16
K−3.

.

On the other hand, since ` ≤ C2, by (30) and (35) we get:∫ x+`

x

u′+(y)dy ≤ C2K =
1

20
K−3.

Thus, ∫
S1

|u(x+ `)− u(x)|pdx ≥ 1

2
`

(( 1

16
− 1

20

)
K−3

)p
≥ C(p)`. �

Summing up the results above we obtain the following theorem.
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Theorem 6.9 For ` ∈ J1,

Sp(`)
p∼

{
`p, 0 ≤ p ≤ 1.

`pν−(p−1), p ≥ 1.

On the other hand, for ` ∈ J2,

Sp(`)
p∼

{
`p, 0 ≤ p ≤ 1.

`, p ≥ 1.

The following result follows immediately from the de�nition (8).

Corollary 6.10 For ` ∈ J2, the �atness satis�es F (`) ∼ `−1.

It remains to prove that, as long as |k| remains in a certain range, after
layer-averaging, we have {|û(k)|2} ∼ |k|−2. For this, we use a version of the
Wiener-Khinchin theorem, stating that for any function v ∈ L2 one has

|v(·+ y)− v(·)|2 = 4
∑
n∈Z

sin2(πny)|v̂(n)|2. (38)

Theorem 6.11 For k such that k−1 ∈ J2, we have E(k) ∼ k−2.

Proof. We recall that by de�nition (9),

E(k) =

{∑
|n|∈[M−1k,Mk] |û(n)|2∑
|n|∈[M−1k,Mk] 1

}
.

Therefore proving the assertion of the theorem is the same as proving that∑
|n|∈[M−1k,Mk]

n2{|û(n)|2} ∼ k. (39)

From now on, we will indicate explicitly the dependence on M . The upper
estimate holds without averaging over n such that |n| ∈ [M−1k,Mk]. Indeed,
by (7) we know that

{|û(n)|2} ≤ Cn−2.

Also, this inequality implies that∑
|n|<M−1k

n2{|û(n)|2} ≤ CM−1k (40)

and ∑
|n|>Mk

{|û(n)|2} ≤ CM−1k−1. (41)
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Now it remains to prove the lower bound. We have:∑
|n|≤Mk

n2{|û(n)|2} ≥ k2

π2

∑
|n|≤Mk

sin2(πnk−1){|û(n)|2}

≥ k2

π2

(∑
n∈Z

sin2(πnk−1){|û(n)|2} −
∑
|n|>Mk

{|û(n)|2}
)
.

Using (38) and (41) we get:∑
|n|≤Mk

n2{|û(n)|2} ≥ k2

4π2

(
{|u(·+ k−1)− u(·)|2} − CM−1k−1

)
≥ k2

4π2

(
S2(k

−1)− CM−1k−1
)
.

Finally, using Theorem 6.9 we obtain that∑
|n|≤Mk

n2{|û(n)|2} ≥ (C − CM−1)k.

Now we use (40) and we choose M ≥ 1 large enough to obtain (39). �

7 Estimates for small-scale quantities in the in-

viscid limit

It is a well-known fact (see for instance [29]) that as ν tends to 0, the solutions of
(2) converge to weak entropy solutions of the inviscid equation ut+f

′(u)ux = 0,
for �xed t. The convergence takes place for almost every x, and therefore also
in L1, since solutions are uniformly bounded for all ν.

These solutions, denoted u0, inherit all previously proved properties which
hold uniformly for small enough ν for solutions of (2).

To begin with, we de�ne the non-empty and non-intersecting intervals

J2 = (0, C2]; J3 = (C2, 1],

which now correspond to the inertial range and the energy range, respectively.
The inviscid Burgers equation does not have a dissipation range, since formally
there is no dissipation, despite the presence of an anomaly due to the shocks
[5]. The constant C2 is the same as above.

Then we de�ne S0
p , F

0 and E0 for solutions u0(t, x) in the same way as the
previously considered quantities Sp, F and E for solutions of the viscous equa-
tion. By the dominated convergence theorem, we obtain the following results:

Theorem 7.1 For ` ∈ J2, S0
p(`)

p∼

{
`p, 0 ≤ p ≤ 1.

`, p ≥ 1.

Corollary 7.2 For ` ∈ J2, the �atness satis�es F 0(`) ∼ `−1.

Theorem 7.3 For k such that k−1 ∈ J2, we have E0(k) ∼ k−2.
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