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[1] A new objective method for the determination of the atmospheric boundary layer (ABL)
depth using routine vertically pointing aerosol lidar measurements is presented. A
geophysical process-based analysis is introduced to improve the attribution of the
lidar-derived aerosol gradients, which is so far the most challenging part in any
gradient-based technique. Using micrometeorological measurements of Obukhov length
scale, both early morning and evening transition periods are determined which help separate
the turbulence regimes during well-mixed convective ABL and nocturnal/stable ABL. The
lidar-derived aerosol backscatter signal intensity is used to determine the hourly-averaged
vertical profiles of variance of the fluctuations of particle backscatter signal providing the
location of maximum turbulent mixing within the ABL; thus, obtained mean ABL depth
guides the attribution by searching for the appropriate minimum of the gradients. An
empirical classification of the ABL stratification patterns into three different types is proposed
by determining the changes in the near-surface stability scenarios. First results using the lidar
observations obtained between March and July in 2011 at SIRTA atmospheric observatory
near Palaiseau (Paris suburb) in France demonstrate that the new attribution technique makes
the lidar estimations of ABL depth more physically reliable under a wide spectrum of
meteorological conditions. While comparing lidar and nearby radiosonde measurements of
ABL depths, an excellent concordance was found with a correlation coefficient of 0.968 and
0.927 for daytime and nighttime measurements, respectively. A brief climatology of the
characteristics of the ABL depth, its diurnal cycle, a detailed discussion of the morning and
evening transitions are presented.

Citation: Pal, S., M. Haeffelin, and E. Batchvarova (2013), Exploring a geophysical process-based attribution technique
for the determination of the atmospheric boundary layer depth using aerosol lidar and near-surface meteorological
measurements, J. Geophys. Res. Atmos., 118, 9277–9295, doi:10.1002/jgrd.50710.

1. Introduction

[2] The atmospheric boundary layer (ABL) and the en-
trainment zone at the top of the ABL primarily govern the
mixing of aerosol particles and other gaseous species (e.g.,
CO2, CO, CH4, etc.) in the lower troposphere, with conse-
quences for air quality and climate simulation [Stull, 1988].
Since the depth of the ABL acts as a “first-order” control or
a mixing volume for aerosol and climate-forcing constitu-
ents, it is considered to be an important parameter for

characterizing atmospheric processes like dispersion and
transport of aerosol particles in realistically variable bound-
ary layer structures [e.g., Maronga and Raasch, 2012],
aerosol formation [e.g., Nilsson et al., 2001], near-surface
aerosol concentration [e.g., Pal and Devara, 2012], and often
used as a scaling parameter for the ABL parameterizations
[Moeng, 1984].
[3] The investigation of the ABL depth variability is also

important for meteorological process studies like convection
initiation including cloud formation and transitions within
the boundary layer [e.g., Behrendt et al., 2011a; Hogan
et al., 2009], vertical transport of heat and moisture [e.g.,
Couvreux et al., 2007], and interactions between the bound-
ary layer and the free atmosphere (FA) [e.g., Lenschow
et al., 2012]. Additionally, since the ABL depth is a key scal-
ing parameter for monitoring of pollution and budget analy-
ses of greenhouse gases, recently, a large number of
networks and programs have been initiated like ICOS
(Integrated carbon observing system) [Ramonet et al.,
2011], EG-CLIMET COST action [Haeffelin et al., 2012],
etc. Hence, there is a strong need of a robust technique for
routine monitoring of the ABL depth.

1Laboratoire de Météorologie Dynamique, CNRS-Ecole Polytechnique,
Palaiseau, France.

2Department of Environmental Sciences, University of Virginia,
Charlottesville, Virginia, USA.

3Institut Pierre-Simon Laplace, CNRS-Ecole Polytechnique, Paris, France.
4National Institute of Meteorology and Hydrology, Bulgarian Academy

of Sciences, Sofia, Bulgaria.

Corresponding author: S. Pal, Laboratoire de Météorologie Dynamique,
CNRS-Ecole Polytechnique, FR-91128 Palaiseau CEDEX, France. (sandip.
pal@lmd.polytechnique.fr, sp5hd@virginia.edu)

©2013. American Geophysical Union. All Rights Reserved.
2169-897X/13/10.1002/jgrd.50710

9277

JOURNAL OF GEOPHYSICAL RESEARCH: ATMOSPHERES, VOL. 118, 9277–9295, doi:10.1002/jgrd.50710, 2013



[4] The ABL depths can be determined from the radio-
sonde-derived profiles of thermodynamic variables like tem-
perature, humidity, and horizontal wind speed, however,
only infrequently [Seibert et al., 2000]. The difficulty in
directly observing the thermodynamic structures of the atmo-
sphere makes ground-based remote sensing technique an
attractive choice [e.g., Pal et al., 2008]. For instance, elas-
tic-backscatter lidar and ceilometer provide vertical profiles
of backscatter from aerosol particles and molecules in the
atmosphere [e.g., Eresmaa et al., 2006, 2012; Emeis et al.,
2007; Münkel, 2007; Behrendt et al., 2011b]. Because of
the effect the ABL has on aerosol stratification, it is possible
to use aerosol backscatter as a proxy for the ABL inversion
[e.g., Stull, 1988; Wulfmeyer et al., 2010].
[5] Different algorithms are used to determine the ABL

depths from lidar and ceilometer measurements [e.g.,
Haeffelin et al., 2012]. A particular limitation of the
existing gradient-based algorithms is that since aerosol
may lay in multiple stratifications, often several local min-
ima do occur in the profile of gradient of aerosol backscat-
ter. Hence, the choice of the relevant (“true”) minimum is
generally not well specified [e.g., Menut et al., 1999; Pal
at al., 2010]. For the determination of the stable boundary
layer (SBL) depths and/or the growing convective bound-
ary layer (CBL) depths in the morning, many researchers
use the Haar wavelet technique where they subjectively
constrain the upper limit to the base of the residual layer
(RL) [e.g., Gan et al., 2011]. To summarize, considerable
progress has been made to date on the application of gra-
dient-based algorithms to identify distinct atmospheric
layers using lidar measurements. However, the major
challenge that still lies in most of the today’s ABL height
detection methods is the application of an automated and
robust attribution technique, in particular, for operational
lidar monitoring of the ABL. Additional demands include
high temporal resolution and retrieval of uncertainties in
the ABL depth time series.
[6] Very recently, Haman et al. [2012] found that during

the early evening transition (EET) period when convection
is weakening and a new nocturnal boundary layer (NBL) is
forming, high uncertainty and inaccuracy result for the
NBL depths. In particular, Haeffelin et al. [2012] illustrated
that during the EET, the strongest aerosol gradient corre-
sponds mainly to the RL, until new aerosols, generated at
the ground, become sufficiently concentrated to provide a
renewed strong gradient able to produce a detectable low-level
inflection point. On the other hand, Granados-Muñoz et al.
[2012] illustrated that during the early morning transition
(EMT) period when RL frequently appears in the lower most
troposphere, lofted aerosol layers do not represent the growing
CBL depths and finally emphasized the requirement of
additional information or measurements to correctly determine
the ABL depths. De Giuseppe et al. [2012] introduced
supplementary information consisting of a Bayesian selective
method, a boundary layer model simulation, and the ABL
depths climatology for the purpose of attribution. However,
no attention was paid to the boundary layer processes during
the EMT and the EET periods for the purpose of attribution.
The EMT period refers to the period from sunrise to the
time when the SBL is eroded and rapid growth in the
CBL depth is observed; during this time the ABL changes
from a stable to an unstable regime. The EET period refers

to the period from sunset to the time when an NBL is
formed near the surface.

2. Site, Instrumentation, and the Data Sets

[7] We used a vertically pointing aerosol lidar transmitting
laser radiation at 355 nm wavelength with a pulse energy of
16 mJ at 20 Hz repetition rate (ALS-450, commercialized by
Leosphère) for the measurements of the ABL aerosol stratifi-
cation. The aerosol backscatter measurements with the ALS-
450 with an operational range of 150 – 12,000 m are routinely
performed at the SIRTA (Site Instrumental de Recherche par
Télédétection Atmosphérique) observatory near Palaiseau
(48.7°N, 2.21°E, and 156 m ASL), France. SIRTA is located
on a 10 km wide plateau at approximately 20 km south of
Paris. Further information on the different instruments at
SIRTA including the ALS-450 and a detailed description of
the site can be found elsewhere [Haeffelin et al., 2005].
[8] Campbell Scientific’s CSAT3 3-D sonic anemometer

is installed at 10 m above ground level (AGL) on a mast that
is routinely operated at SIRTA. These measurements are
used to calculate the momentum and sensible heat flux and
to determine the Obukhov length scale, L [Obukhov, 1971].
We use the 10min averaged values of the three components
of wind (u, v, w) and sonic temperature (T) to calculate fluc-
tuations of these parameters. Measurements of temperature,
pressure, humidity, and precipitation obtained at 2 m as well
as 30 m are also used. Sunrise and sunset for SIRTA are de-
termined from astronomical calculations, with times in UTC.
Routine radiosonde (RS) launches are performed twice a day
at the French national weather service station at Trappes
(48.78°N, 2.00°E, 167 m ASL), located 12 km west of
SIRTA. The RS-based thermodynamic profiles are used to
determine the ABL depths to evaluate lidar-based results.

3. Basic Concept of the Paper

[9] For a comprehensive discussion on the research con-
cept applied, a simple scheme showing the entire diurnal
cycle of the ABL depth evolution over land is presented in
Figure 1. In an SBL, aerosols are, in general, stratified in
many different layers where turbulence features are often
weak and of discontinuous character [Stull, 1988]. Hence, if
only gradient-based techniques are applied on the lidar
aerosol backscatter profiles, the strongest gradients will often
occur at the top of the RL and at heights of other aerosol
layers (e.g., as a result of advection) but not necessarily at
the SBL top [e.g., Gan et al., 2011]. Within the daytime
quasi-stationary CBL, aerosol particles are, in general, well
mixed, and a strong inversion is often present at the interface
between aerosol-laden CBL and relatively cleaner FA
(Figure 1). In such situations, gradient techniques often fail
to discriminate the top and bottom of the entrainment zone
[e.g., Mattis et al., 2004; Pal et al., 2010]. Stull [1988] illus-
trated that during the EET after the collapse of the turbulence
near the ground, although decaying turbulence exists in the
RL for some time, the NBL starts to develop while the day-
time well-mixed CBL top remains at about the same height
and survives as a RL.
[10] Within this work, we seek a technique to objectively de-

termine the ABL depth that could be based on themeasurements
from surface meteorological instruments and the most
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commonly used lidar system, i.e., a ground-based vertically
pointing aerosol lidar with a key emphasis on a robust
attribution technique. A flowchart including the key compo-
nents of the method introduced is displayed in Figure 2. The
lidar-based ABL depth determination is essentially a two-step
procedure: detection of gradients and attribution. Locations
of major aerosol gradients are obtained by applying the
STRAT-2D (structure of the atmosphere) algorithm

[Morille et al., 2007; Haeffelin et al., 2012] on the profiles
of range-square corrected lidar signal intensity; the attribu-
tion step involves assigning the height of one of the detected
layers to the instantaneous ABL top height which is mainly
guided by variance-based technique via determination of
mean ABL depth (see sections 4.6 and 5.1).
[11] On the other hand, the near-surface micrometeorolog-

ical measurements are used to determine the stability regimes
of the surface using the Obukhov length scale. Near-surface
meteorological characteristics during the EMT govern the
boundary layer processes including the strength and size of
the turbulent eddy, erosion of the SBL, and finally the growth
of the CBL throughout the morning [Batchvarova and
Gryning, 1991, 1994]. The time series of potential tempera-
ture is used to estimate a first-order approximation of the
ABL depth growth rate. Then, the end times of both the
EMT and the EET periods are robustly determined either
using changes in the stability regimes or the growth rates of
ABL depth or combination of both. The EMT and the EET
are determined to assist the attribution via separating the
two regimes of the ABL, namely, the CBL and the SBL.
The CBL regime is considered for the period between the
end of the EMT and the end of the EETwhile the SBL regime
corresponds to the period between the end of EET and the
next day EMT.
[12] Using some predefined criteria, variance-derived

mean ABL depths for both the CBL and the SBL regimes
are then obtained which unambiguously facilitates the attri-
bution of the instantaneous “true” ABL depth by selecting
one of the STRAT-2D derived heights. Prior to that, the
STRAT-2D layers are processed using additional criteria
based on the growth rates obtained from the encroachment
model, variability in the Cu clouds (if present), etc. Finally,
a high-resolution (i.e., temporal resolution of 10min) time
series of the instantaneous ABL depths for the entire diurnal

Figure 2. Flow chart for the data analysis methodology to derive high-resolution instantaneous ABL depth
from lidar measurements which involves three major components: determination of three key heights of aero-
sol stratifications and cloud base heights by STRAT-2D, variance-based method for profiling turbulence fea-
tures, and estimation of ABL growth rates and L from near-surface micrometeorological measurements.

Figure 1. A simplified scheme displaying the life cycle of
the clear-sky continental atmospheric boundary layer
(ABL) (adapted from Stull, 1988). Shaded field marks night;
white represents day. Solid line marks top of the ABL while
the dashed line shows the level of the RL, z1, z2, etc. indicate
heights above ground level (AGL), and zi marks the top of the
ABL. Black solid arrows at bottom mark sunrise, noon, and
sunset. Curved arrows show the convectively driven turbu-
lent eddies and plumes. Entrainment process near the top of
the ABL is marked by dashed arrows. CBL: convective
boundary layer, Cu: Cumulus clouds, EMT: early morning
transition, EET: early evening transition, EZ: entrainment
zone, FA: free atmosphere, NBL: nocturnal boundary layer,
SBL: stable boundary layer.
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cycle is obtained. In the following two sections, we discuss
different components of the methodology in detail.

4. Major Steps for the Objective Attribution

4.1. Determination of Temporal Variation
of Atmospheric Stability

[13] The detection of the stability regimes near the surface
is performed by determining the Obukhov length scale (L),
which is the ratio of the surface fluxes of momentum and
buoyancy. The sensible heat fluxQH is determined following
the eddy covariance technique [Stull, 1988] as

QH ¼ cp ρw′T ′ (1)

whereQH is positive in the upward direction, w is the vertical
velocity, T is the sonic temperature, the prime indicates a
fluctuation from a mean (over 10 min), ρ is the air density,
and cp is the specific heat of air at constant pressure. The tur-
bulence term w′T ′ in equation (1) is called the “kinematic”
parameter and is used to determine the crossover times in
the morning and the evening (see sections 4.3 and 4.4). The
crossover is defined as the time when kinematic parameter
changes sign: negative to positive during the EMT and vice
versa during the EET. L is determined following

L ¼ � u3� T ρ cp=0:4g QH (2)

where g is the gravitational acceleration and u* is the friction
velocity determined by three components (u, v, and w) of the
wind vector as

u2� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u′w′ð Þ2 þ v′w′ð Þ2

� �r
(3)

[14] Finally, the stability classification is performed using
L [Gryning et al., 2007]. Additionally, to obtain a clear pic-
ture of the diurnal cycle of the stability regimes, an index is
introduced that helps investigate the stability regimes from
the nighttime SBL through growing CBL in the morning to
the daytime well-mixed CBL. For brevity, we call it a stabil-
ity index that varies from 1 to 6. Table 1 illustrates the differ-
ent stability indices used in this study.

4.2. First-Order Approximation of the ABL Depth
Growth Rate

[15] A first-order approximation of the growth rate of the
ABL depths can be obtained following an encroachment model
[e.g., Stull, 1988]. The encroachment model used focuses only
on the thermodynamics (the heating from the surface only and
neglecting heating from entrainment). It is also assumed that
the vertical gradient of the potential temperature (θ), dθ/dz, is

zero in the CBL. Under this assumption, the relationship be-
tween θ and ABL depth h, is given by [Stull, 1988]

dθ
dt

¼ γ
dh

dt
(4)

where t denotes time and γ is lapse rate which could be esti-
mated from the radiosonde observation and is assumed to be
constant during a day. Finally, the maximum ABL growth
rate is estimated and used in the analyses which help detect
the both transition times of a day.

4.3. Early Morning Transition

[16] The EMT period between NBL and daytime well-
mixed CBL regimes can be investigated using the temporal
evolution of the near-surface state variables [e.g., Kaimal
et al., 1976]. Tennekes [1973] defined the morning transition
as the “initial filling of the nocturnal inversion.” After sunrise,
the near-surface air temperature rises, but, as will be shown,
the turbulent heat flux does not become positive until later.
[17] The EMT period is referred to as the period starting

from sunrise through the crossover of QH to the time when
stability index changes from 1 to 5 or 6. We used the kine-
matic parameter of QH (equation (2)) to determine the time
of crossover, i.e., when it becomes positive. Consequently,
after the crossover and at the end of the EMT period, the sta-
bility near the surface decreases and the depth of the ABL
starts growing. Thus, when L-based stability index (hence-
forth, stability index) reaches a value of 5 or 6, we define
the corresponding time to be the end of the EMT period.
After the EMT, QH, in general, starts to increase linearly in
time as does the near-surface temperature. We found that
on many days, the stability index makes a direct transition
from a stable to an unstable or a very unstable regime; how-
ever, similar direct transitions do not occur on all days but
indirectly through stability classes 3 and 4 which mainly de-
pend upon the strength of the inversions in the SBL.
[18] Additionally, the first-order approximation of ABL

depth growth rates (equation (4)) is further investigated and
we find that the time of the maximum heating coincides with
the end of the EMT period. However, it should be noted with
sufficient care that the encroachment model provides only a
“first-order approximation” on the ABL depth growth rates
by mainly considering convective turbulence (buoyant pro-
duction) [Kaimal and Finnigan, 1994]. Therefore, the crite-
rion based on the ABL growth rates for determining the end
of the EMT period is only used during the situations when
the stability index did not show any kind of transitions from
stable or neutral regimes to unstable or very unstable regimes.

4.4. Early Evening Transition

[19] An objective determination of the EET period is also
performed so that the key physical processes (e.g., decrease of
vigorous turbulence) can be detected and a definition for the
end of the EETwhen theNBL starts developing can be obtained.
Following Caughey et al. [1979], we used the widely accepted
definition of the crossover during the EET which indicates
the time when the near-surface heat flux changes sign (positive
to negative). We used only the kinematic term of the sensible
heat flux (see equation (4)) to detect the time of crossover.
[20] Acevedo and Fitzjarrald [2001] illustrated a decrease

in the CBL turbulence activity after sunset during the EET.
A decrease in the stability index implies a decrease in the

Table 1. Determination of Stability Regimes and Corresponding
Indices Using the Obukhov Length L

Ranges of the Obukhov Length L (m) Stability Regime Stability Index

10<L< 200 Stable 1
200<L< 500 Near neutral 2
L> 500 or L<�500 Neutral 3
�500<L<�200 Near neutral unstable 4
�200<L<�100 Unstable 5
�100<L<�10 Very unstable 6
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turbulence intensity when ABL turbulence cannot maintain its
vigorous mixing characteristics; hence, mixing of the larger
eddies and consequent stronger turbulence features cease.
Thus, the stability index could be used for an indicator for
the timewhen the NBL starts to evolve.We found that stability
index changes from 5 or 6 to 1 at the end of EET period. We
define the end of EET time when the stability index reaches
1 (stable regime, see Table 1). Additionally, we found that
the time of the maximum decay (or maximum cooling) in
the ABL depths following the encroachment model coincides
with the end of the EET time. We used the latter definition of
the end of EET time only for the situations when a change in
the stability index from 5 or 6 to 1 was not detected.
[21] Cumulative percentages of 10min temporally resolved

L for an interval of an hour are first obtained. The proper
determination of stability during an hour is performed using
the most frequent value out of six 10 min averaged values.
Figure 3 shows the frequency distribution of the six differ-
ent stability classes during 1 h averaging period for three
different classes, namely, types I, II, and III observed on three
different days at SIRTA; see section 5.2 for an empirical
classification of ABL depth evolution. For instance, Figure 3
illustrates a direct transition (type I) to robustly detect the
end of the EMT when the stability index changes from 1 to
6. The end of the EET is determined when the stability index
reaches 1.

4.5. 2D-Gradient Method to Determine Instantaneous
ABL Depth

[22] The STRAT algorithm analyzes the range-squared
corrected backscatter signal to retrieve mixing heights based

on a first derivative of the Gaussian wavelet covariance anal-
ysis. This algorithm mainly consists of four successive steps
performed on each lidar profile: noise detection via determi-
nation of signal-to-noise ratio at each height step, molecular
layer detection, particle layer detection with separate cloud,
and aerosol layer identification [Morille et al., 2007].
Haeffelin et al. [2012] used an improved ABL depth detec-
tion method STRAT-2D where they introduced a new edge
detection method based on both vertical and temporal gradi-
ents in the attenuated backscatter. Thus, using STRAT-2D,
locations of three key aerosol gradients (two strongest gradi-
ents and the lowest gradient) within and above the ABL and
the cloud base heights with a temporal resolution of 10 min
are identified which are then used for the attribution step to
finally determine the time series of instantaneous ABL
depths. Further detailed description of the STRAT-2D can
be found in Haeffelin et al. [2012].

4.6. Variance Method to Determine Mean ABL Depth

[23] Using variance-based technique, many researchers es-
timated mean ABL depth from lidar backscatter measure-
ments [e.g., Lammert and Bösenberg, 2006; Pal et al.,
2010]. Profiles of the variance of fluctuations of particle
backscatter β´par(t, z) are derived using the approach outlined
by Lenschow et al. [2000]. The raw aerosol backscatter data
were analyzed from 150 to 3500 m with high spatial (10 m)
and temporal (30 s) resolution. An overall averaging time is
typically 1 h for each variance profile.
[24] The time series of β´par(t, z) at different heights are

high-pass filtered at a cutoff time period of 30 min to
minimize the influence of mesoscale variability. High-pass

Figure 3. (a): Frequency distribution of six different stability classes over 1 h during the entire diurnal
cycle for the determination of the end of the EMT and the EET for type Ia transition. Colored vertical
columns mark six 10 min averaged values of the stability index during an hour. The proper determination
of stability index during an hour is performed by finding the most frequent value among them. A solid line
with sphere overlaid indicates the finally attributed stability index. (b) and (c): same as Figure 3a but for
types IIa and IIIa, respectively.
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filtering is performed in a frequency space by multiplying
the Fourier transform with a filter function. We consider a
cosine function as an appropriate filter function following
Wulfmeyer et al. [2010]. An FFT power spectrum of the
detrended and high-pass filtered time series of β´par(t, z) is
then obtained up to Nyquist frequency. Figure 4 displays an
example of a variance spectrum of β´par(t, z) for a height of
855 m AGL during a period when the CBL is well mixed.

Spectral variance determined follow Kolmogorov’s �5/3
power law which confirms that an inertial subrange is present
at this level as this lies within the CBL. The power spectrum
also confirms the presence of the dissipation range near the
high-frequency tail where the classical power law scaling
does not exist. Total variance is calculated from the area
covered by the spectra in the frequency versus amplitude
space. Then, in a similar fashion, the noise variance is calcu-
lated from the high tail of the frequency spectrum (0.8 to 1.0
of the Nyquist frequency). Finally, atmospheric variance is
calculated by subtracting the noise variance from total vari-
ance. Similar analysis is performed at each height step to
obtain a variance profile. The mean ABL depth (over an
hour) is determined from the maximum in the variance
profile which helps attribute the instantaneous ABL depth
as described in section 5.
[25] Figure 5 shows three characteristic variance profiles

determined for three different time periods on 24 March
2011 which confirms the location of maximum variability
at the top of the CBL or the NBL. Given the scope of the
paper, we are mainly interested in the characteristic of the
vertical distribution of the variance and the location of its
maximum for the determination of the mean ABL depths.

5. Final Attribution for Determining ABL Depth

5.1. Combined Approach

[26] The daily lidar data set is split into 23 intervals of
appropriate length—here, 1 h—which is analyzed to obtain
the variance profile. For the CBL regime, the maximum in

Figure 4. An FFT-based spectral analysis to estimate both
atmospheric and noise variance from lidar measurements at a
height of 855 m AGL. On the log-log spectra, a solid sloped
line indicates the�5/3 power law curve confirming the inertial
subrange. A rectangular box marks the region of the spectrum
to estimate the noise variance calculated from the high tail of
the frequency spectrum (0.8 to 1.0 of the Nyquist frequency).

Figure 5. An example illustrating the retrieval of mean ABL depth by the variance analysis using the lidar
measurements obtained on 24 March 2011 over SIRTA observatory. (a): Time-height cross section of the
range-squared corrected lidar signal intensity during the entire diurnal cycle. Vertically aligned color bar (in
linear scale) on the right indicates the intensity in arbitrary units. Sunrise and sunset times on this day are
05:55 and 18:15 UTC, respectively. Variance profile obtained during (b): the developing CBL regime with
RL atop in the morning, (c): the well-mixed CBL in the afternoon, and (d): the SBL regime prevailing dur-
ing the evening. Colored boxes mark the different time intervals considered for the variance analysis. The
maximum in the variance profile corresponds to the mean ABL depth for 1 h interval considered. The
heights in all panels are in m AGL.
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the variance profiles unambiguously determine the mean ABL
depth. For the NBL, variance profiles often consist of two to
three peaks in height for the NBL regime.We choose the mean
NBL depth to be the altitude of the lowermost peak in the var-
iance profile. We found that for the NBL, very often, the low-
ermost layers derived with the STRAT-2D are attributed to be
the final NBL top. Using variance analysis, we obtained a time
series of the mean ABL depth with a temporal resolution of
1 h. For each 1 h interval, the STRAT-2D method is applied
with a temporal resolution of 10 min within a prescribed
height interval around the result of the variance analysis. The
variance-based results are used for the attribution by selecting
the closest STRAT-2D layer from the mean ABL depth. Thus,
we could obtain the finally attributed ABL depths for the time
when the variance-based ABL depths are available. For the
time in between two variance profiles, we choose the ABL
top out of the STRAT-2D-derived layers which is closest to
the variance-estimated ABL depths following

zi ≈ Z þ dh

dt
(5)

where zi is the instantaneous ABL height to be determined or
compared with the STRAT-2D output, Z is the mean ABL
depth obtained from the variance analysis, and dh/dt is the
growth rate of the instantaneous boundary layer height obtained
by using a simple encroachment model. Equation (5) also helps
restrict the erroneous values of the ABL depths during attribu-
tion. Similar variance analyses were previously performed by
Lammert and Bösenberg [2006]; however, this was done only
for some case studies and for daytime CBL regimes.
[27] We use additional criteria to restrict the variance anal-

yses and hence determination of mean ABL depths. For in-
stance, the local climatology of the ABL depths is used
which constrain the “true” boundary layer top height to be
below 3000 m AGL (midlatitude extreme ABL depth
[Seidel et al., 2010]). Their results are also consistent with
other studies [e.g., Menut et al., 1999; Morille et al., 2007;
Pal et al., 2012]. The variance analysis is not performed
beyond this height. The STRAT-2D derived layers lying
beyond this limit are also excluded for the final attribution.
[28] The base of the boundary layer Cu appearing during

the daytime is considered to be the top of the CBL. The top
of the CBL is the level of inversion capping the cloud layer
that supports the hypothesis [Stull, 1988]. Additionally, be-
cause of the high absorption and scattering within clouds,
the lidar received backscatter signal is not reliable within
and above clouds. During such situations, the variance

calculation is performed to the base of the Cu obtained by
STRAT-2D. Otherwise, cloud-induced noise or detector
overloading dominates in the lidar signal making the ABL
depth determination erroneous.

5.2. An Empirical Classification of ABL
Depth Evolution

[29] The characteristics of ABL over any site differ each
day due to different forcing mechanisms like the changes in
the surface solar radiation, precipitation patterns, low level
mesoscale convergence, advection, synoptic scale patterns,
etc. [Bianco et al., 2011]. Very recently, Ouwersloot et al.
[2012] classified radiosonde measurements of ABL depths
during different days. They were able to classify only 25%
profiles into boundary layer types as a result of the observed
transitional characteristics of the ABL which confirms that
the classification of ABL regimes is a challenging task.
[30] To facilitate the analyses of the finally attributed ABL

depths, we objectively classify the boundary layer circulation
patterns in three different types by using the stability index
and the first-order approximation of the ABL depth growth
rates. Table 2 presents an overview of the different classes
considered in this study. For instance, type I corresponds to
a classical ABL regime where only the surface-driven
processes play a key role in the absence of clouds within the
ABL so that direct transition in stability index (stable to
unstable) can be observed. Type II is defined as the transition
when the stability index does not change from 1 to 5 or 6 but
through stability index 2 or 3 while type III includes the cases
where the stability index neither show any significant transi-
tion like in type I/II nor any clear transition during the entire
diurnal cycle. For type III, therefore, we define the end of
EMT as the time when the maximum ABL growth rate takes
place. Finally, each type is subdivided into two more catego-
ries depending on the presence of clouds as obtained from
the STRAT-2D (Table 2). For instance, type Ia includes
clear-sky days while type Ib marks the days with direct transi-
tion but with extensive cloud cover or with CBL clouds (Cu).

6. Results and Discussion

6.1. Measurement Examples for the Three
Different Classes

[31] Some measurement examples are presented here for
three different types of transitions during entirely different
ABL regimes to demonstrate the potential of the newly de-
veloped technique. Figure 6a illustrates an example for type
Ia transition (i.e., direct transition in the stability index for

Table 2. Different Classes of the Atmospheric Boundary Layer Circulation Types Considered in the Study

Classes of Boundary Layer
Circulation Patterns Transition of L-Based Stability Index

Maximum dh/dt Estimated (m/h)
During Early Morning Transition Presence of Clouds

CLASS Ia Direct/Rapid 200 Clear sky
CLASS Ib Direct/Rapid 200 Cloud covered or Cu at the top of the growing

convective boundary layer (CBL)
CLASS IIa Indirect/slow through neutral to unstable 200 or less Clear sky
CLASS IIb Indirect/slow through neutral to unstable 100 or less Cloud covered or Cu at the top of the growing

CBL
CLASS IIIa Neutral stability at sunrise or no clear

transition from stable to unstable
200 or less Clear sky

CLASS IIIb Neutral stability at sunrise or no clear
transition from stable to unstable

100 or less Cloud covered
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(a)

Figure 6. (a) Determination of the instantaneous ABL depths from aerosol lidar measurements over
SIRTA on 26 June 2011. Heights in all panels are in m AGL. (a): Time-height cross section of range-square
corrected signal intensity. Temporal and spatial resolutions in the lidar data are 30 s and 15 m, respectively.
(b): Diurnal cycles of L-based stability index and ABL depth growth rates, vertical dotted lines mark the
end times for the EMT and the EET periods and the solid lines mark the times of sunrise (SR) and sunset
(SS), (c): Normalized values of near-surface temperature, relative humidity, wind speed, kinematic param-
eter. Stability index values are also overlaid (in red). RH: relative humidity, WS: wind speed, (d): STRAT-
2D derived aerosol layers and cloud base heights (colored symbols) along with the finally attributed ABL
depths (solid black line) and temperature (solid blue line, see right y axis for the temperature scale).
Temporal resolutions in the STRAT-2D layers, finally attributed ABL depths, and 2m temperature are
same (i.e., 10 min). (b) Same as Figure 6a but for type Ib observed on 1 July 2011.
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clear-sky conditions, see Table 2). The upper three panels in
the figure display the analyzed data for the retrieval of ABL
depths while the bottom panel presents the finally attributed
instantaneous ABL depths. The time-height cross section of
the range-squared corrected aerosol backscatter signal

intensity obtained on 26 June 2011 is presented in the top
panel. This is an example of the lidar measurements be-
tween ground and 2000 m AGL during a typical clear-sky
day at SIRTA. The second panel from top shows the time
series of the stability index and ABL depth growth rates

(b)

Figure 6. (continued)
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that help determine the end of the EMT and the EET
periods (see vertical dotted lines). The growth rates shown
are not obtained using the lidar measurements but the en-
croachment model. Times of sunrise (SR) and sunset (SS) for

SIRTA are also marked in all panels in Figure 6a (see vertical
solid lines). The third panel from top presents the time series
of kinematic parameter, near-surface temperature, relative
humidity, and wind speed after they are normalized with their

(a)

Figure 7. Same as Figure 6 but for type IIa (24 March 2011) and IIb (9 March 2011).
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maximum values. Such normalization helps detect the shape of
the diurnal cycle (thus, temporal evolution) of these parameters
to robustly determine the times of two transitions. The bottom
panel displays the locations of three key aerosol gradients and

cloud base heights and the attributed ABL top height. The
diurnal cycle of 2m temperature is also overlaid.
[32] A sharp decrease in the relative humidity can be well

observed from the figure (the second panel from top in

(b)

Figure 7. (continued)

PAL ET AL.: NEW ATTRIBUTION LIDAR-DERIVED ABL DEPTH

9287



Figure 6a) while a slow increase in temperature during the
EMT period after sunrise is observed. The onset of the CBL
development triggers a dilution of water vapor; thus, a sharp
decrease in the mixing ratio is observed. On the other hand,
during the EET period, once the boundary layer turbulence is
reduced, mixing of passive tracers like water vapor decreases;

hence, their higher concentration are observed; however, an
increase in the mixing ratio can be well detected before the
sunset when the turbulence intensity already has started
decreasing. Acevedo and Fitzjarrald [2001] attributed advec-
tion to be an important factor in governing the time and nature
of the rise in the mixing ratio while Busse and Knupp [2012]

(a)

Figure 8. Same as Figure 6 but for type IIIa (2 June 2011) and IIIb (13 July 2011).
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founda range of periods for the sharp increase in the mixing
ratio as a result of prevailing synoptic conditions. Therefore,
we did not use the variability of mixing ratio to detect the
transition periods.
[33] For the case presented in Figure 6a, crossover during

the EMT takes place at 05:30 UTC after sunrise at 03:58

UTC and the end of the EMT at 06:40 UTC while the end
of EET takes place at 20:40 UTC following sunset at 19:50
UTC. A clear diurnal cycle of the stability index can be
observed: stable conditions at night and unstable or very
unstable conditions during the well-mixed CBL in the day-
time. Figure 6b plots a typical example case for type Ib

(b)

Figure 8. (continued)
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when Cu-topped CBL regime prevailed between 09:00 and
18:00 UTC on 01 July 2011. The stability index once again
shows here a direct transition. Like type I, near-surface me-
teorological measurements confirm a steady increase in
temperature and decrease in relative humidity during the
EMT. A particular difference between two types of transi-
tions is that the CBL depths grow much more rapidly for
type Ib than for Ia. Clearly visible is the EET time and evo-
lution of NBL depths after 20:30 UTC while the RL is still
present at an altitude of around 1400 m AGL. The NBL
depths are slightly more elevated than the previous day’s
NBL depths observed in the morning.
[34] Figures 7a and 7b plot two cases for type II for a clear

day (IIa, 24 March 2011) and a cloudy day (IIb, 09 March

2011), respectively; for both cases, an indirect transition in
the stability index takes place at the end of the EMT. Type
IIb exemplifies that because of the optically thick clouds
within the ABL, the aerosol backscatter signal intensity is
highly attenuated so that all STRTA-2D derived layers exist
within the altitudes below 1600 m except some cloud layers
at 3000 m AGL around dawn. The ABL depth growth rates
estimated for the attribution also are found to be around
100 m/h (0.028 m/s).
[35] Figures 8a and 8b display two cases for type III for a

clear-sky day (type IIIa, 2 June 2011) and a day with an
extensive cloud deck in the lowermost ABL present more
than 20 h (type IIIb, 13 July 2011). The stability index
does not show any clear transition on these days so it is
not possible to identify the end of the EMT and the EET
using the criteria of the stability index. Therefore, the times
corresponding to the end of EMT and the EET are determined
from the maximum and minimum growth rates of ABL
depths, respectively, since we found earlier that stability in-
dex-based transitions and changes in the growth rates show
similar results. The ABL is shallower for type IIIb than that
observed for type IIIa.

6.2. Evaluation of the ABL Depth Estimates

[36] For the evaluation of the lidar-derived finally attrib-
uted instantaneous ABL depths (henceforth lidar-derived
ABL depths only), we compare the results to the radio-
sonde measurements of ABL depths at 00:00 and 12:00
UTC. For the daytime measurements of ABL depths from
RS data sets, we use the most widely accepted method
based on the profiles of bulk Richardson number (Rib)
which is calculated as

Rib zð Þ ¼ g z� z0
� �
Θv z0ð Þ

Θv zð Þ � Θv z0ð Þ
u zð Þ2 þ v zð Þ2

where g is the gravitational acceleration, Θv is the virtual
potential temperature, z0 is the lowest measurement level
(about 20 m AGL), and u and v are the zonal and meridian
wind components [Stull, 1988; Seibert et al., 2000]. The
top of the ABL is defined by the height at which Rib is greater
than the critical bulk Richardson number (Ribc) of 0.21 [e.g.,
Menut et al., 1999]. Since the Richardson number method is
suitable only for well-mixed CBL regimes [Seibert et al.,
2000], we use the vertical profiles of the mean horizontal
wind speed and potential temperature to determine the NBL
depths following the method described in Liu and Liang
[2010]. In this method, the regime identification is first
performed by examining the near-surface thermal gradient
between the fifth and second levels and then compared with
a predefined potential temperature increment for the mini-
mum strength of the stable (inversion) layer below the
NBL top (see Liu and Liang [2010] for further details).
Because of the intermittent and weak turbulence structure
of the NBL, features of NBL are entirely different from
the unstable CBL [Seibert et al., 2000]; thus, the definition
of the depth although clear for the CBL is less clear for the
NBL as its top may blend into the RL above. In particular,
the SBL turbulence can result from two dominant mecha-
nisms: buoyancy forced and/or shear driven. Following
Liu and Liang [2010], we defined the NBL top to be the
level of the LLJ nose if present. However, in the situations,

Figure 9. Scatterplots showing comparisons of the ABL
depth estimates obtained by the newly developed attribu-
tion technique and the nearby radiosonde measurements
for both the daytime CBL (upper panel) and the NBL
(lower panel) regimes. Radiosonde retrievals are used as
the common reference for both regimes. A 1:1 line (dashed
gray) is overlaid on each panel for comparison. Correlation
coefficients obtained are 0.968 and 0.928 for the daytime
(87 cases) and nighttime (81 cases) measurements, respec-
tively. In the lower panel, solid stars mark the cases with
precipitation at the lidar site.
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when the “nose” of the nocturnal LLJ is not found, we use
only the profiles of the potential temperature gradient [e.g.,
Joffre et al., 2001].
[37] The intercomparison results both for the daytime CBL

and the NBL for a total of 168 cases are presented in Figure 9
which clearly indicate a high correlation between the lidar
and RS-derived results. In particular, for the daytime CBL
depths, an excellent concordance is found with a linear
regression coefficient (R2) of 0.968. The remaining uncer-
tainties can be mainly attributed to the application of two dif-
ferent approaches (thermodynamic profiles for RS and
aerosol gradients for lidar), sampling of different air masses
for the spatial separation of ~12 km between two sites, drifts
of the RS due to prevailing wind, and advection of aerosol
particles, as was found previously by many researchers
[e.g., Haeffelin et al., 2012].
[38] For the NBL cases, we found a correlation coefficient

of 0.927 with comparatively larger number of scatter than
obtained for daytime observations. In particular, the lidar-
based approach resulted in a systematic overestimation for
the lower NBL depths that ranges from 50 to 200 m AGL.
This occurs because the full overlap between the laser beam
and the field of view of the receiving telescope of the lidar
(the so-called overlap factor of lidar transceiver) is reached
at an altitude of around 150 m AGL below which the
measured aerosol backscatter signals are not useful. Thus,
during the situations when the NBL depths are shallower than
150 m, lidar-derived NBL depths are likely overestimated.
However, the aforementioned factors for the inconsistencies
in the daytime measurements cannot be completely ruled out
for the NBL regime.

[39] Additionally, we notice that some of the higher
discrepancies are found during the evenings when there
was precipitation for more than an hour at the lidar site
before the time of the RS launches. Ten such cases are
identified which illustrated that the lidar measurements
overestimated the NBL depths by at least 100 m compared
to the RS that showed shallow NBL depths between 80
and 170 m AGL. These cases are marked by black stars
in the lower panel of Figure 9. We analyzed the 24 h
cumulated precipitation measurements at SIRTA to iden-
tify the days with precipitation. In general, atmospheric
processes like precipitation result in a noticeable removal
of aerosols because of the wet scavenging of the aerosol
particles by raindrops [e.g., Berthet et al., 2010]; in such
situations, aerosol gradients are not determined well by
lidar. Thus, the attribution technique could have resulted
in erroneous values of NBL depths during or immediately
following precipitation.
[40] An overall statistics of the intercomparison results de-

lineated that for the CBL regimes, lidar and RS determination
are consistent within 150 m for 94% cases. Similar analyses
for the NBL depths revealed consistency within 50 m for

Figure 11. Upper panel: Times of sunrise, crossover, and
the end of EMT (in UTC) on different days of the year
(DOY) 2011. A trend like the temporal changes in the sunrise
time from March to July can be observed for the crossover;
however, they are not identical. Lower panel: a box and
whisker plot of the times for the crossover and EET for
the three different types of transitions. In each box, the
dashed line indicates the median and the extent of boxes,
25th and 75th percentiles; whiskers represent the standard
deviation. The central point is the mean value and the exter-
nal points are the maximum and minimum.

Figure 10. Monthly mean diurnal cycles of ABL depths
(upper panel) and surface-level sensible heat flux (lower
panel) for different months where composite diurnal cycles
of ABL depths and heat fluxes for all measurements obtained
during each month were considered. Harmonized colored
lines are used in both panels.
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67% cases. These results clearly indicate a substantial
improvement in the STRAT-2D analyses reported by
Haeffelin et al. [2012] where they found these consistencies
to be 67% and 33% for the daytime and nighttime measure-
ments (within a limit of 300 m), respectively. Thus, the
results reported here clearly emphasize the impact of the
geophysical process-based attribution technique on the
STRAT-2D results.

6.3. Diurnal Cycle of the ABL Depth

[41] The high-resolution (10 min) time series of the
ABL depths obtained between March and July 2011 are
analyzed to determine the mean monthly diurnal cycle of
ABL depths (Figure 10). To achieve this, we exclude the
days with extensive cloud cover and precipitation. The
CBL depths and NBL depths determined for different
days in a month are averaged separately so that the onset
of NBL after EET can be clearly distinguished; this
resulted in discontinuities in the composite diurnal cycle
of each month.
[42] The maximum ABL depths are mostly observed in the

early afternoon. An increasing trend in the daytime maximum
ABL depths from 1025 m AGL in March to 1892 m AGL in
July can be also observed. A significant increase in the
daytime maximum ABL depths from March to April can
be seen from the figure while from April to July a more
gradual increase is observed. The lower panel in Figure 10
displays the monthly mean diurnal cycle of surface-level
sensible heat flux for different months. Unlike monthly
mean diurnal cycle of ABL depths, a gradual decrease in
the sensible heat flux can be seen. However, a considerable
increase in the heat flux is observed from March to April
that likely triggered a significant increase in the ABL
depths from March to April. In general, these results are
similar to that reported by Haeffelin et al. [2012] and thus
climatologically consistent.
[43] The ABL depths during the afternoon are quasi-

stationary without any significant growths for more than 3
h for all five months. The interval during which the CBL
is quasi-stationary increased monotonically from March
(3.2 h) to July (6.3 h) as expected because of the increase
in the length of the days from spring to summer. A shift
from the late morning to the early morning in the onset
and growth of the CBL from March to July can also be ob-
served. On the other hand, it is found that the onset of NBL
during the EET can occur at significantly different times in
each month. A progression of the time of transition from
CBL to NBL to later in the day from March to July
is observed.

6.4. Characteristics of the Crossover and the EMT

[44] To investigate the observed characteristics of the
crossover and the EMT, in particular, their timings, we
mainly consider clear days without extensive cloud cover
or precipitation; however, days with Cu clouds at the
developing CBL top are not excluded from this analysis.
The upper panel in Figure 11 shows the daily variation of
the times of sunrise, crossover, and the end of EMT on
different days; three types of transitions are marked with
different symbols. We find that type I, type II, and type
III are observed for 35%, 40%, and 25% of all measure-
ment days, respectively. A general temporal tendency of

type I for both crossover and EMT can be seen illustrating
earlier transition times in the summer than in the spring
while type II and III did not indicate such a clear tendency.
Instead, a rather large number of scatters both for crossover
and the end of EMT timings are found. A box-and-whisker
plot of the corresponding measurements is also shown
which illustrates that the type II crossover and EMT con-
tains the largest scatter. The end of EMT, hence the onset
of ABL growth, is delayed for type II and type III com-
pared to type I while the crossover time averaged over all
cases does not evince such significant delays in those types.
For type II, the transition of atmospheric stability from sta-
ble to unstable/very unstable regime does not take place di-
rectly but through neutral/near neutral phase. A slower
increase in the CBL is, in general, found so that a shallow
CBL is first developed before the rapid rise. Once the noc-
turnal inversion is completely eroded, a faster growth can
be observed. However, type II cases are predominantly ob-
served during March and April when the sun rises at a later
time compared to the months in summer so that a seasonal
bias cannot be completely ruled out. Further long-term
measurements will help illustrate the seasonal dependencies
of the crossover and EMT for the three different types
of transitions.
[45] Figure 12 plots the time series of the temporal delay

between sunrise and crossover (the top left hand panel) and
the delay between the end of EMT and crossover (the bottom
left hand panel). These results help illustrate the time
required for the crossover to take place relative to the time
of sunrise and the end of EMT relative to the crossover.
Different colored symbols mark three types of transitions.
The corresponding box-and-whisker plots are also shown
(the top right and bottom right panels). Temporal delays
between crossover and sunrise are not significantly different
(around 1.5 h) for three types of transitions; less variability
can be observed for type I than for the other two types.
However, the temporal delay between crossover and end of
EMT is not independent on the types of transitions. The
corresponding box-and-whisker plot also shows that the
mean value of the delay between the crossover and the end
of EMT is lower for type I (40 min) than for type II and type
III (1 h and 50 min).
[46] Two phases during the EMT period (sunrise to cross-

over and crossover to the end of EMT) decipher different but
interesting characteristics. For instance, earlier crossover
does not necessarily trigger an early onset of CBL develop-
ment. On average, type I transition takes around 2.4 h from
sunrise to the end of EMT while type II and III take more
than 3.2 h. Thus, the time required to erode the nocturnal
inversion depends on the stability regimes and hence on
the types of transitions during the EMT period. The results
presented here for the delay between sunrise and crossover
is similar to the results reported previously by Angevine
et al. [2001] while the characteristics of the shallow CBL
are similar to that reported by Bange et al. [2007].
However, the delay between the onset of CBL development
and the crossover are not similar because the maximum
height of measurements in Angevine et al. [2001] was
constrained by the height of a tower and the resolution with
which vertical profiles were obtained. Additionally, the
definition of the EMT in our study is based on the changes
in stability indices.
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7. Summary, Conclusion, and Outlook

[47] Within this paper, we described the major components
of a newly developed technique for a geophysical process-
based attribution to determine the ABL depths from routine
lidar observations obtained between March and July 2011
over SIRTA observatory in France. The major components
of the attribution technique are (1) STRAT-2D algorithm
for the determination of three key gradients in the aerosol
stratification and cloud base height, (2) variance-based
analysis to retrieve ABL turbulence features illustrating max-
imum variability of particle backscatter and hence to estimate
the mean ABL depth, and (3) the analyses of near-surface
micrometeorological measurements to determine the EMT
and the EET periods of a day to separate the daytime CBL
and the NBL regimes. Stability index derived using
Obukhov length, L, served as an excellent indicator for this
purpose. Finally, we combine the above three components
for the attribution of “true” ABL top height. Choice of the
“relevant” minimum in the gradient corresponding to the
ABL top is facilitated by combining the variance and the gra-
dient method retaining its greater robustness against extrane-
ous backscatter peaks usually obtained by applying only the

gradient technique on the high-resolution lidar profiles. To
the best of our knowledge, for the first time, the effect of
near-surface meteorological conditions, in particular, the
observed EMT and EET on the boundary layer stratification
and variability of the ABL depths during entire diurnal cycle,
is investigated in detail.
[48] Using the five months measurements, we could inves-

tigate different thermal, stability, and dynamical regimes of
ABL depths and their variability during diverse meteorolog-
ical situations. An excellent agreement was found between
lidar-derived and radiosonde-based estimations of ABL
depths with a correlation coefficient of 0.968 and 0.927 for
daytime and nighttime measurements, respectively. The first
results obtained with the new attribution technique are prom-
ising so that the routine analysis of the lidar data sets can be
performed for determining the ABL depths over different
ICOS supersites in Europe [Ramonet et al., 2011] or for
any other lidar network.
[49] By defining three different types of transitions based

on the stability index, we classified the ABL circulations
patterns in three major types, namely types I, II, and III;
on the basis of the measurements performed for more than
100 days, different characteristic features of these types

Figure 12. (a) Daily variability in the temporal delay from sunrise to crossover for three different
transitions types observed during the EMT with (b) corresponding box and whisker plot. (c) Delay from
crossover to the end of EMT with (d) corresponding box and whisker plot. Whisker and box levels are
similar as in Figure 11 but for the temporal delays between crossover and sunrise (Figurer 12b) and the
end of EMT and crossover (Figure 12d).
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were studied. For instance, when near-surface meteorologi-
cal regime changes rapidly from stable to unstable/very
unstable regime (type I, a direct transition in the stability
index), an almost instantaneous mixing of the new bound-
ary layer with the air masses in the RL and FA takes place
confirming the fact that the buoyant thermals that originate
at the surface reach the RL without passing through a stable
atmospheric layer (often called “overshooting”). The mean
daytime ABL depths showed large month-to-month vari-
ability (e.g., mean March and July peaks are ∼ 1000 and
1800 m, respectively) while the monthly mean NBL depths
evinced much smaller differences among different months
of two seasons. These results are climatologically consistent
for the region around Paris.
[50] Further long-term measurements will help better

understand the interaction among the synoptic regimes,
boundary layer turbulence features, and ABL depths and
hence the roles of key forcing mechanisms in governing
diurnal variability of ABL depths in particular during the
early morning and the early evening transition periods.
Additionally, we plan to apply the new attribution technique
on ceilometer measurements within near future research
activities, in particular, to facilitate the monitoring of shallow
NBL depths since present-day ceilometers (e.g., CL31) have,
in general, very low optical overlap height (~ 45 m).
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