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Feedback Stabilization of a Fluid–Rigid body Interaction System

Mehdi Badra∗, Takéo Takahashi †‡

June 16, 2014

Abstract

We study the feedback stabilization of a system composed by an incompressible viscous fluid and a rigid
body. We stabilize the position and the velocity of the rigid body and the velocity of the fluid around a
stationary state by means of a Dirichlet control, localized on the exterior boundary of the fluid domain and
with values in a finite dimensional space. Our first result concerns weak solutions in the two-dimensional
case, for initial data close to the stationary state. Our method is based on general arguments for stabilization
of nonlinear parabolic systems combined with a change of variables to handle the fact that the fluid domain
of the stationary state and of the stabilized solution are different. This additional difficulty leads to the
assumption that the initial position of the rigid body is the position associated to the stationary state.
Without this hypothesis, we work with strong solutions, and to deal with compatibility conditions at the
initial time, we use finite dimensional dynamical controls. We prove again that for initial data close to the
stationary state, we can stabilize the position and the velocity of the rigid body and the velocity of the
fluid. In the three dimensional case, we also obtain the local stabilization of strong solutions with finite
dimensional dynamical controls.

Mathematics Subject Classification (2010): 74F10, 35Q35, 76D55, 76D05, 93D15.

Key words: feedback stabilization, fluid-structure interaction, Navier-Stokes equations.

1 Introduction and main results

The main goal of the present work is to prove the stabilizability of a fluid-structure system describing the
motion of a solid immersed in a viscous fluid. It follows the previous study of the authors [6] about a simplified
1D fluid particle system. Here, the fluid is described by the Navier-Stokes equations, the equations of the
rigid body are obtained by applying Newton’s laws and the control takes the form of a Dirichlet condition,
localized on the exterior boundary and with values in a finite dimensional space. Moreover, the target state
to be stabilized is stationary but, as in [6] and unlike other connected works on the subject, it involves a
steady velocity which is not assumed to be zero. A precise description of the system is given below.

Let Ω be a bounded smooth domain (say, of class C2,1) of Rd, d = 2 or d = 3 that contains both the fluid
and the structure. We consider a rigid body of shape S moving inside Ω. We assume that S is a smooth
(say, of class C2,1), connected and compact subset of Rd with non empty interior.

For all h ∈ R
d and for all R ∈ SO(d) (the special orthogonal group of Rd), we set

S(h,R) = h+RS, F(h,R) = Ω \ S(h,R).

We are interested in the admissible positions of the rigid body, i.e. in couples (h,R) such that S(h,R) ⊂ Ω.
We assume that in that case, F(h,R) is connected. In what follows, we also suppose that the center of mass
of S is located at the origin so that h is the center of mass of S(h,R).
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In the bidimensional case (d = 2), R = Rθ, with θ ∈ R, and with the notation

Rθ =

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
.

In particular, for d = 2, we will rather write F(h, θ) instead of F(h,Rθ).
If the rigid body follows the trajectory t 7→ (h(t), R(t)), we can introduce its angular velocity. For d = 2,

it is given by r = θ′ whereas for d = 3, it is given through the formula

R′(t) = S(r(t))R(t),

where

S(r) =




0 −r3 r2
r3 0 −r1
−r2 r1 0


 (r ∈ R

3).

Finally, the linear velocity of the rigid body is denoted by V
def
= h′.

We present now the equations of motion of the fluid–structure system. These equations are valid as long
as S(h(t), R(t)) ⊂ Ω.

In F(h(t), R(t)) the fluid is described by a velocity vector field v(t, x) and a pressure function p(t, x)
satisfying the incompressible Navier-Stokes equations:

∂tv + (v · ∇)v − ν∆v +∇p = fS

div v = 0



 in F(h(t), R(t)) t > 0, (1.1)

and we suppose that it is subjected to a control u through the boundary condition:

v(t, x) = bS + u(t, x), t > 0, x ∈ ∂Ω. (1.2)

Moreover, we suppose that velocities coincide at the interface fluid-solid:

v(t, x) = V (t) + r(t)× (x− h(t)), x ∈ ∂S(h(t), R(t)). (1.3)

To obtain the equations of the positions we apply the Newton’s laws by distinguishing the external forces/torques
and the force/torque coming from the fluid that are expressed through the Cauchy stress tensor:

MV ′ = −

∫

∂S(h(t),R(t))

T(v, p)n dΓ + fS
M , t > 0, (1.4)

(Ir)′ = −

∫

∂S(h(t),R(t))

(x− h)× T(v, p)n dΓ + fS
I , t > 0. (1.5)

In above settings, we use the notation

T(v, p)
def
= 2νD(v)− p Id, with D(u)

def
=

1

2

(
(∇u) + t(∇u)

)
, (1.6)

and, to simplify the study, we assume that the density ρS of the rigid body is a positive constant so that
the quantities M and I are defined by

M
def
= ρS |S|

and

I(t) = I(h(t), R(t))
def
= ρS

∫

S(h(t),R(t))

(
|x− h(t)|2 − (x− h(t))⊗ (x− h(t))

)
dx. (1.7)

Finally, we assume the following initial conditions for the positions:

h(0) = h0, R(0) = R0, V (0) = V 0, r(0) = r0, v(0, x) = v0(x) x ∈ F(h0, R0). (1.8)

In the bidimensional case, the equations are written differently since r is a scalar function. We write

x⊥ def
= Rπ/2x =

[
−x2

x1

]
, we replace (1.3) by

v(t, x) = V (t) + r(t)(x− h(t))⊥, x ∈ ∂S(h(t), θ(t)), (1.9)
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we replace (1.5) by

Ir′ = −

∫

∂S(h(t),θ(t))

(x− h)⊥ · T(v, p)n dΓ + fS
I , t > 0 (1.10)

and we replace (1.8) by

h(0) = h0, θ(0) = θ0, V (0) = V 0, r(0) = r0, v(0, x) = v0(x) x ∈ F(h0, θ0). (1.11)

Note that for d = 2, I is independent of h, θ and is given by

I = ρS

∫

S

|y|2 dy.

Let us emphasize that the unknowns of system (1.1)–(1.11) are the fluid velocity and pressure, but also
the domains F(h(t), R(t)) and S(h(t), R(t)) which may evolve due to the dynamics induced by equations
(1.4) and (1.5). This implies in particular that in (1.1) the equations are satisfied in an open non-cylindrical
set in R

d+1 depending on the unknown trajectories t 7→ (h(t), R(t)). This is one of the main difficulties of
this problem as explained in more details below.

In (1.1), (1.4), (1.5), the quantities fS = fS(x), fS
M , fS

I and the boundary condition bS are given and
are independent of time. They correspond to a stationary solution (vS , pS , hS , RS) i.e. to a solution of the
following problem: 




(vS · ∇)vS − ν∆vS +∇pS = fS in F(hS , RS),

div vS = 0 in F(hS , RS),

vS(x) = 0, x ∈ ∂S(hS , RS),

vS(x) = bS , x ∈ ∂Ω,

−

∫

∂S(hS ,RS)

T(vS , pS)n dΓ + fS
M = 0,

−

∫

∂S(hS ,RS)

(x− hS)× T(vS , pS)n dΓ + fS
I = 0.

(1.12)

In the bidimensional case, we replace the last above equality by

−

∫

∂S(hS ,θS)

(x− hS)⊥ · T(vS , pS)n dΓ + fS
I = 0.

In the above equations, vS is the velocity of the fluid and, since we consider a stationary solution, we assume
it is independent of time and we have imposed that the velocity of the solid is 0, so that the solid remains
fixed at position (hS , RS). Because of this condition, the system is overdetermined and for general fS , fS

M ,
fS
I and bS , there are no solutions to (1.12). Nevertheless, one can construct families of (1.12) by considering
a fixed (hS , RS) and a solution (vS , pS) of the stationary Navier–Stokes system corresponding to the first
four equations of (1.12). Then, it is sufficient to define

fS
M

def
=

∫

∂S(hS ,RS)

T(vS , pS)n dΓ, fS
I

def
=

∫

∂S(hS ,RS)

(x− hS)× T(vS , pS)n dΓ

to obtain a solution of (1.12). These may correspond to inner forces/torques of the object or to exterior
forces/torques prescribed to withstand a given steady flow.

Here we aim at studying the boundary feedback stabilizability of v, h,R [resp. θ] around a stationary
state vS , hS , RS [resp. θS ]. More precisely, for an initial data (v0, V 0, r0, h0, R0) [resp. θ0] close to the
steady state (vS , 0, 0, hS , RS) [resp. θS ] at time t = 0 we aim at finding a feedback control u in (1.2) such
that the resulting solution (v(t), V (t), r(t), h(t), R(t)) [resp. θ(t)] goes to (vS , 0, 0, hS , RS) [resp. θS ] as
t → +∞ with a prescribed exponential rate of decrease. To achieve this goal, we are going to use the general
strategy described in [5, 7] which relies on the stabilizability of the system obtained by linearizing around
the stationary solution.
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However, a difficulty to stabilize the system (1.1), (1.2), (1.3), (1.4), (1.5) and that is not present in
the classical Navier–Stokes system comes from the fact that the fluid system is written in a moving domain
F(h(t), R(t)). Moreover this domain can be different from the domain F(hS , RS) of the stationary solution.
This problem is classical in the study of fluid–structure system, and several techniques were proposed to
prove the existence of weak solutions or of strong solutions: [12], [14], [17], [22], [20], [33], [34], etc. In the
case of strong solutions, a method quite natural consists in using a change of variables in order to rewrite the
system in a cylindrical domain. This was used for instance in [20], in [34], but also in some controllability
problems related to our work: [10], [23], [9]. Note also that this strategy was applied in the 1D case for a
simplified fluid–particle system in the case of controllability ([15], [26]) or in the case of stabilization by the
authors ([6]).

Stabilization problems and controllability problems are strongly connected and for instance, for parabolic
systems one can prove some relations of equivalence between stabilizability and approximate controllability
(see, for instance, [7]). Note however that the methods used to prove null-controllability in the above
references are quite different to the method considered here to prove local stabilizability. Moreover, it should
be underlined that stabilization problems are closer to applications since the idea is to construct feedback
operators (for instance by solving Riccati equations) in order to stabilize the system. Indeed, since a feedback
control is constructed regardless to the initial datum, it is more robust to initial fluctuations or to inaccuracies
of the model.

Here we follow the approach based on a change of variables to stabilize the fluid-rigid body system in
dimension 2 (d = 2) or in dimension 3 (d = 3). It is important to remark that in the above quoted papers
using this method, the initial conditions are in H1 for the fluid velocity. But, as it has been explained in [4]
(see also [3, 2]), for the construction of a stabilizing feedback control this regularity for the initial condition
may cause some difficulty due to the initial compatibility condition with the feedback control u. In the

literature, the Navier–Stokes system is stabilized in the 2D case for initial data in L2 (or at most H
1
2
−ǫ)

with classical feedback operators; in the 3D case, the initial data are in H1 (or at least H
1
2
+ǫ) and several

techniques were introduced to overcome the problem of the initial compatibility conditions: [27], [2], [5].
For instance in [5], the solution consists in taking a control u satisfying an evolution equation with another
control feedback. We are thus reduced to stabilize a system coupling the fluid velocity and the feedback
control u.

In this paper, we aim at considering the stabilization of the system (1.1), (1.2), (1.3), (1.4), (1.5) for
d = 3 by using the same approach as in [5], i.e. with dynamical controls u. For d = 2, we consider the
analogous system but with an initial fluid velocity in L2. In order to do this and to use a method based on
a change of variables, the crucial point is to remark that tp and t∂tv are time integrable even if p and ∂tv
are not. Then under the assumption that the initial perturbations of the positions h0 − hS and θ0 − θS are
zero the nonlinear terms involving the pressure and the velocity time derivative can be suitably estimated.
Of course, we must underline that such initial restrictions on the positions are proper to feedback control
and disappear if we consider a dynamical control.

Let us emphasize that, unlike in previous works on the subject, we consider here a stationary pair (vS , pS)
that is not necessarily equal to zero. Indeed, there are numerous papers dealing with the controllability of
fluid-solid interaction systems such as [15, 23, 10, 30, 31, 9, 26] and if we except the first recent 1D-result [6]
of the authors, up to our knowledge there is no controllability or stabilizability result to non zero trajectories.
The same remark holds for more complex systems modelizing deformable solids, see for instance [28, 25].
The main consequence of assuming non zero vS , pS is that the linearized system contains some additional
position terms in the velocity equation. Then to prove the observability of the adjoint fluid-solid system
we have to take into account some global velocity terms in the positions equations of the adjoint system.
In fact, these global terms are easily treated by using the infinite dimensional Hautus–Fattorini test for
stabilizability introduced in [5, 7].

In order to state our main results, we first need to introduce some notations. In the following, we
consider the classical Lebesgue and Sobolev spaces Lα, Hk, and Cb stands for the continuous and bounded
maps. Moreover, we use the bold notation for the spaces of vector fields: Lα = (Lα)d, Hk = (Hk)d etc.
We also use functional spaces of type L2(0,∞;H1(F(h(t), θ(t)))). This is a notation that can be precise: if
(h, θ) ∈ H1(0,∞;R2×R) one can construct a change of variables X ∈ H1(0,∞;R2) so that X(t,F(hS , θS)) =
F(h(t), θ(t))) for all t. We say that v ∈ L2(0,∞;H1(F(h(t), θ(t)))) if v ◦ X ∈ L2(0,∞;H1(F(hS , θS))). It
can be seen that this definition is independent of the choice of X. Other spaces of functions defined on a non
cylindrical domain of Rd+1 are defined similarly: Cb([0,∞);L2(F(h(t), θ(t)))), H1(0,∞;L2(F(h(t), θ(t)))),
etc.

4



Let us now give a precise definition of our solutions for the system (1.1)-(1.8). This definition is only
needed in the 2D case.

Definition 1. Assume d = 2. A solution (v, p, V, r, h, θ) of (1.1), (1.2), (1.9), (1.4), (1.10) is a 6-tuple such
that

(h, θ) ∈ H1(0,∞;R2 × R), (1.13)

v ∈ L2(0,∞;H1(F(h(t), θ(t)))) ∩ Cb([0,∞);L2(F(h(t), θ(t))))

tv ∈ L2(0,∞;H2(F(h(t), θ(t)))) ∩ Cb([0,∞);H1(F(h(t), θ(t))) ∩H1(0,∞;L2(F(h(t), θ(t)))),

t∇p ∈ L2(0,∞;L2(F(h(t), θ(t))))

and (1.1), (1.2), (1.9), (1.4), (1.10) are satisfies almost everywhere or in the trace sense.

As already explained above, in the 2D case, due to difficulties linked to the time regularity of the pressure
and of the time derivative of the velocity, we assume

h0 = hS and θ0 = θS . (1.14)

Then the initial domains F(h0, θ0), S(h0, θ0) coincide with the stationary ones F(hS , θS), S(hS , θS). It
means that the initial positions are not allowed to be perturbed at time t = 0 but only the velocities of
the fluid and of the object. As a consequence, v0 and vS can easily be compared since they are defined in
the same domain F(hS , θS). However, it is not the case for v(t) and vS which are respectively defined in
F(h(t), θ(t)) and in F(hS , θS). To compare them, one can use a change of variables. It is also possible to
extend the fluid velocity by the rigid body velocity in the solid domain:

v(t, x)
def
= V (t) + r(t)(x− h(t))⊥ in S(h(t), θ(t)),

vS(x)
def
= 0 in S(hS , θS).

In that case, we can also compare v and vS , but it is important to notice that the global velocity fields may
be non-regular even if v or vS are smooth in the fluid domains and in the structure domains.

Let us now introduce some notation corresponding to the stabilizability. We fix a desired rate of decrease
σ > 0 and we search for a family of shape functions {vj ∈ L2(∂Ω) ; j = 1, . . . , Nσ} and of a family of kernels
{(ϕj , ξj , ζj , aj , bj) ∈ L2(F(hS , θS))× R

6 ; j = 1, . . . , Nσ} such that the solution of (1.1), (1.9), (1.4), (1.10),
(1.11) and of

v(t, x) = bS +

Nσ∑

j=1

(∫

F(hS ,θS)

Cof(∇X(t, y))∗v(t,X(t, y))− vS(y)) · ϕj(y)dy +MRθS−θ(t)V (t) · ξj

+ Ir(t)ζj + (h(t)− hS) · aj + (θ(t)− θS)bj

)
vj(x), t > 0, x ∈ ∂Ω,

(1.15)

satisfies
‖v(t)− vS‖L2(Ω) + |h(t)− hS |+ |θ(t)− θS | 6 Ce−σt‖v0 − vS‖L2(Ω). (1.16)

We are now in position to state our first main result. The following theorem is a direct consequence of
Theorem 26 of Subsection 3.3 below.

Theorem 2. Assume that d = 2, that fS ∈ W2,∞(F(hS , θS)) and that (fS , fS
M , fS

I , b
S) is associated with a

stationary solution (vS , pS , 0, 0, hS , θS) such that (vS , pS) ∈ W2,∞(F(hS , θS)) × W 1,∞(F(hS , θS)). For all
σ > 0, there exist Nσ ∈ N, c0, C > 0, vj ∈ L2(∂Ω) and (ϕj , ξj , ζj , aj , bj) ∈ L2(F(hS , θS))×R

6, j = 1, . . . , Nσ

such that if (1.14) holds and (v0, V 0, r0) ∈ L2(F(hS , θS))× R
3 satisfies

‖v0 − vS‖L2(Ω) 6 c0,

then there exists a solution (v, p, V, r, h, θ) of (1.1), (1.9), (1.4), (1.10), (1.11), (1.15) (in the sense of Defi-
nition 1) satisfying (1.16).
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Remark 3. Let us remark that in the above theorem, the feedback control u is located on the whole boundary
∂Ω. The same result holds for a control located on a nonempty open part Γc of ∂Ω. The changes in the proof
of Theorem 2 are only technical and rely on the use of a suitable cut-off function m ∈ C2(∂Ω) with support
Γc. The point is to replace (1.2) by

v(t, x) = bS +M(u)(t, x), t > 0, x ∈ ∂Ω, (1.17)

where M is the localization operator introduced in [32] and defined as follows:

M(u)(x)
def
= m(x)u(x)−

m(x)∫
∂Ω

mdΓ

(∫

∂Ω

mu · ndΓ

)
n(x).

In (1.17) the control M(u) is supported in Γc and has a normal component of zero mean to be compatible
with the zero divergence condition in F . The proof of Theorem 2 for a control of the form (1.17) is the same.
Simply note that the unique continuation result yielding the stabilizability of the linearized system is obtained
from an overdetermined condition (see (3.34)) which now holds only on Γc.

Remark 4. The regularity assumption ∂Ω of class C2,1 is needed because we consider a control which is not
necessarily tangential. Indeed, the semigroup formulation associated to a non tangential Dirichlet condition
involves a quasi-stationary equation (see (3.12)) for which the H2-regularity of the solution relies on the C2,1

regularity of ∂Ω (see Proposition 15 relying on regularity results for Neumann problem (3.16)).

Remark 5. Note that Theorem 2 does not guarantee the uniqueness of the controlled solution. To be precise,
since the proof relies on a Banach fixed point argument the uniqueness of the solution is true within a class
of stable solutions sufficiently close to the stationary state (see Remark 29 below). However, outside a
neighborhood of the target state we do not know if there exist other trajectories subject to the feedback law
(1.15), stable or even unstable. In fact, the uniqueness of such a controlled weak solution is not an easy issue
even under the hypothesis of small initial data and this must be the object of further investigations. In the
uncontrolled case, the uniqueness of weak solutions has been proved very recently in [19]. Their result can
not be applied in our case since they consider an homogeneous Dirichlet boundary condition that has to be
replaced here by a boundary condition involving a feedback boundary control. Nevertheless, the method and
the ideas of their proof might be adapted here to obtain the uniqueness result.

Theorem 2 concerns only the 2D case and the “weak” solutions (initial data in L2). In our proof, we
are led to impose condition (1.14). For strong solutions in the 2D case (initial data in H1), the initial
trace and the initial value of the control must coincide. This means that, at initial time, a compatibility
condition depending on the feedback law must be imposed, and therefore, it is not possible to construct a
strong solution for a relevant class of initial data: we are led to adopt another strategy such as the use of
“dynamical controllers”. In that case, the condition (1.14) is no more necessary in the proof. In the 3D
case, our method can not be used to consider “weak” solutions, even for the classical Navier–Stokes system
(without any rigid body). Consequently, we also work with strong solutions with “dynamical controllers”
and again condition (1.14) is not imposed. To be more precise, we state here the corresponding result in 3D
(a similar 2D result can be given)

The approach is already developed and studied in [2] and [5]; hence, the proof of the result below is only
sketched (see Section 5) since it can be obtained with the same estimates as in the 2D case, and following the
functional framework proposed for instance in [5] (see also [7]) to take into account the dynamical controls.

The main idea consists in assuming that the control u in (1.2) can be written as

u(t, x) =

Nσ∑

j=1

ujvj , (1.18)

with u
def
= (uj)j∈{1,...,Nσ} satisfying

u′ = Λu+

Nσ∑

j=1

(∫

F(hS ,θS)

Cof(∇X(t, y))∗v(t,X(t, y))− vS(y)) · ϕj(y)dy +MRSR(t)∗V (t) · ξj

+RSR(t)∗Ir(t) · ζj + (h(t)− hS) · aj + (R(t)−RS) : bj

)
, t > 0,

u(0) = 0,

(1.19)
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for a suitable family {(ϕj , ξj , ζj , aj , bj) ∈ L2(F(hS , θS)) × R
9 × R

3×3 ; j = 1, . . . , Nσ} and matrix Λ of size
Nσ ×Nσ. In above setting, {ej ; j = 1, . . . , Nσ} denotes a basis of RNσ .

Theorem 6. Assume that d = 3, that fS ∈ W2,∞(F(hS , RS)) and that (fS , fS
M , fS

I , b
S) is associated with

a stationary solution (vS , pS , 0, 0, hS , RS) such that (vS , pS) ∈ W2,∞(F(hS , RS)) ×W 1,∞(F(hS , RS)). For
all σ > 0, there exist Nσ ∈ N, c0, C > 0, vj ∈ L2(∂Ω) and (ϕj , ξj , ζj , aj , bj) ∈ L2(F(hS , θS)) × R

9 × R
3×3,

j = 1, . . . , Nσ, and Λ ∈ R
Nσ×Nσ such that if (v0, V 0, r0, h0, R0) ∈ H1(F(h0, R0))× R

9 × SO(3) satisfies

div v0 = 0 in F(h0, R0), (1.20)

v0 = V 0 + r0 × (x− h0) on ∂S(h0, R0), (1.21)

v0 = bS on ∂Ω, (1.22)

and
‖v0 − vS‖H1(Ω) + |h0 − hS |+ |R0 −RS | 6 c0,

then there exists a strong solution (v, p, V, r, h,R, u)

v ∈ L2(0,∞;H2(F(h(t), R(t)))) ∩ Cb([0,∞);H1(F(h(t), R(t))) ∩H1(0,∞;L2(F(h(t), R(t)))),

∇p ∈ L2(0,∞;L2(F(h(t), R(t)))),

(V, r, h,R, u) ∈ H1(0,∞;R9 × SO(3)× R
Nσ )

of (1.1), (1.2), (1.3), (1.4), (1.5), (1.8), (1.18), (1.19) such that

‖v(t)− vS‖H1(Ω) + |h(t)− hS |+ |R(t)−RS |+ |u(t)| 6 Ce−σt
(
‖v0 − vS‖H1(Ω) + |h0 − hS |+ |R0 −RS |

)
.

Remark 7. In contrast to the 2D-weak solutions, it is not difficult to prove that 3D-strong solutions given
in Theorem 6 are unique within the class of solutions (v, p, V, r, h,R, u) in

v ∈ L2(0, T ;H2(F(h(t), R(t)))) ∩H1(0, T ;L2(F(h(t), R(t)))),

∇p ∈ L2(0, T ;L2(F(h(t), R(t)))),

(V, r, h,R, u) ∈ H1(0, T ;R9 × SO(3)× R
Nσ ),

for all T > 0. Indeed, the idea stands in using a change of variables similar to the one introduced in Section
5 to write both solutions in the same cylindrical domain and to use estimates analogous to the one obtained
in Section 4 to compare the solutions. This can be easily achieved because the pressure function associated
to strong solutions is not singular at t = 0. The proof is similar to the proof for the existence of the fixed
point and we thus skip it here.

The outline of the paper is as follows. In Section 2, we introduce the change of variables and we rewrite
the system in a fixed domain. Section 3 corresponds to the feedback stabilization: in Subsection 3.1 we
introduce a semigroup formulation of the system written in a fixed domain; in Subsection 3.2 we introduce
the stabilizing feedback law and we state regularity results for the closed-loop nonhomogeneous linear system;
in Subsection 3.3 we use a fixed point procedure to obtain a solution of the whole nonlinear system. Section
4 is devoted to several technical and postponed proofs. In Section 5 we give some details about the 3D case.

2 Change of variables

In this section, we rewrite our system in a cylindrical domain by using a change of variables. Let us consider
a change of variables X(t, ·) : Ω → Ω, such that X(t,F(hS , θS)) = F(h(t), θ(t)). We denote by Y (t, ·) the
inverse of X(t, ·). Up to a rotation and a translation on S, we can assume that

hS = 0, θS = 0, (2.1)

so that S(hS , θS) = S. In that case, we also write F = F(hS , θS) and we have X(t,F) = F(h(t), θ(t)).
We impose moreover that X(t, y) = y for y in a neighborhood of ∂Ω and that X(t, y) = Rθ(t)y + h(t) in a
neighborhood of S.
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Several constructions are possible to obtain such a change of variables. Here, we consider

X(t, y)
def
= y + η(y)

[
h(t) + (Rθ(t) − I2)y

]
(2.2)

where η is a smooth function which is equal to 1 in Sε and 0 on R
2\S2ε. Here we have denoted by Sε the

domain
Sε def

=
{
y ∈ R

2 ; dist(y,S) < ε
}

and we have chosen ε small enough so that S2ε ⊂ Ω.
The map X is a C∞-diffeomorphism of Ω onto itself if

‖η‖W1,∞(Ω) (|h(t)|+ |θ(t)|) < c, (2.3)

for c small enough. It satisfies X(t,F) = F(h(t), θ(t)) and the other hypotheses used above.
In what follows, we assume that

∀t > 0, |h(t)|+ |θ(t)| < C⋆, (2.4)

with C⋆ small enough so that (2.3) holds.

Remark 8. We do not use the change of variables considered in [34]: one of the differences is the change
of variables defined by (2.2) is not with Jacobian determinant equal to 1 but it seems simpler to manipulate
here.

Remark 9. If we do not assume that (2.1) holds, then we would have to change the above definition by

X(t, y)
def
= y + η(y)

[
h(t) +Rθ(t)−θS (y − hS)− y

]

that transform S(hS , θS) = hS+RθSS onto S(h(t), θ(t)) = h(t)+Rθ(t)S and is the identity in a neighborhood
of ∂Ω. Let us also remark that without hypothesis (1.14), X(0, ·) 6= Id, indeed

X(0, y) = y + η(y)
[
h0 +Rθ0−θS (y − hS)− y

]
.

With the change of variables introduced above, we introduce the following notation

ṽ(t, y)
def
= Cof(∇X(t, y))∗v(t,X(t, y)), p̃(t, y)

def
= p(t,X(t, y)), (2.5)

ℓ(t)
def
= R−θ(t)V (t), ω(t)

def
= r(t) (2.6)

where Cof(M) is the cofactor matrix of M , which satisfies in particular M(Cof(M))∗ = (Cof(M))∗M =
det(M) Id.

Following [24], [34] and [11], we can prove that (v, p, V, r, h, θ) satisfies (1.1), (1.2), (1.9), (1.4), (1.10),
(1.11) if and only if (ṽ, p̃, ℓ, ω, h, θ) satisfies the following system

[K∂tṽ]− ν[Lṽ] + [Mṽ] + [Nṽ] + [Gp̃] = f̃S in (0,+∞)×F , (2.7)

div ṽ = 0 in (0,+∞)×F , (2.8)

ṽ = ℓ+ ωy⊥ on (0,+∞)× ∂S, (2.9)

ṽ = bS + u on (0,+∞)× ∂Ω, (2.10)

M [Rθℓ]
′ = −Rθ

∫

∂S

T(ṽ, p̃)n dΓ + fS
M , t > 0, (2.11)

Iω′(t) = −

∫

∂S

y⊥ · T(ṽ, p̃)n dΓ + fS
I , t > 0, (2.12)

h′ = Rθℓ, t > 0, (2.13)

θ′ = ω, t > 0, (2.14)

h(0) = h0, θ(0) = θ0, ℓ(0) = ℓ0, ω(0) = ω0, ṽ(0, x) = ṽ0(x) x ∈ F .

The precise result for this equivalence is stated in Proposition 10 below.
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The function f̃S is given by

f̃S(t, y)
def
= fS(X(t, y)),

and the initial conditions are given by

ℓ0
def
= R−θ0V

0, ω0 def
= r0, ṽ0(y)

def
= Cof(∇X(0, y))∗v0(X(0, y)).

The operators K, L, G, and N depend on h and θ and the operator M depends on h, θ, ℓ and ω through
the change of variables X and its inverse Y . Their definitions are given through the following formulas

[Kṽ]
def
= (Cof(∇Y )∗ ◦X)ṽ, (2.15)

[Mṽ]
def
=

∂

∂t
[Cof(∇Y )∗ ◦X] ṽ + (Cof(∇Y )∗ ◦X)(∇ṽ)(∂tY ) ◦X, (2.16)

[Lṽ]i
def
=

∑

j,k

∂2

∂x2
j

Cof(∇Y )ki(X)ṽk + 2
∑

j,k,l

∂

∂xj
Cof(∇Y )ki(X)

∂ṽk
∂yl

∂Yl

∂xj
(X)

+
∑

j,k,l,m

Cof(∇Y )ki(X)
∂2ṽk

∂yl∂ym

∂Yl

∂xj
(X)

∂Ym

∂xj
(X) +

∑

j,k,l

Cof(∇Y )ki(X)
∂ṽk
∂yl

∂2Yl

∂x2
j

(X),

(2.17)

[Nṽ]i
def
=

∑

j,k,r

Cof(∇Y )kj(X)
∂

∂xj
Cof(∇Y )ri(X)ṽkṽr +

∑

k,r

det((∇Y )(X))2
∂Xi

∂yr
ṽk

∂ṽr
∂yk

, (2.18)

[Gp̃]i
def
=

∑

l

∂p̃

∂yl

∂Yl

∂xi
(X). (2.19)

We underline that we should rather write K(h, θ), L(h, θ), G(h, θ), N(h, θ), M(h, θ, ℓ, ω) instead of K, L,
G, N, M but we omit this dependence to simplify the writing. The following proposition is the main tool
to deduce system (2.7)–(2.14). We omit its proof since it was already done for instance in [11].

Proposition 10. Assume K, M, L, N and G are given by (2.15), (2.16), (2.17), (2.18) and (2.19). Suppose
also that (2.5) holds. Then

div v = det(∇Y ) (div ṽ) ◦ Y,

∂tv = [K∂tṽ] ◦ Y + [Mṽ] ◦ Y,

∆v = [Lṽ] ◦ Y,

[(v · ∇)v] = [Nṽ] ◦ Y,

∇p = [Gp̃] ◦ Y.

Remark 11. Let us note that (vS , pS , 0, 0, hS , θS) is also a stationary solution of the system obtained after
the change of variables. Indeed, if we assume (1.14) to simplify, system (2.7)–(2.14) reduces to (1.12) since
h(t) = hS = 0 and θ(t) = θS = 0 and the definition of X(t, ·) guarantees X(t, ·) = Id.

Writing ṽ = w + vS , p̃ = q + pS , we deduce from (2.7) that

∂tw − ν∆w − ν[LvS ] + [MvS ] + [N(w + vS)] +∇q + [GpS ]

= f̃S + [(Id−K)∂tw] + ν[(L−∆)w]− [Mw] + [(∇−G)q]

and thus by using (1.12), we deduce

∂tw − ν∆w − ν[(L−∆)vS ] + [MvS ] + [N(w + vS)]− (vS · ∇)vS +∇q + [(G−∇)pS ]

= (f̃S − fS) + [(Id−K)∂tw] + ν[(L−∆)w]− [Mw] + [(∇−G)q].
(2.20)

In what follows, we precise the “principal linear part” of (2.20) that is important for our stabilization
analysis.
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Proposition 12. Assume fS ∈ W2,∞(F) and assume that (vS , pS) ∈ W2,∞(F)×W 1,∞(F) satisfies (1.12)
with hS = 0 and θS = 0. Then there exist γL, γG in L∞(F ;L(R3,R2)), γf in W 1,∞(F ;L(R3,R2)), γM
in L∞(F ;L(R6,R2)), εL, εG, εf in L∞(F ;C∞(R3;R2)), εM in L∞(F ;C∞(R6;R2)) and a constant C > 0
such that for all (ℓ, ω, h, θ) ∈ R

6 satisfying (2.4) the following equalities hold

−ν[(L−∆)vS ] = γL(·)(h, θ) + εL(·, h, θ), (2.21)

[MvS ] = γM (·)(h, θ, ℓ, ω) + εM (·, h, θ, ℓ, ω), (2.22)

[(G−∇)pS ] = γG(·)(h, θ) + εG(·, h, θ), (2.23)

f̃S − fS = γf (·)(h, θ) + εf (·, h, θ), (2.24)

and the following estimates hold

‖εL(·, h, θ)‖L∞(F) + ‖εG(·, h, θ)‖L∞(F) + ‖εf (·, h, θ)‖L∞(F) 6 C(|h|2 + |θ|2), (2.25)

‖εM (·, h, θ, ℓ, ω)‖L∞(F) 6 C(|h|2 + |θ|2 + |ℓ|2 + |ω|2). (2.26)

In the above statement L(Rn,Rm) stands for the space of linear mappings from R
n to R

m. We postpone
the proof of the proposition to Subsection 4.1.

Proposition 13. Assume that (vS , pS) ∈ W2,∞(F) × W 1,∞(F) satisfies (1.12) with hS = 0 and θS = 0.
Then there exist γN ∈ L∞(F ;L(R3,R2)), εN ∈ L∞(F ;C∞(R3;R2)) and C > 0 such that for all (h, θ) ∈ R

3

satisfying (2.4) the following equality holds

[N(w + vS)] = (vS · ∇)vS + γN (·)(h, θ) +
[
(w · ∇)vS + (vS · ∇)w

]
+ [NS(w)] + εN (·, h, θ), (2.27)

where

[NS(w)]i
def
=[(w · ∇)w]i +

∑

j,k,r

Cof(∇Y )kj(X)
∂

∂xj
Cof(∇Y )ri(X)

(
wkwr + wkv

S
r + vSkwr

)

+
∑

k,r

(
det((∇Y )(X))2

∂Xi

∂yr
− δir

)(
wk

∂vSr
∂yk

+ vSk
∂wr

∂yk
+ wk

∂wr

∂yk

) (2.28)

and the following estimate holds

‖εN (·, h, θ)‖L∞(Ω) 6 C(|h|2 + |θ|2).

We postpone the proof of the proposition to Subsection 4.1.
In what follows, we write

Γ(·)(h, θ, ℓ, ω)
def
= γL(·)(h, θ) + γM (·)(h, θ, ℓ, ω) + γG(·)(h, θ) + γN (·)(h, θ)− γf (·)(h, θ),

where γL, γM , γG, γN and γf are the functions of Propositions 12 and of Proposition 13. Then Γ belongs
to L∞(F ;L(R6,R2)) and there exist Γi ∈ L∞(F ;R2), i = 1, . . . , 6 such that

Γ(·, h, θ, ℓ, ω) = h1Γ1 + h2Γ2 + θΓ3 + ℓ1Γ4 + ℓ2Γ5 + ωΓ6. (2.29)

Finally at the end, we obtain from (2.20)

∂tw − ν∆w + Γ(h, θ, ℓ, ω) + (w · ∇)vS + (vS · ∇)w +∇q = F (X, q) in (0,+∞)×F , (2.30)

divw = 0 in (0,+∞)×F , (2.31)

w = ℓ+ ωy⊥ on (0,+∞)× ∂S, (2.32)

w = u on (0,+∞)× ∂Ω, (2.33)

Mℓ′ = −

∫

∂S

T(w, q)n dΓ− θ(fS
M )⊥ + εℓ(X), t > 0, (2.34)

Iω′ = −

∫

∂S

y⊥ · T(w, q)n dΓ, t > 0, (2.35)

h′ = ℓ+ εh(X), t > 0, (2.36)

θ′ = ω, t > 0, (2.37)

h(0) = h0, θ(0) = θ0, ℓ(0) = ℓ0, ω(0) = ω0, w(0, y) = w0(y) y ∈ F . (2.38)
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In the above system, we have set

X
def
=




w
ℓ
ω
h
θ




and
εh(X)

def
= (Rθ − I2)ℓ, εℓ(X)

def
= (R−θ − I2 + θRπ/2)f

S
M −Mωℓ⊥, (2.39)

F (X, q)
def
= − [NS(w)] + [(Id−K)∂tw] + ν[(L−∆)w]− [Mw] + [(∇−G)q]

− (εL(h, θ) + εM (h, θ, ℓ, ω) + εN (h, θ) + εG(h, θ)− εf (h, θ)),
(2.40)

where εL, εM , εN , εG and εf are defined in Proposition 12 and Proposition 13.

3 Feedback Stabilizability of (2.30)–(2.38)

In this section, we show the feedback stabilizability of (2.30)–(2.38). We follow the same classical method as
in [5]: first we show the feedback stabilizability of a linear system associated with (2.30)–(2.38). In order to
do this, we introduce a functional setting using the semigroup theory. With this framework, we can apply the
general Hautus-Fattorini criterion for stabilizability (see, for instance, [5, 7]). The last part of this section
consists in showing that the feedback operator of the linear system permits to stabilize the nonlinear system
(2.30)–(2.38). This last step is done by a fixed point argument.

Let us begin by giving some notation used in what follows. For a Hilbert space X and 0 < T 6 +∞,
L2(0, T ;X ), L∞(0, T ;X ) and H1(0, T ;X ) are usual vector-valued Lebesgue and Sobolev spaces and if T =

+∞ we use the shorter expressions L2(X )
def
= L2(0,+∞;X ) and H1(X )

def
= H1(0,+∞;X ). For two Hilbert

spaces X , Y we use the notation

W (X ,Y)
def
= L2(X ) ∩H1(Y).

If Z is a vector-valued function space of the time variable t > 0 we use the subscript σ in Zσ to denote

Zσ
def
=

{
X ∈ Z ; t 7→ eσtX(t) ∈ Z

}
. (3.1)

For instance, for σ > 0

Wσ(X ,Y)
def
=

{
X ∈ L2(X ) ∩H1(Y) ; t 7→ eσtX(t) ∈ W (X ,Y)

}
.

We use the notation L(X ,Y) for the bounded linear maps from X into Y and the notation X →֒ Y for the
continuous embedding of X into Y.

We also introduce different spaces of free divergence functions: V0
n(F) stands for the space of zero

divergence functions f in L2(F) which are tangential on ∂F , i.e. div f = 0 in F and f ·n = 0 on ∂F ; Vs
0(F)

with s > 1/2 stands for the space of zero divergence functions f in Hs(F) such that f = 0 on ∂F ; we define
the trace spaces:

Vs(∂Ω)
def
=

{
w ∈ Hs(∂Ω) ; 〈w · n, 1〉

H
−

1
2 (∂Ω),H

1
2 (∂Ω)

= 0

}
for s > −

1

2
.
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3.1 A semigroup formulation

The present subsection is dedicated to the abstract formulation of the following linear nonhomogeneous
problem:

∂tw − ν∆w + Γ(h, θ, ℓ, ω) + (w · ∇)vS + (vS · ∇)w +∇q = F in (0,+∞)×F , (3.2)

divw = 0 in (0,+∞)×F , (3.3)

w = ℓ+ ωy⊥ on (0,+∞)× ∂S, (3.4)

w = u on (0,+∞)× ∂Ω, (3.5)

Mℓ′ = −

∫

∂S

T(w, q)n dΓ− θ(fS
M )⊥ + ℓF , t > 0, (3.6)

Iω′ = −

∫

∂S

y⊥ · T(w, q)n dΓ + ωF , t > 0, (3.7)

h′ = ℓ+ hF , t > 0, (3.8)

θ′ = ω + θF , t > 0, (3.9)

with the initial conditions

h(0) = h0, θ(0) = θ0, ℓ(0) = ℓ0, ω(0) = ω0, w(0, y) = w0(y) y ∈ F . (3.10)

Here, F , ℓF , ωF , hF , θF are nonhomogeneous terms that replace the nonlinearities in (2.30)–(2.38) so that
(3.2)–(3.9) is a linear system.

Let us show that the above system can be rewritten in the form

PX′ = APX+Bu+ PF in [D(A∗)]′, PX(0) = PX0 (3.11)

(I − P )X = (I − P )DFu, (3.12)

where X = [w, ℓ, ω, h, θ]∗, F = [F, ℓF , ωF , hF , θF ]
∗ and where A, P , B and DF are adequate linear operators

which are defined below. Formulation of type (3.11)-(3.12) is due to J.-P. Raymond in [27] for Stokes type
system. Here, we aim to generalize such a formulation for the fluid-rigid body interaction system considered
here.

For that, we consider the space L2(F)× R
6 equipped with the scalar product:

〈



w1

ℓ1

ω1

h1

θ1



,




w2

ℓ2

ω2

h2

θ2




〉
=

∫

F

w1 · w2 dy +Mℓ1 · ℓ2 + Iω1ω2 + h1 · h2 + θ1θ2,

and we introduce the following subspaces:

H
def
=

{
[w, ℓ, ω, h, θ]∗ ∈ L2(F)× R

6 ; divw = 0 in F , w · n = (ℓ+ ωy⊥) · n on ∂S, w · n = 0 on ∂Ω
}
,

V
def
=

{
[w, ℓ, ω, h, θ]∗ ∈ H ; w ∈ H1(F), w = ℓ+ ωy⊥ on ∂S, w = 0 on ∂Ω

}
.

We have the following characterization of the orthogonal of H in L2(F)× R
6.

Proposition 14. The orthogonal of H in L2(F)× R
6 is given by

H⊥ =

{[
∇p,−M−1

∫

∂S

pn dΓ,−I−1

∫

∂S

pn · y⊥ dΓ, 0, 0

]∗

; p ∈ H1(F)

}
(3.13)

Proof. Let suppose that [w1, ℓ1, ω1, a1, θ1]∗ ∈ L2(F)× R
6 satisfies for all [w2, ℓ2, ω2, a2, θ2]∗ ∈ H:

∫

F

w1 · w2 dy +Mℓ1 · ℓ2 + Iω1ω2 + h1 · h2 + θ1θ2 = 0. (3.14)
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Then we have in particular that
∫
F
w1 ·w2 dy = 0 for all w2 ∈ V1

0(F) and the De Rham’s Lemma guarantees
that w1 = ∇p for some p ∈ H1(F), see [36, Chap. I, Prop. 1.1 and Rem 1.4]. Thus, by plugging w1 = ∇p
in (3.14) and integrating by parts, we obtain that

∫

∂S

pn · (ℓ2 + ω2y⊥) dy +Mℓ1 · ℓ2 + Iω1ω2 + h1 · h2 + θ1θ2 = 0,

is satisfied for all (ℓ2, ω2, h2, θ2) ∈ R
6, which gives the result.

Let us define P the orthogonal projection of L2(F) × R
6 onto H. It satisfies the following regularity

properties.

Proposition 15. The orthogonal projection operator P : L2(F)× R
6 → H satisfies:

P ∈ L(Hs(F)× R
6,Hs(F)× R

6), s ∈ [0, 2]. (3.15)

Proof. First, by using (3.13) we verify that for [w, ℓ, ω, h, θ]∗ ∈ L2(F)× R
6:

P




w
ℓ
ω
a
θ



=




w −∇p

ℓ+M−1

∫

∂S

pn dΓ

ω + I−1

∫

∂S

pn · y⊥ dΓ

a
θ




where the pressure function p ∈ H1(F) is a solution to the Neumann problem




∆p = divw in F ,
∂p

∂n
= w · n on ∂Ω,

∂p

∂n
+

(
M−1

∫

∂S

pn dΓ

)
· n+ I−1

(∫

∂S

pn · y⊥ dΓ

)
y⊥ · n = w · n− (ℓ+ ωy⊥) · n on ∂S.

Note that the above Neumann problem is formal and must be interpreted in its weak form since w ∈ L2(F).
More precisely, the corresponding weak form of the above problem is

∫

F

∇p · ∇q dx+M−1

(∫

∂S

pn dΓ

)
·

(∫

∂S

qn dΓ

)
+ I−1

(∫

∂S

pn · y⊥ dΓ

)(∫

∂S

qn · y⊥ dΓ

)

=

∫

F

w · ∇q dx−

∫

∂S

(ℓ+ ωy⊥) · nq dΓ. (3.16)

Using the Riesz theorem, we deduce that for all w ∈ L2(F) and for (ℓ, ω) ∈ R
3, there exists a unique solution

p ∈ H1(F)/R. Then, since ∂F is of class C2,1, regularity results for the Neumann problem gives (3.15).

Next, we define the linear operator A : D(A) ⊂ H → H as follows: we set

D(A)
def
= {

[
w, ℓ, ω, h, θ

]∗
∈ V ; w ∈ H2(F)}, (3.17)

and for
[
w, ℓ, ω, h, θ

]∗
∈ D(A), we set

Ã




w
ℓ
ω
h
θ




def
=




ν∆w − Γ(h, θ, ℓ, ω)− (w · ∇)vS − (vS · ∇)w

−M−1

∫

∂S

2νD(w)n dΓ−M−1θ(fS
M )⊥

−I−1

∫

∂S

y⊥ · 2νD(w)n dΓ

ℓ
ω




and
A

def
= PÃ. (3.18)

We recall that D(w) is the symmetric gradient of w defined in (1.6).
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Proposition 16. The operator A defined by (3.17), (3.18) is densely defined with compact resolvent and it
is the infinitesimal generator of an analytic semigroup on H.

Proof. Since the two first statements are clear we only give a brief proof of the last claim. For that we
introduce the following bilinear form on V:

a







w1

ℓ1

ω1

h1

θ1



,




w2

ℓ2

ω2

h2

θ2







def
= −

∫

F

2νD(w1) : D(w2)dy −

∫

F

[
(w1 · ∇)vS + (vS · ∇)w1 + Γ(h1, θ1, ℓ1, ω1)

]
· w2dy

− θ1(fS
M )⊥ · ℓ2 + ℓ1 · h2 + ω1θ2.

The bilinear form −a(·, ·) is regularity accretive, i.e there exist c0 > 0 and λ0 > 0 such that

λ0‖X‖2H − a(X,X) > c0‖X‖2V . (3.19)

Consequently, standard arguments (see [8, Thm. 2.12]) guarantee that the operator A0 defined from a(·, ·)
is the infinitesimal generator of an analytic semigroup on H. Thus, from regularity results for the Stokes
problem with regular boundary data we deduce that D(A0) = D(A) (defined in (3.17)) and an integration
by parts yields A0 = A given by (3.18) (see [35] for a similar proof).

We have the following characterization of the adjoint of A.

Proposition 17. The adjoint of the operator A is given by D(A∗) = D(A) and

A∗




ϕ
ξ
ζ
a
b



= P




ν∆ϕ− (∇vS)∗ϕ+ (vS · ∇)ϕ

−M−1

∫

∂S

2νD(ϕ)n dΓ−M−1




∫

F

Γ4 · ϕ dy

∫

F

Γ5 · ϕ dy


+M−1a

−I−1

∫

∂S

y⊥ · 2νD(ϕ)n dΓ− I−1

∫

F

Γ6 · ϕ dy + I−1b

−




∫

F

Γ1 · ϕ dy

∫

F

Γ2 · ϕ dy




−(fS
M )⊥ · ξ −

∫

F

Γ3 · ϕ dy




, (3.20)

where Γi, i = 1, . . . , 6 are the fonctions in L∞(F ;R2) introduced in (2.29).

Proof. The proof is analogous to the one yielding characterization (3.17), (3.18) when A is defined from the
bilinear form a(·, ·), see the proof of Proposition 16. Note that the integration by parts yielding (3.20) uses
vS = 0 on ∂S.

Note that for λ0 in (3.19) we can define the fractional powers (λ0 − A)α and (λ0 − A∗)α, α ∈ [0, 1]. We
have the following interpolation characterization of their domains.

Proposition 18. For α ∈ [0, 1] the following equalities holds

D((λ0 −A)α) = [D(A),H]1−α = [D(A∗),H]1−α = D((λ0 −A∗)α), (3.21)

where [·, ·]· denotes the complex interpolation method. Moreover, the following equalities hold

D((λ0 −A)α) = H2α(F) ∩H× R
6 if α ∈

(
0,

1

4

)
(3.22)

D((λ0 −A)α) =
{
[w, ℓ, ω, h, θ]∗ ∈ H2α(F)× R

6, w = ℓ+ ωy⊥ on ∂S, w = 0 on ∂Ω
}

if α ∈

(
1

4
, 1

)
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and we have in particular D((λ0 −A)1/2) = D((λ0 −A∗)1/2) = V.

Proof. Equalities (3.21) are consequences of D(A∗) = D(A) and of the maximal accretivity of λ0 −A, see [8,
Chap. 2, Prop. 6.1]. To prove the last claims we introduce the Dirichlet map D0 ∈ L(R3,H2(F)) defined
by D0(ℓ, ω) = z where z is the solution of





−∆z +∇π = 0 in F ,
div z = 0 in F ,

z = 0 on ∂Ω,

z = ℓ+ ωy⊥ on ∂S.

It is clear that D(A) = {[w, ℓ, ω, h, θ]∗ ∈ L2(F)×R
6 | w−D0(ℓ, ω) ∈ V2

0(Ω)} and that H = {[w, ℓ, ω, h, θ]∗ ∈
L2(F)×R

6 | w−D0(ℓ, ω) ∈ V0
n(F)}. Then by using the fact that [w, ℓ, ω, h, θ]∗ 7→ [w−D0(ℓ, ω), ℓ, ω, h, θ]

∗ is
an isomorphism from D(A) onto V2

0(Ω)×R
6 as well as from H onto V0

n(Ω)×R
6, we deduce by interpolation

that for all α ∈ [0, 1]:

[D(A),H]1−α = {[w, ℓ, ω, h, θ] ∈ L2(F)× R
6 | w −D0(ℓ, ω) ∈ [V2

0(F),V0
n(F)]1−α}.

Then the conclusion follows from (3.21), from [V2
0(F),V0

n(F)]1−α = [H2(F) ∩H1
0(F),L2(F)]1−α ∩V0

n(F)
(see [18]) and from the characterization of this last interpolation space (see [21]).

Next, we introduce the Dirichlet operator DF : V0(∂Ω) → L2(F)×R
6 defined as follows: for u ∈ V0(∂Ω)

we denote by DFu
def
= [wu ℓu ωu hu θu]

∗ the unique solution of





λ0w − ν∆w + Γ(h, θ, ℓ, ω) + (w · ∇)vS + (vS · ∇)w +∇q = 0 in F ,

divw = 0 in F ,

w = ℓ+ ωy⊥ on ∂S,
w = u on ∂Ω,

λ0Mℓ+

∫

∂S

T(w, q)n dΓ + θ(fS
M )⊥ = 0,

λ0Iω +

∫

∂S

y⊥ · T(w, q)n dΓ = 0,

λ0h− ℓ = 0,
λ0θ − ω = 0.

Proposition 19. The mapping DF defined above satisfies the following boundedness property:

DF ∈ L(Vs(∂Ω),Hs+ 1
2 (F)× R

6) s ∈

[
−
1

2
,
3

2

]
. (3.23)

Proof. To obtain (3.23) it suffices to prove it for s = 3
2
and s = − 1

2
and then use an interpolation argument.

First, the case s = 3
2

can be obtained from a lifting argument: according to [1, Cor. 3.8] there exists
z ∈ H2(Ω) such that div z = 0 in F , z = 0 on ∂S and z = u on ∂Ω and satisfying ‖z‖H2(Ω) 6 C‖u‖

V
3
2 (∂Ω)

.

Then writing w = w̃ + z we verify that

(λ0 −A)




w̃
ℓ
ω
h
θ



= P




−λ0z + ν∆z − (z · ∇)vS − (vS · ∇)z

−M−1

∫

∂S

2νD(z)n dΓ

−I−1

∫

∂S

y⊥ · 2νD(z)n dΓ

0
0




∈ H.

It implies [w̃, ℓ, ω, h, θ]∗ ∈ D(A) ⊂ H2(F)×R
6, from which the case s = 3

2
is an easy consequence. To prove

the case s = − 1
2
, we recall that in that case DFu is defined by duality as follows: for any [f, ξf , ζf , af , bf ]

∗ ∈
L2(F)× R

6,

〈DFu, [f, ξf , ζf , af , bf ]
∗〉

def
= −

∫

∂Ω

u · T(ϕ, π)ndΓ, (3.24)
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where (ϕ, π, ξ, ζ, a, b) is the solution of





λ0ϕ− ν∆ϕ+ (∇vS)∗ϕ− (vS · ∇)ϕ+∇π = f in F ,

∫

∂Ω

πdΓ = 0,

divϕ = 0 in F

ϕ = ξ + ζy⊥ on ∂S,

ϕ = 0 on ∂Ω,

Mλ0ξ +

∫

∂S

T(ϕ, π)n dΓ +




∫

F

Γ4 · ϕ dy

∫

F

Γ5 · ϕ dy


− a = ξf ,

Iλ0ζ +

∫

∂S

y⊥ · T(ϕ, π)n dΓ +

∫

F

Γ6 · ϕ dy − b = ζf ,

λ0a+




∫

F

Γ1 · ϕ dy

∫

F

Γ2 · ϕ dy


 = af ,

λ0b+ (fS
M )⊥ · ξ +

∫

F

Γ3 · ϕ dy = bf .

(3.25)

Note that we chose the normalization condition
∫
∂Ω

πdΓ = 0 to guarantee
∫
∂Ω

T(ϕ, π)n · ndΓ = 0 and then
T(ϕ, π)n ∈ V0(∂Ω).

Since the above system (3.25) can be written as (λ0 − A∗)[ϕ, ξ, ζ, a, b]∗ = P [f, ξf , ζf , bf , κf ]
∗ we deduce

that [ϕ, ξ, ζ, b, κ]∗ ∈ D(A∗) and ‖[ϕ, ξ, ζ, b, κ]∗‖D(A∗) 6 C‖P [f, ξf , ζf , bf , κf ]
∗‖H. We deduce that

‖T(ϕ, π)n‖
V

1
2 (∂Ω)

6 C‖[f, ξf , ζf , bf , κf ]
∗‖L2(F)×R6

which yields the result for s = − 1
2
.

Next, we define the input operator

B : V0(∂Ω) → [D(A∗)]′, Bu = (λ0 −A)PDFu. (3.26)

Proposition 20. The operator B defined by (3.26) satisfies:

(λ0 −A)−1+ǫB ∈ L(V0(∂Ω),H), ǫ ∈

(
0,

1

4

)
. (3.27)

Moreover, the adjoint of B is defined by

B∗ [ϕ, ξ, ζ, a, b
]∗

= −T(ϕ, π)n, (3.28)

where




∇π

−M−1

∫

∂S

πn dΓ

−I−1

∫

∂S

πn · y⊥ dΓ

0
0




= (I − P )




−λ0ϕ+ ν∆ϕ− (∇vS)∗ϕ+ (vS · ∇)ϕ

−Mλ0ξ −

∫

∂S

2νD(ϕ)n dΓ−




∫

F

Γ4 · ϕ dy

∫

F

Γ5 · ϕ dy


+ a

−Iλ0ζ −

∫

∂S

y⊥ · 2νD(ϕ)n dΓ−

∫

F

Γ6 · ϕ dy + b

−λ0a−




∫

F

Γ1 · ϕ dy

∫

F

Γ2 · ϕ dy




−λ0b− (fS
M )⊥ · ξ −

∫

F

Γ3 · ϕ dy




(3.29)
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Proof. The regularity property (3.27) is a direct consequence of (3.15), (3.22), (3.23) and the characterization
(3.28) follows directly from (3.24).

We are now in position to deduce formulation (3.11)-(3.12) from (3.2)-(3.9) and (3.10). If we suppose
that (w, ℓ, ω, a, θ) is a regular solution of (3.2)-(3.9) then by multiplying equalities (3.2), (3.6), (3.7), (3.8),
(3.9) by the components of Y = [ϕ, ξ, ζ, a, b]∗ ∈ D(A∗) and integrating by parts, after some calculations we
obtain that X = [w, ℓ, ω, h, θ]∗ satisfies for t > 0:

d

dt
〈PX(t),Y〉 − 〈PX(t), A∗Y〉 − 〈F,Y〉 = −

∫

∂Ω

u(t) · T(ϕ, π)ndΓ = 〈u(t), B∗Y〉.

The fact that the above equality is satisfied for all Y ∈ D(A∗) exactly means that PX satisfies the first
equality of (3.11) in [D(A∗)]′. Moreover, since we have X−DFu ∈ H we have (I −P )(X−DFu) = 0 which
implies that X satisfies (3.12).

3.2 Stabilizability of the linear system

The goal of this subsection is to prove, for a fixed rate of decrease σ > 0, the existence of a feedback control

u(t) =

Nσ∑

j=1

(∫

F

w(t) · ϕjdy +Mℓ(t) · ξj + Iω(t)ζj + h(t) · aj + θ(t)bj

)
vj (3.30)

such that the solution of (3.2)-(3.9) with (F, ℓF , ωF , hF , θF ) = (0, 0, 0, 0, 0) tends to zero as t → +∞ with an
exponential rate of decrease σ > 0. For that, we are going to show the existence of families (ϕj , ξj , ζj , aj , bj)
and vj , j = 1, . . . , Nσ such that the underlying closed-loop linear operator of (3.2)-(3.9) with (3.30) generates
and analytic and exponentially stable semigroup of type lower than −σ (see [8, II-1, Cor. 2.1]). It then
permits to deduce results for the case of non zero (F, ℓF , ωF , hF , θF ) that are used in the next subsection to
construct fixed-point solutions of the nonlinear system (2.30)-(2.38).

Proposition 21. For σ > 0, there exist Nσ ∈ N
∗ and families [ϕj , ξj , ζj , aj , bj ]

∗ ∈ D(A∗) and vj ∈ V
3
2 (∂Ω),

j = 1, . . . , Nσ, and a corresponding feedback operator Fσ : H → V
3
2 (∂Ω) defined by

Fσ[w, ℓ, ω, h, θ]∗ =

Nσ∑

j=1

(∫

F

w · ϕjdy +Mℓ · ξj + Iωζj + h · aj + θbj

)
vj (3.31)

such that the linear operator Aσ
def
= A + BFσ with domain D(Aσ)

def
= {X ∈ H | AX + BFσX ∈ H} is the

infinitesimal generator of an analytic and exponentially stable semigroup on H of type lower than −σ.

Proof. The proof of the above proposition relies on the Hautus-Fattorini stabilizability criterion, see [5,
Theorem 1] or [7]. Since A has compact resolvent and generates an analytic semigroup on H, and since
B is relatively bounded with respect to A, then the homogeneous linear system is stabilizable by finite
dimensional feedback control for any rate of decrease if and only if the following criterion is satisfied for all
λ ∈ C:

λY −A∗Y = 0 and B∗Y = 0 =⇒ Y = 0. (3.32)
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From (3.20) and (3.28) we deduce that (3.32) is true if and only if all [ϕ, ξ, ζ, b, κ]∗ ∈ D(A∗) which satisfies





λϕ− ν∆ϕ+ (∇vS)∗ϕ− (vS · ∇)ϕ+∇π = 0 in F ,

∫

∂Ω

πdΓ = 0,

divϕ = 0 in F ,

ϕ = ξ + ζy⊥ on ∂S,

ϕ = 0 on ∂Ω,

Mλξ +

∫

∂S

T(ϕ, π)n dΓ +




∫

F

Γ4 · ϕ dy

∫

F

Γ5 · ϕ dy


− a = 0,

Iλζ +

∫

∂S

y⊥ · T(ϕ, π)n dΓ +

∫

F

Γ6 · ϕ dy − b = 0,

λa+




∫

F

Γ1 · ϕ dy

∫

F

Γ2 · ϕ dy


 = 0,

λb+ (fS
M )⊥ · ξ +

∫

F

Γ3 · ϕ dy = 0.

(3.33)

and
T(ϕ, π)n = 0 on ∂Ω. (3.34)

must be identically zero.
The above implication can be proved as follows: combining (3.34) and a classical uniqueness result for

Stokes type systems (see e.g. [16]) we deduce that ϕ = 0 and π = 0 on F . Then, since ϕ = ξ + ζy⊥ on S,
we deduce that ξ = 0 and ζ = 0. Coming back to (3.33) we deduce a = 0 and b = 0.

Then the general framework of [5, 7] can be applied and for a given σ > 0, there exist families

(ϕj , ξj , ζj , aj , bj) ∈ D(A∗)

and vj ∈ V0(∂Ω), j = 1, . . . , Nσ, and a feedback control of the form (3.31) such that the conclusions of

the proposition hold. Moreover, each vj can be chosen in V
3
2 (∂Ω). This comes from the fact that the set

of admissible families (vj) is a nonempty open set of (V0(∂Ω))Nσ (see [5, Theorem 5] or [7, Theorem 6]).
Indeed, if a family (ṽj) is admissible then all families in a neighborhood of (ṽj) in (V0(∂Ω))Nσ are admissible.

Then the conclusion follows from the density of V
3
2 (∂Ω) in V0(∂Ω).

Remark 22. There is a wide choice for the family (vj) in (3.31) since it is proved in [5, 7] that a family (vj)
is generically admissible provided that Nσ is greater of equal to the maximum of the geometric multiplicities
of eigenvalues with real part greater than −σ. However, a practical choice could be the range through B∗ of
real and imaginary parts of eigenvectors corresponding to above mentioned eigenvalues. Once the family (vj)
is determined, the family (ϕj , ξj , ζj , aj , bj) in (3.31) can be obtained for instance from the solution of a finite
dimensional Riccati equation of size Mσ × Mσ, where Mσ is the dimension of the subspace composed with
eigenvectors related to eigenvalues with real part greater than −σ. We refer to [5, 7] or to [29] for details.

Proposition 23. For α ∈ [0, 1] we have D((−Aσ)
α) →֒ [H2α(F)×R

6]∩H and D((−A∗
σ)

α) = D((λ0−A∗)α).

Proof. First, since (3.27) implies that F ∗
σB

∗ is relatively bounded with respect to A∗, the equality D(A∗
σ) =

D(A∗) follows from the expression A∗
σ = A∗ + F ∗

σB
∗ with a perturbation argument. Thus, since the inter-

polation equality D((λ0 − A∗)α) = [D(A∗),H]1−α holds for all α ∈ [0, 1] a perturbation argument (see [13,
Prop. 2.7]) yields that the analogous equality D((−A∗

σ)
α) = [D(A∗

σ),H]1−α is also true for all α ∈ [0, 1].
Then D((−A∗

σ)
α) = D((λ0 − A∗)α) follows from D(A∗

σ) = D(A∗). Moreover, by duality we also have
D((−Aσ)

α) = [D(Aσ),H]1−α for all α ∈ [0, 1] (see [8, II. Thm. 6.1 (iv)]). Then it remains to prove
D(Aσ) →֒ (H2(F)× R

6) ∩H to deduce D((−Aσ)
α) →֒ (H2α(F)× R

6) ∩H for α ∈ [0, 1] by interpolation.
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To show D(Aσ) →֒ (H2(F)×R
6)∩H we come back to the definitions D(Aσ)

def
= {X ∈ H | AX+BFσX ∈

H} and (3.26) from which we deduce

D(Aσ) = {X ∈ H | X− PDFσX ∈ D(A)}.

Then since each vj belongs to V
3
2 (∂Ω), with (3.31), (3.23) and (3.15) we deduce that PDFσX ∈ (H2(F)×

R
6) ∩H if X ∈ H and with (3.17) it yields D(Aσ) →֒ H2(F)× R

6.

Finally, the system (3.11), (3.12) with the feedback control u = FσPX can be rewritten

PX′ = AσPX+ PF in [D(A∗)]′, PX(0) = PX0 (3.35)

(I − P )X = (I − P )DFFσPX. (3.36)

Let us state regularity results for system (3.35), (3.36). For that we introduce the notation

Vσ
def
= D((−Aσ)

1/2), (3.37)

and, according to Proposition 23, we note that Vσ →֒ (H1(F) × R
6) ∩ H and that (Vσ)

′ = (V)′. We also
introduce a smooth nonnegative function χ : R+ → R satisfying

χ ∈ C∞(R+),





χ(t) ∈ [0, 1] ∀t ∈ R
+

χ(t) = t ∀t ∈ [0, 1
2
]

χ(t) = 1 ∀t ∈ [1,∞)
(3.38)

Let us recall that the spaces Wσ(·, ·), L
2
σ(·), H

1
σ(·) below are defined by (3.1) from the spaces W (·, ·), L2(·),

H1(·).

Proposition 24. Let χ be a function satisfying (3.38). Assume that X0 ∈ L2(F) × R
6 and PF ∈ L2

σ(V
′)

with χPF ∈ L2
σ(H). Then system (3.35), (3.36) admits a unique solution

X ∈ Wσ(Vσ,V
′) +H1

σ(H
2(F)× R

6).

Moreover, χX belongs to Wσ(D(Aσ),H) +H1
σ(H

2(F)× R
6) and the following estimate holds

‖PX‖Wσ(Vσ,V′)+‖χPX‖Wσ(D(Aσ),H) + ‖(I − P )X‖H1
σ(H2(F)×R6)

6 C(‖PF‖L2
σ(V′) + ‖χPF‖L2

σ(H) + ‖PX0‖H).

Proof. By construction, Aσ is the generator of an analytic semigroup of type −σ. Therefore, using classical
maximal regularity result for analytic semigroup (see [8, Theorem 2.2, p.208]), we deduce from PX0 ∈ H,
PF ∈ L2

σ(V
′) that (3.35) admits a unique solution PX ∈ Wσ(Vσ,V

′) and that

‖PX‖Wσ(Vσ,V′) 6 C(‖PX0‖H + ‖PF‖L2
σ(V′)). (3.39)

Moreover, since χPX satisfies

(χPX)′ = Aσ(χPX) + χPF+ χ′PX, (χPX)(0) = 0

we deduce from χPF ∈ L2
σ(H) that

‖χPX‖Wσ(D(Aσ),H) 6 C(‖χPF‖L2
σ(H) + ‖PX‖L2

σ(H)). (3.40)

Finally, since [ϕj , ξj , ζj , aj , bj ]
∗ ∈ D(A∗), the definition (3.31) of Fσ and the fact that ranFσ ⊂ V3/2(∂Ω)

imply that it can be extended to an operator in L(V ′,V3/2(∂Ω)). Therefore, using (3.36), (3.23), (3.15), and
the above remark, we deduce that

‖(I − P )X‖H1
σ(H2(F)×R6) 6 C‖PX‖H1

σ(V′). (3.41)

Then the conclusion follows by combining (3.39), (3.40) and (3.41).

Next, we deduce regularity results for the system (3.2)–(3.9).
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Corollary 25. Let χ be a function satisfying (3.38). Assume [w0, ℓ0, ω0, h0, θ0]∗ ∈ L2(F) × R
6 and that

F = [F, ℓF , ωF , hF , θF ]
∗ satisfies PF ∈ L2

σ(V
′) and χF ∈ L2

σ(L
2(F) × R

6). Then the system (3.2)–(3.9),
(3.10) and (3.30) admits a unique solution

(w, ℓ, ω, h, θ) ∈
[
L2

σ(H
1(F)) ∩ Cb,σ(L

2(F))
]
× (Cb,σ)

6,

χ(w, q, ℓ, ω, h, θ) ∈
[
Wσ(H

2(F),L2(F))
]
× L2

σ(H
1(F))× (H1

σ)
6.

This solution satisfies

‖w‖L2
σ(H1(F))+‖w‖L∞

σ (L2(F)) + ‖(ℓ, ω, h, θ)‖(L∞

σ )6 + ‖χw‖Wσ(H2(F),L2(F)) + ‖χ(ℓ, ω, h, θ)‖(H1
σ)6

+ ‖χq‖L2
σ(H1(F)) 6 C(‖PF‖L2

σ(V′) + ‖χF‖L2
σ(L2(F)×R6) + ‖PX0‖H).

(3.42)

Moreover, if h0 = 0, θ0 = 0 and if hF ∈ (L∞)2, θF ∈ L∞ then

|h(t)|+ |θ(t)| 6 χ(t)C
(
‖PF‖L2

σ(V′) + ‖χF‖L2
σ(L2(F)×R6) + ‖PX0‖H + ‖(hF , θF )‖(L∞)3

)
,

|h′(t)|+ |θ′(t)| 6 C
(
‖PF‖L2

σ(V′) + ‖χF‖L2
σ(L2(F)×R6) + ‖PX0‖H + ‖(hF , θF )‖(L∞)3

)
.

(3.43)

Proof. First, we notice that system (3.2)–(3.9) and (3.10) can be written as system (3.35), (3.36), with Aσ,
Fσ defined in Proposition 21 and the other operators defined in Subsection 3.1. In particular, we deduce
from Proposition 24 that

X = [w, ℓ, ω, h, θ]∗ ∈ Wσ(D(Vσ),V
′) +H1

σ(H
2(F)× R

6) (3.44)

and
χX = χ[w, ℓ, ω, h, θ]∗ ∈ Wσ(D(Aσ),H) +H1

σ(H
2(F)× R

6). (3.45)

Using that Vσ →֒ H1(F)× R
6 and Wσ(Vσ,V

′) →֒ Cb,σ(H), we deduce that

Wσ(Vσ,V
′) →֒ L2

σ(H
1(F)× R

6) ∩ Cb,σ(L
2(F)× R

6).

The above embedding combined with (3.44) gives

w ∈ L2
σ(H

1(F)) ∩ Cb,σ(L
2(F)), [ℓ, ω, h, θ]∗ ∈ (Cb,σ)

6 .

In a similar way, we deduce from (3.45) that

χw ∈ Wσ(H
2(F),L2(F)), χ[ℓ, ω, h, θ]∗ ∈

(
H1

σ

)6
.

Recovering the pressure function q by using the De Rahm Lemma, we deduce that

χ∇q ∈ L2
σ(L

2(F)),

and its bound (3.42) follows from the estimates on [w, ℓ, ω, h, θ]∗ and from (3.2).
Finally, if h(0) = 0 and θ(0) = 0, we deduce that

h(t) =

∫ t

0

(ℓ+ hF ) ds, θ(t) =

∫ t

0

(ω + θF ) ds,

and if aF ∈ (L∞)2, θF ∈ L∞, the above relations yield

|h(t)|+ |θ(t)| 6 t(‖ℓ‖(L∞)2 + ‖ω‖L∞ + ‖(hF , θF )‖(L∞)3).

The above equation and (3.42) yield the first inequality in (3.43). The second inequality in (3.43) is an
obvious consequence of h′ = ℓ+ hF and θ′ = ω + θF with the bound (3.42).
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3.3 The fixed point procedure

In this subsection, we prove an existence result (Theorem 26 below) for system (2.30)-(2.38) with a feedback
control u given by (3.30).

Theorem 26. Assume [w0, ℓ0, ω0, h0, θ0] ∈ L2(F) × R
6 and h0 = 0 and θ0 = 0. There exist µ > 0 and

ρ > 0 such that if
‖w0‖L2(F) + |ℓ0|+ |ω0| 6 µ,

then the system (2.30)-(2.38) with the feedback control (3.30) admits a solution in the space

G
def
=

{
[w, ℓ, ω, h, θ, q]∗ ; χ[w, ℓ, ω, h, θ, q]∗ ∈ Wσ(H

2(F)× R
6,L2(F)× R

6)× L2(H1(F)),

and [w, ℓ, ω, h, θ]∗ ∈ L2
σ(H

1(F)× R
6) ∩ Cb,σ(L

2(F)× R
6)

}
.

In order to prove Theorem 26, we consider the Banach space

E
def
=

{
F = [F, ℓF , ωF , hF , θF ]

∗ ; PF ∈ L2
σ(V

′), χF ∈ L2
σ(L

2(F)× R
6), (hF , θF ) ∈ (L∞)3

}

and the following mapping defined on a closed ball of E :

Ψ : BE(0, δ) → E , F = [F, ℓF , ωF , hF , θF ]
∗ 7→ [F (X, q), εℓ(X), 0, εh(X), 0]∗,

where X
def
= [w, ℓ, ω, h, θ]∗ and (w, q, ℓ, ω, h, θ) ∈ G is the solution defined in Corollary 25, and where F (X, q),

εℓ(X), εh(X) are defined by (2.40) and (2.39).
We remark that if F = [F, ℓF , ωF , hF , θF ]

∗ is a fixed point of the mapping Ψ, then the corresponding
solution (w, q, ℓ, ω, h, θ) of (3.2)–(3.9), (3.10) and (3.30) is a solution of (2.30)–(2.38). Consequently, we are
reduced to show that Ψ admits a fixed point. We prove that for δ small enough, Ψ is well-defined from
BE(0, δ) onto itself and that the restriction of Ψ on this closed ball is a contraction mapping.

First, we notice that (3.43) implies (2.4) provided that F ∈ BE(0, δ) with δ small enough and that
X0 = [w0, ℓ0, ω0, 0, 0]∗ has a norm small enough in H. In particular, the changes of variables X and Y are
well-defined as well as F (X, q), εℓ(X), and εh(X).

Second, we use several technical results whose proofs are given in Section 4. To simplify the notation, in
what follows, we assume

δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3 6 1.

Proposition 27. There exists C# > 0 such that for all F ∈ BE(0, δ), the solution (w, q, ℓ, ω, h, θ) of (3.2)–
(3.9), (3.10) and (3.30) associated with F satisfies

‖PΨ(F)‖L2
σ(V′) + ‖χΨ(F)‖L2

σ(L2(F)×R6) + ‖εh(X)‖(L∞)2 6 C#(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2.

From the above proposition, we remark that if

‖[w0, ℓ0, ω0]∗‖L2(F)×R3 6 δ, (3.46)

and δ is small enough so that
4C#δ 6 1, (3.47)

then Ψ is well-defined from BE(0, δ) onto itself.
The second important technical result we need is the following:

Proposition 28. There exists a positive constant C# such that for all F(1),F(2) ∈ BE(0, δ), the solutions
(w(i), q(i), ℓ(i), ω(i), h(i), θ(i)) of (3.2)–(3.9), (3.10) and (3.30) associated with F(i) for i = 1, 2 satisfy

‖P (Ψ(F(1))−Ψ(F(2)))‖L2
σ(V′) + ‖χ(Ψ(F(1))−Ψ(F(2)))‖L2

σ(L2(F)×R6) + ‖εh(X
(1))− εh(X

(2))‖(L∞)2

6 C#(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F(1) − F(2)‖E .
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With the same conditions (3.46) and (3.47), we deduce that the restriction of Ψ on BE(0, δ) is a contraction
mapping. The classical Banach fixed point theorem allows to conclude.

Finally, let us remind that Theorem 26 yields Theorem 2 and, in particular, that (1.16) is satisfied.
Indeed, from Theorem 26, we deduce that the stabilized solution [w, ℓ, ω, h, θ, q] satisfies

‖w(t)‖L2(F) + |ℓ(t)|+ |ω(t)|+ |h(t)|+ |θ(t)| 6 C(‖w0‖L2(F) + |ℓ0|+ |ω0|) e−σt. (3.48)

By considering ṽ defined in Ω by formula (2.5) and with v extended by the rigid velocity ℓ+ ωy⊥ in S, and
by also considering vS defined in Ω by extending it by zero in S, we can also assume that

w(t, y) = ṽ(t, y)− vS(y) = ℓ(t) + ω(t)y⊥ (y ∈ S).

Thus some calculation shows that (3.48) implies

‖w(t)‖L2(Ω) + |h(t)|+ |θ(t)| 6 C‖w0‖L2(Ω) e−σt. (3.49)

Then, we can write

‖v(t)− vS‖L2(Ω) 6 C‖v(t,X(t, ·))− vS(X(t, ·))‖L2(Ω) 6

C‖Cof(∇Y )(t, ·)− I2‖L∞(Ω)‖ṽ(t)‖L2(Ω) + ‖w(t)‖L2(Ω) + ‖X(t, ·)− Id ‖L∞(Ω)‖∇vS‖L2(Ω).

Consequently, using the estimates in Section 4 that follows, we deduce

‖v(t)− vS‖L2(Ω) 6 C(|h(t)|+ |θ(t)|)(‖vS‖H1(F) + 1) + ‖w(t)‖L2(Ω).

The proof concludes by combining the above estimate with (3.49).

Remark 29. From the use of the Banach fixed point theorem we also have the uniqueness of the solution
(w, q, ℓ, ω, h, θ) within the class of functions belonging to a neighborhood of the origin of G. However, the
uniqueness within a class of arbitrary large (and not necessarily stable) functions is not given by Theorem
26.

Remark 30. It is important to notice that in Propositions 27 and 28, we use in a crucial way the fact that
h0 = 0 and θ0 = 0. This allows to obtain estimates in Lemma 31 below for the terms [L−∆]w, [K− Id]∂tw
and [G − ∇]q of F (X, q). The fact that h0 = 0 and θ0 = 0 implies that L − ∆, K − Id and G − ∇ are of
order t and suitable estimates are obtained in terms of time L2 norms of tD2w, t∂tw and tp. It is a key
point since for initial velocity in L2(F), p and ∂tw are not L2-integrable in time.

4 Estimates of the coefficients

The aim of this section is to prove Proposition 12, Proposition 13, Proposition 27 and Proposition 28. We
start by proving Propositions 12 and 13.

In this section C denotes a generic positive constant that may change from line to line and that is
independent on a, θ, ℓ, ω and on the variables y, x, but that may depend on ‖η‖W1,∞(Ω) or on the geometry.

4.1 Proof of Propositions 12 and 13

First we write

Rθ − I2 =

[
cos(θ)− 1 − sin(θ)
sin(θ) cos(θ)− 1

]

to obtain ∣∣∣∣Rθ − I2 − θ

[
0 −1
1 0

]∣∣∣∣ 6 C|θ|2.

In particular, there exists ε1 ∈ C∞(R2 × Ω) such that

X(h, θ, y) = y + η(y)
[
h+ θy⊥

]
+ ε1(y, θ), with ‖ε1(·, θ)‖L∞(Ω) 6 C|θ|2. (4.1)

We also have
∇X(h, θ, y) = I2 + [h+ (Rθ − I2)y]⊗∇η(y) + η(y)(Rθ − I2)
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and thus
∇X(h, θ, y) = I2 +

[
h+ θy⊥

]
⊗∇η(y) + η(y)θRπ/2 + ε2(y, θ), (4.2)

with
‖ε2(·, θ)‖L∞(Ω) 6 C|θ|2.

We write
S(h, θ, y) = [h+ (Rθ − I2)y]⊗∇η(y) + η(y)(Rθ − I2).

Assuming (2.4), with C⋆ small enough, we obtain that the inverse of ∇X is given by

(∇X(h, θ, y))−1 =
∑

k>0

(−1)kS(h, θ, y)k,

and thus

(∇X(h, θ, y))−1 = ∇Y (h, θ,X(h, θ, y)) = I2 −
[
h+ θy⊥

]
⊗∇η(y)− η(y)θRπ/2 + ε3(y, h, θ), (4.3)

where

ε3(y, h, θ) =



∑

k>0

(−1)kS(h, θ, y)k


 S(h, θ, y)2.

From above equalities we deduce that

∇Y (·, X) = I2 + Λ3(h, θ) + ε3(h, θ), (4.4)

where Λ3 = (Λ3ij) is a smooth mapping from Ω into L(R3,R4) and where

‖ε3(·, h, θ)‖L∞(Ω) 6 C
(
|h|2 + |θ|2

)
. (4.5)

Thus, by differentiating (4.3) we also deduce that

∂

∂yj
(∇Y (·, X))kl = Λ4klj(y)(h, θ) + ε4klj(y, h, θ), (4.6)

∂2Yl

∂xj∂xk
(X) = Λ5klj(y)(h, θ) + ε5klj(y, h, θ), (4.7)

∂3Yl

∂xj∂xk∂xm
(X) = Λ6kljm(y)(h, θ) + ε6kljm(y, h, θ), (4.8)

with the corresponding estimates

‖ε4(·, h, θ)‖L∞(Ω) + ‖ε5(·, h, θ)‖L∞(Ω) + ‖ε6(·, h, θ)‖L∞(Ω) 6 C
(
|h|2 + |θ|2

)
.

Next, from (2.2), h′ = Rθℓ and (Rθy)
′ = ωRθy

⊥ we deduce

∂tX(t, y) = η(y)
(
Rθ(t)ℓ(t) + ω(t)Rθ(t)y

⊥
)
= η(y)

(
ℓ(t) + ω(t)y⊥

)
+ ε7(y, θ, ℓ, ω), (4.9)

with
‖ε7(·, θ, ℓ, ω)‖L∞(Ω) 6 C

(
|θ|2 + |ℓ|2 + |ω|2

)
.

Thus, we obtain from (4.9), (4.4) and (4.5) that

∂tY (t,X(t, y)) = −∇Y (t,X(t, y)) (∂tX(t, y)) = −η(y)
(
ℓ(t) + ω(t)y⊥

)
+ ε8(h, θ, ℓ, ω, y), (4.10)

with
‖ε8(h, θ, ℓ, ω, ·)‖L∞(Ω) 6 C

(
|h|2 + |θ|2 + |ℓ|2 + |ω|2

)
. (4.11)

From (4.3), we also deduce that

∂

∂t
[∇Y (t,X(t, y))] = −

(
ℓ(t) + ω(t)y⊥

)
⊗∇η(y)− η(y)ω(t)Rπ/2 + ε9(y, h, θ, ℓ, ω), (4.12)
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with
‖ε9(·, h, θ, ℓ, ω)‖L∞(Ω) 6 C

(
|h|2 + |θ|2 + |ℓ|2 + |ω|2

)
.

Finally, we notice that

Cof

[
a b
c d

]
=

[
d −c
−b a

]
, (4.13)

and combining the above relation with (4.4), (4.7), (4.6), and (4.12), we deduce that

Cof(∇Y )(t,X(t, y))i,j = δi,j + Λ10ij(y)(h, θ) + ε10ij(y, h, θ), (4.14)

∂

∂xβ
Cof(∇Y )ij(t,X(t, y)) = Λ11ijβ(y)(h, θ) + ε11ijβ(y, h, θ), (4.15)

∂2

∂x2
β

Cof(∇Y )ij(t,X(t, y)) = Λ12ijβ(y)(h, θ) + ε12ijβ(y, h, θ), (4.16)

∂

∂t
Cof(∇Y )ij(t,X(t, y)) = Λ13ij(y)(ℓ, ω) + ε13ij(y, h, θ, ℓ, ω), (4.17)

where Λ10, Λ11, Λ12, Λ13 are smooth mappings from Ω into L(R3,Rk) (k = 4 or k = 8) and with

‖ε10(·, h, θ)‖L∞(Ω) + ‖ε11(·, h, θ)‖L∞(Ω) + ‖ε12(·, h, θ)‖L∞(Ω) 6 C
(
|h|2 + |θ|2

)
(4.18)

‖ε13(·, h, θ, ℓ, ω)‖L∞(Ω) 6 C
(
|h|2 + |θ|2 + |ℓ|2 + |ω|2

)
. (4.19)

Proof of Proposition 12. From (2.17), we deduce that

[(L−∆)vS ]i =
∑

j,k

∂2

∂x2
j

Cof(∇Y )ki(X)vSk + 2
∑

j,k,l

∂

∂xj
Cof(∇Y )ki(X)

∂vSk
∂yl

∂Yl

∂xj
(X)

+
∑

j,k,l

Cof(∇Y )ki(X)
∂vSk
∂yl

∂2Yl

∂x2
j

(X)

+
∑

j,k,l,m

(Cof(∇Y )ki(X)− δki)
∂2vSk

∂yl∂ym

∂Yl

∂xj
(X)

∂Ym

∂xj
(X)

+
∑

j,l,m

∂2vSi
∂yl∂ym

(
∂Yl

∂xj
(X)− δlj

)
∂Ym

∂xj
(X) +

∑

j,m

∂2vSi
∂yj∂ym

(
∂Ym

∂xj
(X)− δmj

)
.

Combining the above relation with (4.16), (4.15), (4.4), (4.14), (4.7) and the corresponding estimates
(4.18), (4.5), (4.8) to bound the terms

∂2

∂x2
j

Cof(∇Y )ki(X),
∂

∂xj
Cof(∇Y )ki(X)

∂Yl

∂xj
(X), Cof(∇Y )ki(X)

∂2Yl

∂x2
j

(X)

(Cof(∇Y )ki(X)− δki)
∂Yl

∂xj
(X)

∂Ym

∂xj
(X),

(
∂Yl

∂xj
(X)− δlj

)
∂Ym

∂xj
(X),

∂Ym

∂xj
(X)− δmj ,

and with the fact that vS ∈ W2,∞(Ω), we deduce (2.21) and its corresponding estimate in (2.25).
The proof of (2.23) is similar and uses (4.4) and the fact that pS ∈ W 1,∞(F) in the expression

[GpS −∇pS ])i =
∑

l

∂pS

∂yl

(
∂Yl

∂xi
(X)− δil

)
.

To prove (2.22), we start from the definition (2.16) of the operator M and we use (4.17), (4.14), (4.10)
and the corresponding estimates (4.19), (4.18), (4.11) to bound the terms

∂

∂t
[Cof(∇Y )∗ ◦X] , Cof(∇Y )∗ ◦X, (∂tY ) ◦X.

Then with the fact that vS ∈ W1,∞(F) we deduce (2.22) and (2.26).
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Finally, to prove (2.24) as well as its corresponding estimate in (2.25) we use the Taylor’s expension

f̃S(y) = fS(y + d(h, θ)) = fS(y) +∇fS(y) · d(h, θ) +

∫ 1

0

(1− s)∇2fS(y + sd(h, θ))d(h, θ) · d(h, θ)ds

where
d(h, θ)

def
= η(y) [h+ (Rθ − I2)y] = η(y)

[
h+ θy⊥

]
+ ε1(y, θ).

Then we conclude by combining the two above relations and the fact that fS ∈ W2,∞(F).

Proof of Proposition 13. By definition (2.18) of the operator N, we easily verify that

[N(w + vS)]i −
[
(vS · ∇)vS + (w · ∇)vS + (vS · ∇)w + (w · ∇)w

]

i

=
∑

j,k,r

Cof(∇Y )kj(X)
∂

∂xj
Cof(∇Y )ri(X)

(
wkwr + wkv

S
r + vSkwr + vSk v

S
r

)

+
∑

k,r

(
det((∇Y )(X))2

∂Xi

∂yr
− δir

)(
vSk

∂vSr
∂yk

+ wk
∂vSr
∂yk

+ vSk
∂wr

∂yk
+ wk

∂wr

∂yk

)
. (4.20)

Using (4.2), (4.4), (4.14), (4.15), we deduce that

∑

j

Cof(∇Y )kj(X)
∂

∂xj
Cof(∇Y )ri(X) = Λ14ikr(y)(h, θ) + ε14ikr(y, h, θ),

(
det((∇Y )(X))2

∂Xi

∂yr
− δir

)
= Λ15ir(y)(h, θ) + ε15ir(y, h, θ),

where Λ14, Λ15 are smooth mappings from Ω into L(R3,Rk) (k = 4 or k = 8) and where

‖ε14(·, h, θ)‖L∞(Ω) + ‖ε15(·, h, θ)‖L∞(Ω) 6 C
(
|h|2 + |θ|2

)
.

Combining the above relations with (4.20), we deduce (2.27).

4.2 Estimates on L, M, G and N

In order to prove Proposition 27, we first prove some estimates for L, M, G and N that are involved in the
definition (2.40) of F (X, q).

Lemma 31. There exists C > 0 such that for all F ∈ BE(0, δ), the solution (w, q, ℓ, ω, h, θ) of (3.2)–(3.9),
(3.10) and (3.30) associated with F satisfies

‖[L−∆]w‖L2
σ(L2(F)) 6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2, (4.21)

‖[K− Id]∂tw‖L2
σ(L2(F)) 6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2, (4.22)

‖[G−∇]q‖L2
σ(L2(F)) 6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2, (4.23)

‖[Mw]‖L2
σ(L2(F)) 6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2, (4.24)

Lemma 32. There exists C > 0 such that for all F ∈ BE(0, δ), the solution (w, q, ℓ, ω, h, θ) of (3.2)–(3.9),
(3.10) and (3.30) associated with F satisfies

∥∥∥P [NS(w), 0, 0, 0, 0]∗
∥∥∥
L2

σ(V′)
+

∥∥∥χ[NS(w), 0, 0, 0, 0]∗
∥∥∥
L2

σ(L2(F)×R6)
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2.

Gathering Lemma 31, Lemma 32, Proposition 12, and Proposition 13, one can prove Proposition 27. The
details of such a proof are omitted but can be obtained by an easy and tedious calculation.
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Proof of Lemma 31. The proof is similar to the proof of Proposition 12.
From the estimates (4.4), (4.7), (4.14), (4.15), and (4.16), we deduce

∥∥∥∥
∂Yl

∂xj
(X)− δlj

∥∥∥∥
L∞(Ω)

+

∥∥∥∥
∂2Yl

∂xj∂xk
(X)

∥∥∥∥
L∞(Ω)

+ ‖Cof(∇Y )ki(X)− δki‖L∞(Ω)

+

∥∥∥∥
∂

∂xj
Cof(∇Y )ki(X)

∥∥∥∥
L∞(Ω)

+

∥∥∥∥
∂2

∂x2
j

Cof(∇Y )ki(X)

∥∥∥∥
L∞(Ω)

6 C (|h(t)|+ |θ(t)|) .

From the definition of L, we deduce from the above relation that

‖[L−∆]w(t)‖
L2(F) 6 C (|h(t)|+ |θ(t)|) ‖w(t)‖

H2(F) . (4.25)

On the other hand, the fact that F ∈ BE(0, δ) with (3.43) in Corollary 25 yields

|h(t)|+ |θ(t)| 6 Cχ(t)(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3).

Moreover, from F ∈ BE(0, δ) with (3.42) in Corollary 25 we deduce that

‖χw‖L2
σ(H2(F)) 6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3).

Combining the above estimates with (4.25), we deduce (4.21). Estimates (4.22), (4.23) and (4.24) are done
in a similar way.

Proof of Lemma 32. From (2.28), we have

[NS(w)]i
def
= [(w · ∇)w]i +

∑

j,k,r

Cof(∇Y )kj(X)
∂

∂xj
Cof(∇Y )ri(X)

(
wkwr + wkv

S
r + vSkwr

)

+
∑

k,r

(
det((∇Y )(X))2

∂Xi

∂yr
− δir

)(
wk

∂vSr
∂yl

+ vSk
∂wr

∂yl
+ wk

∂wr

∂yl

)
.

We decompose NS as follows:
NS(w) = N̄(w, ℓ, ω) + N̂(w, ℓ, ω, h, θ). (4.26)

with
N̄(w, ℓ, ω)

def
= ((w − ℓ− ωy⊥) · ∇)w. (4.27)

The estimate of N̂ can be done as in the proof of Lemma 31. Then we only give details on the estimate of
N̄. From the Hölder’s inequality and the Sobolev embedding theorem, we deduce that

χ

∥∥∥∥wk
∂wr

∂yl

∥∥∥∥
L2(F)

6 Cχ ‖w‖
H1/2(F) ‖w‖

H3/2(F) .

The above estimate and the interpolation inequalities

χ1/2 ‖w‖
H1/2(F) 6 C

(
χ ‖w‖

H1(F)

)1/2 (
‖w‖

L2(F)

)1/2

χ1/2 ‖w‖
H3/2(F) 6 C

(
χ ‖w‖

H2(F)

)1/2 (
‖w‖

H1(F)

)1/2

yield
∥∥∥∥χwk

∂wr

∂yl

∥∥∥∥
L2

σ(L2(F))

6 C
(
‖χw‖L∞

σ (H1(F)) + ‖w‖L∞

σ (L2(F))

)(
‖χw‖L2

σ(H2(F)) + ‖w‖L2
σ(H1(F))

)
. (4.28)

We note that
∥∥∥((ℓ+ ωy⊥) · ∇)w

∥∥∥
L2

σ(L2(F))
6 C ‖w‖L2

σ(H1(F))

(
‖ℓ‖L∞

σ (R2) + ‖ω‖L∞

σ (R)

)
.

The above estimate and (4.28) yield

∥∥χN̄(w, ℓ, ω)
∥∥
L2

σ(L2(F))
6 C

(
‖χw‖L∞

σ (H1(F)) + ‖(w, ℓ, ω, 0, 0)‖L∞

σ (H)

)(
‖χw‖L2

σ(H2(F)) + ‖w‖L2
σ(H1(F))

)
.

(4.29)
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To estimate 〈P
[
N̄(w, ℓ, ω), 0, 0, 0, 0

]∗
in L2

σ(V
′), we notice that it is defined by duality as

〈P
[
N̄(w, ℓ, ω), 0, 0, 0, 0

]∗
,
[
ϕ, ξ, ζ, a, b

]∗
〉

def
= −

∫

F

(
(w − ℓ− ωy⊥) · ∇

)
ϕ · w dx

and thus

∥∥〈P
[
N̄(w, ℓ, ω), 0, 0, 0, 0

]∗∥∥
L2

σ(V′)
6 C

(
‖w‖L2

σ(H1(F)) + ‖ℓ‖L∞

σ (R2) + ‖ω‖L∞

σ (R)

)2

. (4.30)

Finally, we conclude by remarking that F ∈ BE(0, δ) with (3.42) in Corollary 25 implies that the right hand
sides of equalities (4.29), (4.30) are bounded by C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)2.

4.3 Estimates of the differences

Assume F(1),F(2) ∈ BE(0, δ), with δ small enough. The solutions (w(i), q(i), ℓ(i), ω(i), h(i), θ(i)) of (3.2)–(3.9),
(3.10) and (3.30) associated with F(i) for i = 1, 2 satisfy the results of Corollary 25 and in particular,

‖w(i)‖L2
σ(H1(F)) + ‖w(i)‖L∞

σ (L2(F)) + ‖(ℓ(i), ω(i), h(i), θ(i))‖(L∞

σ )6 + ‖χw(i)‖Wσ(H2(F),L2(F))

+ ‖χ(ℓ(i), ω(i), h(i), θ(i))‖(H1
σ)6 + ‖χq(i)‖L2

σ(H1(F)) 6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3),
(4.31)

and
|h(i)(t)|+ |θ(i)(t)| 6 χ(t)C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3 , (4.32)

for i = 1, 2.
Moreover, we notice that

(w, q, ℓ, ω, h, θ)
def
= (w(1), q(1), ℓ(1), ω(1), h(1), θ(1))− (w(2), q(2), ℓ(2), ω(2), h(2), θ(2))

is also solution of the system (3.2)–(3.9), (3.10) and (3.30) associated with a zero initial condition and with

F
def
= F(1) − F(2). In particular, using again Corollary 25,

‖w‖L2
σ(H1(F))+‖w‖L∞

σ (L2(F)) + ‖(ℓ, ω, h, θ)‖(L∞

σ )6 + ‖χw‖Wσ(H2(F),L2(F)) + ‖χ(ℓ, ω, h, θ)‖(H1
σ)6

+ ‖χq‖L2
σ(H1(F)) 6 C‖F‖E ,

(4.33)

and
|h(t)|+ |θ(t)| 6 χ(t)C‖F‖E .

In order to prove Proposition 28, we need to estimate the difference

F (X(1), q(1))− F (X(2), q(2))

= [(Id−K(1))∂t(w
(1) − w(2))] + ν[(L(1) −∆)(w(1) − w(2))]− [M(1)(w(1) − w(2))] + [(∇−G(1))(q(1) − q(2))]

+ [(K(2) −K(1))∂tw
(2)] + ν[(L(1) − L(2))w(2)]− [(M(1) −M(2))w(2)] + [(G(2) −G(1))q(2)]

− εL(h
(1), θ(1)) + εL(h

(2), θ(2))− εM (h(1), θ(1), ℓ(1), ω(1)) + εM (h(2), θ(2), ℓ(2), ω(2))

− εN (h(1), θ(1)) + εN (h(2), θ(2))− εG(h
(1), θ(1)) + εG(h

(2), θ(2)) + εf (h
(1), θ(1))− εf (h

(2), θ(2))

− [(NS)(1)(w(1))] + [(NS)(2)(w(2))]. (4.34)

The first 4 terms of the above right hand side can be estimated by using a proof similar to the proof of
Lemma 31. More precisely, using (4.33), (4.31) and (4.32), we obtain

∥∥∥[(Id−K(1))∂t(w
(1) − w(2))] + ν[(L(1) −∆)(w(1) − w(2))]− [M(1)(w(1) − w(2))]

+ [(∇−G(1))(q(1) − q(2))]
∥∥∥
L2

σ(L2(F))
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E .

For the other terms in (4.34), we need the following results:
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Lemma 33. There exists a positive constant C such that for all F(1),F(2) ∈ BE(0, δ), the solutions
(w(i), q(i), ℓ(i), ω(i), h(i), θ(i)) of (3.2)–(3.9), (3.10) and (3.30) associated with F(i) for i = 1, 2 satisfy

∥∥∥[(L(1) − L(2))w(2)]
∥∥∥
L2

σ(L2(F))
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E ,

∥∥∥[(K(1) −K(2))∂tw
(2)]

∥∥∥
L2

σ(L2(F))
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E ,

∥∥∥[(G(1) −G(2))q(2)]
∥∥∥
L2

σ(L2(F))
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E ,

∥∥∥[(M(1) −M(2))w(2)]
∥∥∥
L2

σ(L2(F))
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E .

Lemma 34. There exists a positive constant C such that for all F(1),F(2) ∈ BE(0, δ), the solutions
(w(i), q(i), ℓ(i), ω(i), h(i), θ(i)) of (3.2)–(3.9), (3.10) and (3.30) associated with F(i) for i = 1, 2 satisfy

∥∥∥P [NS (1)(w(1))−NS (2)(w(2)), 0, 0, 0, 0]∗
∥∥∥
L2

σ(V′)
+
∥∥∥χ[NS (1)(w(1))−NS (2)(w(2)), 0, 0, 0, 0]∗

∥∥∥
L2

σ(L2(F)×R6)

6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E .

Proposition 35. There exists a positive constant C such that for all F(1),F(2) ∈ BE(0, δ), the solutions
(w(i), q(i), ℓ(i), ω(i), h(i), θ(i)) of (3.2)–(3.9), (3.10) and (3.30) associated with F(i) for i = 1, 2 satisfy

∥∥∥εL(·, h(1), θ(1))− εL(·, h
(2), θ(2))

∥∥∥
L2

σ(L2(F))
+

∥∥∥εG(·, h(1), θ(1))− εG(·, h
(2), θ(2))

∥∥∥
L2

σ(L2(F))

+
∥∥∥εN (·, h(1), θ(1))− εN (·, h(2), θ(2))

∥∥∥
L2

σ(L2(F))
+

∥∥∥εf (·, h(1), θ(1))− εf (·, h
(2), θ(2))

∥∥∥
L2

σ(L2(F))

+
∥∥∥εM (·, h(1), θ(1), ℓ(1), ω(1))− εM (·, h(2), θ(2), ℓ(2), ω(2))

∥∥∥
L2

σ(L2(F))

6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E .

Combining the above results, one can prove Proposition 28. Let us prove now Lemma 33, Lemma 34,
and Proposition 35.

Proof of Lemma 33. First, using the definition (2.2) of the change of variables, we obtain

‖X(·, h(1), θ(1))−X(·, h(2), θ(2))‖W2,∞(Ω) 6 C(|h|+ |θ|).

Then, using the classical formula

∇Y (1)(X(1))−∇Y (2)(X(2)) = ∇Y (2)(X(2))
(
∇X(2) −∇X(1)

)
∇Y (1)(X(1)), (4.35)

we deduce

‖∇Y (1)(X(1))−∇Y (2)(X(2))‖L∞(Ω) +

∥∥∥∥∥
∂2Y

(1)
l

∂xj∂xk
(X(1))−

∂2Y
(2)
l

∂xj∂xk
(X(2))

∥∥∥∥∥
L∞(Ω)

+

∥∥∥∥∥
∂3Y

(1)
l

∂xj∂xk∂xm
(X(1))−

∂3Y
(2)
l

∂xj∂xk∂xm
(X(2))

∥∥∥∥∥
L∞(Ω)

6 C(|h|+ |θ|).

By differentiating (2.2) with respect to time, we also derive

‖∂tX(·, h(1), θ(1))− ∂tX(·, h(2), θ(2))‖L∞(Ω) 6 C(|(h(1))′ − (h(2))′|+ |(θ(1))′ − (θ(2))′|)

that yields

‖∂tX(·, h(1), θ(1))− ∂tX(·, h(2), θ(2))‖L∞(L∞(Ω))

6 C(‖ℓ‖(L∞)2 + ‖ω‖L∞ + ‖h
(1)
F − h

(2)
F ‖(L∞)2 + ‖θ

(1)
F − θ

(2)
F ‖L∞).
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The above result and the first relation of (4.10) yield

‖∂tY
(1)(·, X(1))− ∂tY

(2)(·, X(2))‖L∞(L∞(Ω))

6 C(‖ℓ‖(L∞)2 + ‖ω‖L∞ + ‖h‖(L∞)2 + ‖θ‖L∞ + ‖h
(1)
F − h

(2)
F ‖(L∞)2 + ‖θ

(1)
F − θ

(2)
F ‖L∞).

Using againg (4.35), we deduce

‖∂t∇Y (1)(·, X(1))− ∂t∇Y (2)(·, X(2))‖L∞(L∞(Ω))

6 C(‖ℓ‖(L∞)2 + ‖ω‖L∞ + ‖h‖(L∞)2 + ‖θ‖L∞ + ‖h
(1)
F − h

(2)
F ‖(L∞)2 + ‖θ

(1)
F − θ

(2)
F ‖L∞).

Finally, using (4.13) and (4.33), we deduce

∥∥∥Cof(∇Y (1))(X(1))− Cof(∇Y (2))(X(2))
∥∥∥
L∞(W2,∞(Ω))

+

∥∥∥∥
∂

∂t
Cof(∇Y (1))(X(1))−

∂

∂t
Cof(∇Y (2))(X(2))

∥∥∥∥
L∞(L∞(Ω))

6 C‖F‖E .

The proof concludes by combining the above results with (2.15), (2.16), (2.17), (2.19) and with (4.31).

Proof of Lemma 34. As in the proof of Lemma 32, we use the decomposition (4.26), (4.27) of N:

NS(1)(w(1))−NS(2)(w(2)) = N̄(1)(w(1), ℓ(1), ω(1))− N̄(2)(w(2), ℓ(2), ω(2))

+ N̂(1)(w(1), ℓ(1), ω(1), h(1), θ(1))− N̂(2)(w(2), ℓ(2), ω(2), h(2), θ(2)).

The difference
N̂(1)(w(1), ℓ(1), ω(1), h(1), θ(1))− N̂(2)(w(2), ℓ(2), ω(2), h(2), θ(2))

can be estimated in L2
σ(L

2(F)) by using the estimates of the coefficients derived in the proof of Lemma 33.
For the other term, we notice that

N̄(1)(w(1), ℓ(1), ω(1))− N̄(2)(w(2), ℓ(2), ω(2)) = ((w(1) − ℓ(1) − ω(1)y⊥) · ∇)w + ((w − ℓ− ωy⊥) · ∇)w(2).

Then, following the proof of Lemma 32 and using (4.31), (4.33), we can prove
∥∥∥χ

(
N̄(1)(w(1), ℓ(1), ω(1))− N̄(2)(w(2), ℓ(2), ω(2))

)∥∥∥
L2

σ(L2(F))
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E .

∥∥∥〈P
[
N̄(1)(w(1), ℓ(1), ω(1))− N̄(2)(w(2), ℓ(2), ω(2)), 0, 0, 0, 0

]∗∥∥∥
L2

σ(V′)
6 C(δ + ‖[w0, ℓ0, ω0]∗‖L2(F)×R3)‖F‖E .

Proof of Proposition 35. First we notice that
∣∣∣
(
Rθ(1) − I2 − θ(1)Rπ/2

)
−

(
Rθ(2) − I2 − θ(2)Rπ/2

)∣∣∣ 6 C
(
|θ(1)|+ |θ(2)|

)
|θ|,

and we deduce from the above estimate and from (4.1), (4.2) that

‖ε1(·, θ
(1))− ε1(·, θ

(2))‖L∞(Ω) + ‖ε2(·, θ
(1))− ε2(·, θ

(2))‖(L∞(Ω))4 6 C
(
|θ(1)|+ |θ(2)|

)
|θ|. (4.36)

To obtain the estimates on ε3 in (4.4), we use the classical formula (4.35) and we combine it

∇X(i) = −Λ3(h
(i), θ(i)) + ε2(h

(i), θ(i)),

we deduce that

ε3(·, h
(1), θ(1))− ε3(·, h

(2), θ(2)) =
(
∇Y (2)(X(2))− I2

)(
Λ3(h

(1), θ(1))− Λ3(h
(2), θ(2))

)

+∇Y (2)(X(2))
(
Λ3(h

(1), θ(1))− Λ3(h
(2), θ(2))

)(
∇Y (1)(X(1))− I2

)

+∇Y (2)(X(2))
(
ε2(·, h

(1), θ(1))− ε2(·, h
(2), θ(2))

)
∇Y (1)(X(1)).
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The above relation, (4.4) and (4.36) yield

‖ε3(·, h
(1), θ(1))− ε3(·, h

(2), θ(2))‖L∞(Ω) 6 C
(
|h(1)|+ |h(2)|+ |θ(1)|+ |θ(2)|

)
(|h|+ |θ|) .

Differentiating relation (4.35), we deduce in a similar way that

‖ε5(·, h
(1), θ(1))− ε5(·, h

(2), θ(2))‖L∞(Ω) + ‖ε6(·, h
(1), θ(1))− ε6(·, h

(2), θ(2))‖L∞(Ω)

+ ‖ε10(·, θ
(1))− ε10(·, θ

(2))‖L∞(Ω) + ‖ε11(·, θ
(1))− ε11(·, θ

(2))‖L∞(Ω) + ‖ε12(·, θ
(1))− ε12(·, θ

(2))‖L∞(Ω)

6 C
(
|h(1)|+ |h(2)|+ |θ(1)|+ |θ(2)|

)
(|h|+ |θ|) ,

(4.37)

and that

‖ε9(·, h
(1), θ(1), ℓ(1), ω(1))− ε9(·, h

(2), θ(2), ℓ(2), ω(2))‖L∞(Ω)

+ ‖ε13(·, h
(1), θ(1), ℓ(1), ω(1))− ε13(·, h

(2), θ(2), ℓ(2), ω(2))‖L∞(Ω)

6 C
(
|h(1)|+ |h(2)|+ |θ(1)|+ |θ(2)|+ |ℓ(1)|+ |ℓ(2)|+ |ω(1)|+ |ω(2)|

)
(|h|+ |θ|+ |ℓ|+ |ω|) .

(4.38)

Thus, from (4.9) and from the easily deduced explicit expression of ε8 we obtain

‖∂tX
(2) − ∂tX

(1) − η(y)ℓ+ ωy⊥)‖L∞(Ω) 6 C|θ|(|ℓ(2)|+ |ω(1)|) + |θ(1)||ℓ|+ |ω||θ(2)|. (4.39)

On the other hand, with (4.10) we obtain

ε8(·, h
(1), θ(1), ℓ(1), ω(1))− ε8(·, h

(2), θ(2), ℓ(2), ω(2)) = η(y)(ℓ+ ωy⊥) + ∂tX
(1) − ∂tX

(2)

+(∇Y (1)(X(1))−∇Y (2)(X(2)))∂tX
(1) + (∇Y (2)(X(2))− Id)(∂tX

(1) − ∂tX
(2)).

Then from (4.9), (4.39), (4.4), (4.36) we deduce that

‖ε8(·, h
(1), θ(1), ℓ(1), ω(1))− ε8(·, h

(2), θ(2), ℓ(2), ω(2))‖L∞(Ω)

6 C(|h(1)|+ |h(2)|+ |θ(1)|+ |θ(2)|+ |ℓ(1)|+ |ℓ(2)|+ |ω(1)|+ |ω(2)|) (|h|+ |θ|+ |ℓ|+ |ω|) .
(4.40)

The estimate for εL, εG, εM and εN is a direct consequence of estimates (4.36),(4.37), (4.38) and of
(4.40).

It remains to obtain the bound for εf . To do this, we notice that by definition,

ε
(1)
f − ε

(2)
f = fS(X(1))− fS(X(2))− η∇fS(y) · (h+ θy⊥).

Using Taylor’s theorem and recalling that X(1) −X(2) = h+ θy⊥ + ε1(θ, y), we deduce that in (t, y):

ε
(1)
f − ε

(2)
f = ∇fS(X(2)) · (X(1) −X(2))− η∇fS · (h+ θy⊥)

+

∫ 1

0

(1− s)∇2fS((1− s)X(1) + sX(2))(X(1) −X(2)) · (X(1) −X(2))ds,

= η(∇fS(X(2))−∇fS) · (h+ θy⊥) +∇fS(X(2)) · ε1(θ, y)

+

∫ 1

0

(1− s)∇2fS((1− s)X(1) + sX(2))(X(1) −X(2)) · (X(1) −X(2))ds.

where we have written
X(i) = X(t, y, h(i), θ(i)), ε

(i)
f = εf (t, y, h

(i), θ(i)).

Finally, by using that fS ∈ W2,∞(F) we deduce the result.
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5 The three-dimensional case

We sketch in this section the proof of Theorem 6. It is similar to the proof of Theorem 2 and we only point
out the main differences.

As in the 2D case, one has to perform a change of variables to write the system in the fixed domain
F(hS , RS). We use the same kind of change of variables than in the 2D case, more precisely we replace (2.2)
by

X(t, y)
def
= y + η(y)

[
h(t) +R(t)(RS)∗(y − hS)− y

]
.

Then we consider the transformation (2.5) combined with the 3D version of (2.6)

ℓ(t)
def
= RS(R(t))∗V (t), ω(t)

def
= RS(R(t))∗r(t)

and we also set
Q(t)

def
= R(t)(RS)∗ − Id H(t)

def
= h(t)− hS .

The system satisfied by w = ṽ − vS , q = p̃− pS , ℓ, ω, H and Q can be written as

∂tw − ν∆w + Γ(H,Q, ℓ, ω) + (w · ∇)vS + (vS · ∇)w +∇q = F (X, q) in (0,+∞)×F , (5.1)

divw = 0 in (0,+∞)×F , (5.2)

w = ℓ+ ω × (y − hS) on (0,+∞)× ∂S, (5.3)

w = u on (0,+∞)× ∂Ω, (5.4)

Mℓ′ = −

∫

∂S

T(w, q)n dΓ +Q∗fS
M + εℓ(X), t > 0, (5.5)

ISω
′ = −

∫

∂S

(y − hS)× T(w, q)n dΓ +Q∗fS
I + εω(X), t > 0, (5.6)

H ′ = ℓ+ εH(X), t > 0, (5.7)

Q′ = S(ω) + εQ(X), t > 0, (5.8)

H(0) = h0 − hS , Q(0) = R0(RS)∗ − Id, ℓ(0) = ℓ0, ω(0) = ω0, w(0, y) = w0(y) y ∈ F . (5.9)

In the above system, we write

X
def
=




w
ℓ
ω
H
Q




(5.10)

IS
def
= I(hS , RS), (see (1.7))

and
εH(X)

def
= Qℓ, εQ(X)

def
= QS(ω), εℓ(X)

def
= −Mω × ℓ, εω(X)

def
= ISω × ω,

F (X, q)
def
= − [NS(w)] + [(Id−K)∂tw] + ν[(L−∆)w]− [Mw] + [(∇−G)q]

− (εL(H,Q) + εM (H,Q, ℓ, ω) + εN (H,Q) + εG(H,Q)− εf (H,Q)),

where Γ, εL, εM , εN , εG and εf are defined similarly as in Proposition 12 and Proposition 13.
Note that to obtain the above system we have used the following relations

I(h(t), R(t)) = R(t)(RS)∗ISR
S(R(t))∗ and Ua× Ub = U(a× b) ∀a, b ∈ R

3, U ∈ SO(3).

A first step in the proof of the stabilization of the above system consists in - as in the 2D case - to
consider a linear system associated to (5.1)-(5.9). We set

H
def
=

{
[w, ℓ, ω,H,Q]∗ ∈ L2(F)× R

9 × R
3×3 ; w · n = (ℓ+ ω × (y − hS)) · n on ∂S,

w · n = 0 on ∂Ω, divw = 0 in F
}
,

V
def
=

{
[w, ℓ, ω,H,Q]∗ ∈ H ; w ∈ H1(F), w = ℓ+ ω × (y − hS) on ∂S, w = 0 on ∂Ω

}
.
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We define the linear operator A : D(A) ⊂ H → H as follows: we set

D(A)
def
= {[w, ℓ, ω,H,Q]∗ ∈ V ; w ∈ H2(F)}, A

def
= PÃ,

where for
[
w, ℓ, ω,H,Q

]∗
∈ D(A), we set

Ã




w
ℓ
ω
H
Q




def
=




ν∆w − Γ(H,Q, ℓ, ω)− (w · ∇)vS − (vS · ∇)w

−M−1

∫

∂S

2νD(w)n dΓ +M−1Q∗fS
M

−I−1
S

∫

∂S

(y − hS)× 2νD(w)n dΓ + I−1
S Q∗fS

I

ℓ
S(ω)




and where P is the orthogonal projection from L2(F)× R
9 × R

3×3 onto H. We define the control operator
B ∈ L(V0(∂Ω), [D(A∗)]′) in a similar way as in the 2D case (see (3.26)). Then the nonhomogeneous linear
system corresponding to (5.1)-(5.9) rewrite as (3.11)-(3.12) where X is given by (5.10).

In a way completely similar to the proof of Proposition 21, for σ > 0 we can prove that (A + σ,B)

is stabilizable by a finite dimensional control, namely, we can find families [ϕ̃j , ξ̃j , ζ̃j , ãj , c̃j ]
∗ ∈ D(A∗) and

vj ∈ V
3
2 (∂Ω), j = 1, . . . , Nσ, and a corresponding feedback operator Fσ : H → V

3
2 (∂Ω) defined by

Fσ[w, ℓ, ω,H,Q]∗ =

Nσ∑

j=1

(∫

F

w · ϕ̃jdy +Mℓ · ξ̃j + ISω · ζ̃j +H · ãj +Q : c̃j

)
vj

such that the linear operator Aσ
def
= A + BFσ with domain D(Aσ)

def
= {X ∈ H | AX + BFσX ∈ H}

is the infinitesimal generator of an analytic and exponentially stable semigroup on H of type lower than
−σ. However, such a feedback law does not permit to construct a fixed-point solution for the nonlinear
system similarly as in Section 3.3, because, as explained in the introduction, we do not necessarily have
Fσ[w, ℓ, ω,H,Q]∗ equal to the trace of w0 on ∂Ω, which is required to defined a solution of the 3D problem.

Then the main change with respect to the 2D case is that, in order to guarantee the initial compatibility
condition u(0) = w0 on ∂Ω that will allow to construct a strong solution, we suppose that w0 ∈ H1(Ω)
satisfies w0 = 0 on ∂Ω and we complete the system (5.1)-(5.9) with a dynamical equation for u:

u(t, x) = Φu
def
=

Nσ∑

j=1

ujvj , (5.11)

with u
def
= (uj)j∈{1,...,Nσ} satisfying

u′ = g, u(0) = 0. (5.12)

Then with (5.10) and by setting F(X, q)
def
= [F (X, q), εℓ(X), εω(X), εH(X), εQ(X)]∗ the nonlinear system

(5.1)-(5.9), (5.11) and (5.12) rewrites

PX′ = APX+BΦu+ PF(X, q) in [D(A∗)]′, PX(0) = PX0,
u′ = g, u(0) = 0,

(I − P )X = (I − P )DFΦu.
(5.13)

Note that to define a strong solution to (5.1)–(5.9), (5.11) and (5.12) (i.e. a solution such that t 7→ w(t)
is continuous with values in H1(Ω)) we have to assume PX0 ∈ V. It can be easily seen that this last
condition is satisfied if v0 (i.e. the initial velocity of the system before the change of variables) belongs to
H1(F(h0, R0)) and satisfies the compatibility conditions (1.20), (1.21) and (1.22).

Thus, by following the general framework of [5] for the construction of dynamical control (see also [7])

we introduce the “extended” space HE
def
= H× R

Nσ , the following extended operator on HE :

AE
def
=

[
A BΦ
0 0

]
,

D(AE)
def
= {(Y, u) ∈ HE | AY +BΦu ∈ H} ,
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as well as the control operator BE ∈ L(RNσ ,HE):

BEg
def
=

[
0
g

]
.

By setting Y0
E = [PX0, 0]∗, YE = [PX, u]∗ and FE(YE , q)

def
= [PF(PX + (I − P )DFΦu, q), 0]∗, system

(5.13) reduces to
Y′

E = AEYE +BEg + FE(YE , q), YE(0) = Y0
E .

Thus, since the stabilizability of (A + σ,B) by finite dimensional control generated by the family (vj)
implies the stabilizability of (AE + σ,BE) (see [5, Theorem 8]), we can find a family [ϕj , ξj , ζj , aj , cj ]

∗ ∈
D(A∗), a matrix Λ of size Nσ ×Nσ and a corresponding feedback operator FE,σ : HE → R

Nσ defined by

FE,σ[w, ℓ, ω,H,Q, u]∗ = Λu+

Nσ∑

j=1

(∫

F

w · ϕjdy +Mℓ · ξj + ISω · ζj +H · aj +Q : cj

)
ej

where {ej | j = 1, . . . , Nσ} is a given basis of RNσ , such that the linear operator AE,σ
def
= AE +BEFE,σ with

domain D(AE,σ) = D(AE) (since BE is bounded in HE) is the infinitesimal generator of an analytic and
exponentially stable semigroup on HE of type lower than −σ.

Finally, using a fixed point argument, we can prove as for the 2D case that for small initial con-
ditions PX0 in V, this feedback operator stabilizes the system (5.1)–(5.9), (5.11) and (5.12) with g =
FE,σ[w, ℓ, ω,H,Q, u]∗. Writing this feedback operator in the initial variables gives (1.19).
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