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Functions in SBDp arise naturally in the study of geometri-
cally linear fracture models. They have a jump set of finite
(n− 1)-dimensional measure and, away from the jump set, a
symmetrized gradient e(u) = (∇u+∇uT )/2 in Lp, p ≥ 1. We
show that if the measure of the jump set is sufficiently small
with respect to the size of the domain, then the function u
can be approximated by an affine function away from a small
exceptional set, with an error which depends solely on e(u).
We also derive a corresponding trace statement.

1 Introduction

Functions of bounded deformation have been introduced to study plastic-
ity, damage and fracture models in a geometrically linear setting [Suq78,
Tem83, TS81, AG80, KT83]. The space BD(Ω) is the set of functions
u ∈ L1(Ω;Rn) such that the symmetric part of the distributional gradient
Eu = (Du+DuT )/2 is a bounded measure. They share many properties with
the functions of bounded variation, for example the strain can be decomposed
in a part absolutely continuous with respect to the Lebesgue measure Ln, a
jump part and an intermediate, so-called Cantor part,

Eu = e(u)Ln +
[u]⊗ n+ n⊗ [u]

2
Hn−1 Ju + Ecu , (1.1)

where the jump set Ju is a (n − 1)-rectifiable subset of Ω, [u] : Ju → R
n

denotes the jump of u, and n the normal to Ju, see [ACD97]. The three
terms in (1.1) are mutually orthogonal and have a clearly distinct physical
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interpretation: e(u) represents the regular strain, [u] the crack opening or
the plastic slips, Ecu some notion of diffuse damage.

The modeling of fracture in linear elasticity[FM98, BFM08] focuses on the
interplay between the regular and the jump part, and is normally restricted to
the special functions of bounded deformation SBD, defined as those u ∈ BD
for which Ecu = 0, see also [Cha03, SFO08, FI14, Iur14]. In fracture models
it is natural to relate ‖e(u)‖L2 to an elastic energy and the total area of
the crack Hn−1(Ju) to the fracture energy, considering functionals of the
type ‖e(u)‖2L2 +Hn−1(Ju) which constitute the vectorial counterpart to the
Mumford-Shah functional from image segmentation [AFP00]. This leads to
the study of the space SBDp(Ω), which is defined as the set of u ∈ BD(Ω)
such that Ecu = 0, e(u) ∈ Lp and Hn−1(Ju) < ∞, see [BCDM98, Cha04,
Cha05]. The key additional difficulty with respect to scalar models based on
functions of bounded variation is the lack of control on the skew-symmetric
part of the distributional gradient, Du−DuT .

Korn’s inequality is one key ingredient in the study of linear elasticity
and of functions of bounded deformation. In its standard version it states
that, if u ∈ W 1,p(Ω;Rn) with p ∈ (1,∞) and Ω ⊂ R

n a bounded, connected
Lipschitz set, then there is A ∈ R

n×n such that

‖Du− A‖Lp(Ω) ≤ c(p,Ω)‖Du+DuT‖Lp(Ω) , (1.2)

see for example [Reš70, Tin72] or [Nit81] for a proof. This has been gener-
alized to many different settings, including the geometrically nonlinear case
[FJM02], mixed growth [CDM14] and incompatible strain fields which con-
tain dislocations [NPW12, MSZ14].

Korn’s inequality (1.2) does not hold for p = 1, and indeed one can
construct functions such that Du + DuT ∈ L1 but Du 6∈ L1, see [Orn62,
CFM05, KK11]. Correspondingly, BD is not a subset of BV , in the sense
that for any open set Ω ⊂ R

n there are functions u ∈ L1(Ω;Rn) such that
Du+DuT is a bounded measure, but Du is not.

A combination of Poincaré’s and Sobolev inequalities with Korn’s inequal-
ity (1.2) leads to estimates on u(x)− Ax− b in Lq, q ≥ 1. Although Korn’s
inequality fails for p = 1, the combination with the inequalities in which the
derivative is lost is still true. Indeed, for u ∈ BD(Ω) there are A ∈ R

n×n and
b ∈ R

n such that

‖u(x)− (Ax+ b)‖L1∗(Ω) ≤ c(Ω)|Eu|(Ω) , (1.3)

see [Koh82, Tem83]. Here 1∗ = n/(n− 1) is the Sobolev conjugate exponent
to 1, and Ω ⊂ R

n is again a bounded, connected Lipschitz set.
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Figure 1: Sketch of the geometry. The jump set is short with respect to
the diameter of the domain Ω and cannot cut it into two “large” blocks.
However, small regions can be disconnected from the rest, either inside (a)
or close to the boundary (b); also in regions which are “almost” disconnected
from the majority region (c) one cannot obtain a uniform estimate.

For functions in SBDp one may expect a stronger result to hold, since
a stronger control of the gradient is present. From a physical viewpoint,
we consider a sample which contains small fractures, as illustrated in Figure
1. If the total (n − 1)-dimensional area of the fracture is small, most of
the material still belongs to one large piece, whose deformation is controlled
only by the regular strain e(u). Small subsets can however be completely
detached, therefore we cannot expect an estimate in the entire set Ω, but
only in a subset Ω\ω. The “holes” ω are the parts of Ω which are effectively
separated from the rest by Ju. For their volume we obtain first the simpler
estimate Ln(ω) ≤ cHn−1(Ju)diam (Ω) in Section 2 and then the optimal
isoperimetric estimate Ln(ω) ≤ c(Hn−1(Ju))

n/(n−1) in Section 4. Further, a
corresponding trace estimate can be obtained, see Section 4. Our bound on
u in Lq with q = pn/(n − 1) only reaches the optimal exponent of the full
Korn-Sobolev inequality (1.3) if p = 1.

The key idea of the proof is to use the fundamental theorem of calculus
along lines which do not intersect the jump set to estimate the variation of
u. This would be immediate in the BV setting, in which one fully controls
the gradient. In a BD setting one only obtains control of the longitudinal
component of u. Therefore one needs to consider lines with many different
orientations, making sure to choose them so that they do not intersect the
jump set, a strategy that was used for proving density in [Cha04, Cha05]
and for proving rigidity in one and multiwell settings for example in [Koh82,
DM95, CS06]. More details are explained in the introduction to Section 2.

Our main result is the following.

Theorem 1. Let Ω ⊂ R
n be a connected bounded Lipschitz set, p ∈ [1,∞).

There is a constant c which depends only on p and Ω such that for any
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u ∈ SBD(Ω), one can find Borel sets ω ⊂ Ω and ωΓ ⊂ ∂Ω with

Ln(ω) ≤ c(Hn−1(Ju))
n/(n−1) and Hn−1(ωΓ) ≤ cHn−1(Ju) (1.4)

and an affine function a : Rn → R
n with Da + DaT = 0 such that, with

q = pn/(n− 1),
∫

Ω\ω

|u− a|qdx ≤ c

(
∫

Ω

|e(u)|pdx
)n/(n−1)

(1.5)

and
∫

∂Ω\ωΓ

|Tu− a|pdHn−1 ≤ c

∫

Ω

|e(u)|pdx . (1.6)

Here e(u) denotes the part of the strain Eu = (Du+DuT )/2 which is abso-
lutely continuous with respect to Ln and Tu denotes the trace of u on ∂Ω.

From the statement it is clear that the assertion is only relevant if u ∈
SBDp for some p ≥ 1; the case p = 1 is included.

The original motivation for this work was in the study of a fracture model
with a non-interpenetration constraint, which will be discussed elsewhere
[CCF]. A different application, where the trace estimate is specifically used,
arises in the study of pattern formation in delaminated thin films, see [BCM].

A natural question is whether a similar estimate for ∇u can be derived.
We do not know if this is true and, in particular, we do now know if SBDp,
p > 1, is a subset of BV .

The rest of this paper contains the proof of Theorem 1. In Section 2 we
construct the affine map a with suboptimal estimates on both u and |ω|. In
Section 3 we build upon this result to prove higher integrability of u in the
interior. In Section 4 we refine the argument of Section 3 to prove higher
integrability up to the boundary and the trace estimate; the proof of Theorem
1 then follows easily by covering.

Notation. As stated above, for Ω ⊂ R
n open BD(Ω) is the set of functions

u ∈ L1 such that Eu = (Du+DuT )/2 is a bounded measure. Then Eu obeys
(1.1), and SBD is the subset of BD such that Ecu = 0. We denote by e(u)
the density of Eu with respect to Ln, as in (1.1).

We shall use the results on slicing of BD functions from [ACD97]. In
particular, let u ∈ SBD, ξ ∈ Sn−1. We set uξ

y(t) = ξ · u(y + tξ). By the
structure theorem [ACD97, Th. 4.5], for almost every y one has: uξ

y ∈ SBV ,
duξ

y/dt = ξe(u)ξ L1-a.e., and the section of the jump set is the jump set of
uξ
y. In particular we have that, for a.e. x such that x+ [0, 1]ξ ⊂ Ω \ Ju,

ξ · u(x)− ξ · u(x+ ξ) =

∫ 1

0

ξ · e(u)(x+ tξ)ξdt . (1.7)
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Functions in BD have an L1 trace on the boundary, see [Suq79, TS81, Bab13],
which we denote by Tu.

Throughout the paper c denotes a generic constant, which may change
from line to line, and which, unless otherwise stated, depends only on the
spatial dimension n and on the integrability exponent p.

Acknowledgements The authors gratefully acknowledge the hospitality
of the Mathematisches Forschungsinstitüt Oberwolfach (MFO) where this
research was initiated. A. Chambolle is partially funded by the Agence Na-
tionale de la Recherche, project ANR-12-BS01-0014-01 “GEOMETRYA”.

2 The local estimate

We start proving the Korn-Poincaré estimate in a square, with an exceptional
set whose volume is proportional to Hn−1(Ju). This is the part of the proof
where we construct the affine map a. Before stating our result we give a
sketch of the main ideas.

The key strategy is to use the fundamental theorem of calculus along
segments which do not intersect the jump set, in order to relate the values
of u at different points. Since we only control the strain and not the full
gradient we need to focus on the longitudinal component, and with enough
regularity we compute

d

dt
ξ · u(x+ tξ) = ξ ·Du(x+ tξ)ξ = ξ · Du+DuT

2
(x+ tξ)ξ . (2.1)

We shall use this to relate the values of u in n+1 points, called {z0, . . . , zn},
which form the vertices of an n-dimensional simplex, see Figure 2. Precisely,
integrating (2.1) gives a control on the longitudinal variations,

|(zi − zj) · (u(zi)− u(zj)| ≤ |zi − zj|
∫

[zi,zj ]

|e(u)|dH1

whenever the restriction of u to the line through zi and zj belongs to W 1,1.
We shall use the n+ 1 values u(zi) to define a linear map ã : Rn → R

n with
ã(zi) = u(zi). For this map as well, the longitudinal variations are related
to the components of the symmetrized gradient. The longitudinal variations
are those of u, hence they remain small. Therefore, since ã is affine, the
symmetric part of the gradient of ã is also bounded by ‖e(u)‖L1 . We can
then replace ã by its projection on affine functions with skew-symmetric
gradients.
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Figure 2: Sketch of the construction in Proposition 2. We first obtain rigidity
on the vertices zi = z0+t∗ei of a simplex, and then show that the same rigidity
is inherited by the other points y ∈ Q.

This strategy works under three assumptions: that the segments [zi, zj]
do not intersect the jump set, that we can use the fundamental theorem of
calculus along these segments, and that the L1 norm of e(u) on the segments
can be estimated by the L1 norm on the entire set. The first and the third
are true “on average”, if we average over sets of parallel segments first, and
therefore for many possible choices of the zi. The second one is true by the
structure theorem for almost every choice.

It remains to show that u is close to a on a large part of the square.
To do this we consider a generic point y and repeat the above argument
on the segments [y, zi]. This leads to an estimate on the n + 1 longitudinal
components of (u−a)(y) in terms of the L1 norm of e(u) along those segments.
A simple argument from convex analysis shows that these components are
linearly independent in a uniform way, permitting to estimate |u − a|(y)
from them. Finally we need to make sure that we can use the fundamental
theorem of calculus for many points y and that the integral of e(u) along
the segments [y, zi] can be estimated by the L1 norm of e(u). Both require
additional conditions on the choices of the point z0, see Figure 3. The final
choice will have to fulfill the four conditions given in (2.8), (2.9), (2.12), and
(2.17).

Proposition 2. Let u ∈ SBD(Qr), Qr = (−r, r)n, p ∈ [1,∞). Then there
are ω ⊂ Qr with

Ln(ω) ≤ crHn−1(Ju) (2.2)
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Figure 3: Two possible difficulties in Proposition 2. (a): In choosing the
simplex we need to make sure that the jump set does not intersect its edges.
(b): Since the jump set will “shadow” points y with [y, zi]∩ Ju 6= ∅, we need
to make sure that we choose the simplex so that no larger part of Ju is close
to its vertices. Analogously e(u) should not concentrate on the edges of the
simplex and around the vertices.

and an affine function a : Rn → R
n with e(a) = 0 such that

∫

Qr\ω

|u− a|pdx ≤ crp
∫

Qr

|e(u)|pdx . (2.3)

The constant depends only on n and p.

Proof. By rescaling we can assume r = 1; we write for brevity Q = Q1.
Instead of finding a with e(a) = 0 it suffices to construct an affine function a
with |e(a)| ≤ c‖e(u)‖L1 , which will be proven in (2.11), and then to replace
a by its projection on infinitesimal rotations. Further, we can assume

Hn−1(Ju) ≤
1

32n3
. (2.4)

Indeed, if not, one can simply take ω = Q and a = 0 with c = 32 · n3. We
subdivide the proof in several steps.

Step 1: Fundamental theorem of calculus along segments.
We consider for (x, ξ, t) ∈ Q× Sn−1 × R the relation

ξ · (u(x+ tξ)− u(x)) = t

∫ 1

0

ξ · e(u)(x+ stξ)ξ ds . (2.5)

If u ∈ C1(Q;Rn) this would hold for all (x, ξ, t) with x+tξ ∈ Q. Here we need
to pay attention to both to the jump set and to the possible lack of pointwise
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values and differentiability on the appropriate null sets. To do this we define
the characteristic function of the exceptional set T : Rn × Sn−1 ×R → R by

T (x, ξ, t) =

{

1 if x ∈ Q , x+ tξ ∈ Q and (2.5) does not hold,

0 otherwise.
(2.6)

Both sides in (2.5) are measurable, hence T is measurable. We inserted the
condition x, x+ tξ ∈ Q since we are only interested in points inside Q. The
condition “(2.5) does not hold” includes the case in which the integral is not
defined.

By the structure theorem [ACD97, Th. 4.5], for any fixed ξ the following
holds: for almost every x ∈ Q the section t 7→ ξ · u(x + tξ) is in SBV , its
jump set coincides almost everywhere with the section of the jump set of u,
and its derivative is ξ · e(u)ξ. This means that for Ln-almost every x ∈ Q
one of these two options holds: either x+Rξ intersects Ju or (2.5) holds for
L1-almost every t in the relevant interval. Since, for any ξ ∈ Sn−1, the set

ωξ = {x ∈ Q : x+ Rξ ∩ Ju 6= ∅}

has measure bounded by |ωξ| ≤ Hn−1(Ju)diam (Q) = 2
√
nHn−1(Ju), we

obtain the estimate
∫

Rn

∫

R

T (x, ξ, t)dtdx ≤ |ωξ|diam (Q) ≤ 4nHn−1(Ju) for any ξ ∈ Sn−1 .

(2.7)
We need now to choose the point z0 as well as n other reference points,
obtained from the point z0 by shifts along the canonical basis, and we need
to control also their interactions, see Figure 2. Therefore we define, for
z0 ∈ q = (−1, 0)n ⊂ Q and t ∈ (1/2, 1),

G(z0, t) =
n

∑

i=1

T (z0, ei, t) +
n

∑

i=1

n
∑

j=i+1

T (z0 + tei,
ej − ei√

2
, t
√
2) .

Integrating and using (2.7) on each term leads to

∫ 1

1/2

∫

q

G(z0, t)dz0 dt ≤
∫

R

∫

Rn

Gdz0dt

≤4n2Hn−1(Ju) +
n(n− 1)

2

4n√
2
Hn−1(Ju) ≤ 4n3Hn−1(Ju) .

We choose t∗ ∈ (1/2, 1) at a set value for the rest of the proof, such that
∫

q
G(z0, t∗)dz0 ≤ 8n3Hn−1(Ju). Therefore, (2.4) implies that we can have
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G(z0, t∗) 6= 0 only for at most one-quarter of the values of z0 ∈ q, and
therefore the statement

(2.5) holds on all edges [z0, z0 + t∗ei], i = 1, . . . , n
and [z0 + t∗ei, z0 + t∗ej], 1 ≤ i < j ≤ n

(2.8)

is true for three-quarters of the values of z0 ∈ q. The choice of z0 among
these possibilities will occur later.

Step 2: Estimate for e(u) along the edges of the simplex, construction of a.
For t∗ as above and any z0 ∈ q we set zi = z0 + t∗ei ∈ Q, i = 1, . . . , n, and
define

F (z0) =
n

∑

i,j=0

∫

[zi,zj ]

|e(u)|dH1 .

We integrate in z0, change variables and the order of integration to obtain
(setting e0 = 0)

∫

q

F (z0)dz0 =
n

∑

i,j=0

∫

q

∫ t∗

0

|e(u)|(z0 + t∗ei + s(ej − ei))|ei − ej|dsdz0

≤
√
2

n
∑

i,j=0

∫ t∗

0

∫

Q

|e(u)|(x)dxds

≤
√
2(n+ 1)2‖e(u)‖L1(Q) .

Therefore for three-quarters of the choices of z0 ∈ q one has

F (z0) ≤ 4
√
2(n+ 1)2‖e(u)‖L1(Q) . (2.9)

This is the second requirement on z0, and we still have at least half the
volume of q at our disposal to enforce additional conditions later.

We consider any choice of z0 such that both properties (2.8) and (2.9) hold.
Then (2.5) gives

|(ei − ej) · (u(zi)− u(zj))| ≤ c‖e(u)‖L1(Q) , i, j = 0, . . . , n . (2.10)

We define the affine map a : Rn → R
n by setting a(zi) = u(zi), i = 0, . . . , n.

From (2.10) we obtain

t∗|(Da)ii| = |ei · (a(z0 + t∗ei)− a(z0))| ≤ c‖e(u)‖L1(Q)

as well as

t∗|(Da)ii + (Da)jj − (Da)ij − (Da)ji|
= |(ei − ej) · (a(z0 + t∗ei)− a(z0 + t∗ej))| ≤ c‖e(u)‖L1(Q) ,
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which together yield

|Da+DaT | ≤ c‖e(u)‖L1(Q1) . (2.11)

We define w(x) = u(x)− a(x), so that w(zi) = 0 for i = 0, . . . , n.

Step 3: Definition of the exceptional set ω.
In order to prove a bound on |w|(y) for many points y ∈ Q we need to ensure
validity of the relation (2.5) for the segments [zi, y]. We first observe that for
three-quarters of the choices of z0 ∈ q one has

∫

Sn−1

∫

R

T (zi, ξ, t) dt dHn−1(ξ) ≤ cHn−1(Ju) (2.12)

for all i, with a constant c which depends only on n. To see this, it suffices
to integrate (2.7) over ξ ∈ Sn−1 and swap the order of integation. This is
the third condition on z0, and we still have at least one-quarter of q at our
disposal, which we shall use later to enforce a fourth condition.

For every i = 0, . . . , n we define the set

ω(i) = {y ∈ Q : y = zi + tξ with T (zi, ξ, t) = 1} ,

which by (2.12) it has measure bounded by

|ω(i)| =
∫

Sn−1

∫ ∞

0

tn−1T (zi, ξ, t) dt dHn−1(ξ) ≤ cHn−1(Ju) .

We define

ω =
n
⋃

i=0

ω(i) (2.13)

and observe that (2.5) holds for any segment [zi, y] with y ∈ Q \ ω and
i ∈ {0, . . . , n}. Since w differs from u only by the affine function a, (2.5)
holds also for w.

Step 4: Estimate for w on Q \ ω.
It remains to ensure integrability of the strain along the relevant segments.
We write, using (2.5) on each segment [y, zi],

n
∑

i=0

|(y − zi) · (w(y)− w(zi))| ≤
n

∑

i=0

|y − zi|
∫

[y,zi]

|e(w)|dH1 . (2.14)

Since w(zi) = 0, if the vectors y − zi were the basis vectors we would im-
mediately obtain an estimate on |w|(y). To see that the same is true for
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the given estimate, we need to show that these n+ 1 vectors are “uniformly
linearly independent”, in a sense we now make clear. We first observe that
the convex hull C of the n + 2 points {y, z0, . . . , zn} has volume larger than
tn∗/n! (since this is the volume of the convex hull of the {zi} alone). We
now claim that C coincides with the union of the convex hull of the n + 1
sets {y, z0, . . . , zn} \ {zi}. To see this, pick any p ∈ C. By Caratheodory’s
theorem, p is a convex combination of n+1 of the points. If y is one of them,
we are done. Otherwise, p ∈ K = conv {z0, . . . , zn}. Let q be the last point
of the ray y+[0,∞)(p−y) contained in K. Since q is on the boundary of K,
it is a convex combination of n of the zi, therefore p is a convex combination
of y and n of the zi, concluding the proof of the claim.

Therefore for any y there are n of the points {z0, . . . , zn} such that the
simplex they generate has volume at least tn∗/(n+ 1)!. This means, that the
n corresponding vectors y− zi have the property that the determinant of the
n×nmatrix of which they are the columns is at least tn∗/(n+1) ≥ 2−n/(n+1).
This n × n matrix A has coefficients ai,j ∈ [−2, 2] for all i, j, so that its
comatrix is bounded by some constant C(n) depending only on n. It follows
|A−1| ≤ C(n)/| detA| and therefore

| detA|
C(n)

|x| ≤ |Ax| for all x ∈ R
n .

Consequently, bounding the left-hand side of (2.14) from below and using
that w(zi) = 0, we obtain

|w(y)| ≤ c

n
∑

i=0

∫

[y,zi]

|e(w)|dH1 for all y ∈ Q \ ω ,

and with Hölder’s inequality

|w|p(y) ≤ c
n

∑

i=0

∫

[y,zi]

|e(w)|pdH1 for all y ∈ Q \ ω . (2.15)

It remains to integrate in y. To estimate the contribution of the i-th term
in (2.15) we set g = |e(w)|pχQ and change variables from y to ỹ = y − z0 ∈
Q2 = (−2, 2)n,

∫

Q\ω

∫

[y,zi]

|e(w)|pdH1dy ≤
∫

Q2

∫

[z0+ỹ,z0+ei]

g(x)dH1(x)dỹ

=

∫

Q2

∫

[ỹ,ei]

g(z0 + t)dH1(t)dỹ .

11



We sum over i and set

H(z0) =
n

∑

i=0

∫

Q2

∫

[ỹ,ei]

g(z0 + t)dH1(t)dỹ ,

so that
∫

Q\ω

|w|p(y)dy ≤ cH(z0) . (2.16)

Swapping the order of integration, we estimate as usual

∫

q

H(z0)dz0 ≤
n

∑

i=0

∫

Q2

∫

[ei,ỹ]

‖g‖L1(Rn)dH1(t)dỹ ≤ c‖e(w)‖pLp(Q1)

where c depends only on n. Therefore there are many choices of z0 (more
than three-quarters) such that

H(z0) ≤ 5c‖e(w)‖pLp(Q1)
. (2.17)

This is the fourth and last condition we impose on z0. At this point we can
fix z0 such that the four conditions (2.8), (2.9), (2.12), and (2.17) are fulfilled.

Recalling that (2.11) gives ‖e(w)‖Lp(Q1\ω) ≤ c‖e(u)‖Lp(Q1), (2.16) and (2.17)
give

∫

Q\ω

|w|p(y)dy ≤ cH(z0) ≤ c‖e(w)‖pLp(Q1)
≤ c‖e(u)‖pLp(Q1)

and conclude the proof.

3 Higher integrability

In this Section we show that control of e(u) in Lp gives an estimate for u− a
in a space better than Lp. However, we only get the estimate in the optimal
space Lp∗ if p = 1. The basic strategy is to use rigidity in finitely many
directions ξ, and then to combine estimates along different directions in a
way which is similar to the one used in proving the Sobolev embedding of
W 1,1 into L(n−1)/n, see Lemma 4 below. The standard argument for u ∈ W 1,p,
based upon considering f = |u|p ∈ W 1,1 which obeys |Df | ≤ p|u|p−1|Du|,
does not apply here since we only control u on part of the domain.

Proposition 3. Let Q = (−r, r)n, Q′ = (−r/2, r/2)n, u ∈ SBD(Q), p ∈
[1,∞).
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Figure 4: Sketch of the geometry in Proposition 3.

(i) There exist a set ω ⊂ Q′ and an affine function a : Rn → R
n with

e(a) = 0 such that
Ln(ω) ≤ crHn−1(Ju) (3.1)

and

∫

Q′\ω

|u− a|np/(n−1)dx ≤ crn(p−1)/(n−1)

(
∫

Q

|e(u)|pdx
)n/(n−1)

. (3.2)

(ii) If additionally p > 1 then there is q > 0 (depending on p and n) such
that, for a given mollifier ϕr ∈ C∞

c (Br/4), ϕr(x) = r−nϕ1(x/r), the
function v = uχQ′\ω + aχω obeys

∫

Q′′

|e(v ∗ ϕr)− e(u) ∗ ϕr|pdx ≤ c

(Hn−1(Ju)

rn−1

)q ∫

Q

|e(u)|pdx ,

where Q′′ = (−r/4, r/4)n.

The constant in (i) depends only on p and n, the one in (ii) also on ϕ1.

Proof. By Proposition 2 applied to Q = (−r, r)n there exist a set ω0 ⊂ Q
with |ω0| ≤ crHn−1(Ju) and an affine function a with e(a) = 0 such that

∫

Q\ω0

|u− a|pdx ≤ crp
∫

Q

|e(u)|pdx . (3.3)

We can assume without loss of generality that a = 0 (otherwise we replace u
by u− a) and r = 1 (by scaling). For ξ ∈ Sn−1 and x ∈ Q′ we define the ray

Rx
ξ = (x+ Rξ) ∩Q ,

13



see Figure 4. Then, Rx
ξ is a segment and H1(Rx

ξ ) ≥ 1.
For any direction ξ ∈ Sn−1, the structure theorem [ACD97, Th. 4.5] states

that for almost every z for which Rz
ξ ∩Ju = ∅ one has, in a way which closely

corresponds to (2.5) in the proof of Proposition 2,

ξ · (u(y)− u(x)) =

∫ 1

0

ξ · e(u)(x+ s(y − x))(y − x)ds for H1-a.e. x, y ∈ Rz
ξ .

(3.4)
For ξ ∈ Sn−1 we define the “shadow” of the jump set

ωξ = {z ∈ Q′ : (3.4) does not hold} .

This corresponds, up to a null set, to the points z such that a line through
z parallel to ξ intersects the jump set, hence to the points in which we
cannot use the estimate in direction ξ, and it obeys Hn−1(Πξωξ) ≤ Hn−1(Ju),
where Πξ : Rn → R

n denotes the orthogonal projection onto the (n − 1)-
dimensional space ξ⊥. We remark that this set is cylindrical, in the sense
that ωξ = (ωξ + ξR) ∩Q′.

Given a direction ξ ∈ Sn−1 we define the exceptional set

ω∗
ξ = ωξ ∪ {z ∈ Q′ : H1(Rz

ξ ∩ ω0) ≥ 1/2},

where ω0 is the set entering (3.3), which was obtained from Proposition 2.
It is easy to see that Hn−1(Πξω

∗
ξ ) ≤ cHn−1(Ju).

For almost all x ∈ Q′ \ ω∗
ξ , (3.4) gives

|ξ · u(x)| ≤ |ξ · u(y)|+
∫

Rx
ξ

|e(u)|dH1 for a.e. y ∈ Rx
ξ .

Averaging over all y ∈ Rx
ξ \ ω0 gives

|ξ · u|(x) ≤ 1

H1(Rx
ξ \ ω0)

∫

Rx
ξ \ω0

|u|dH1 +

∫

Rx
ξ

|e(u)|dH1

and

|ξ · u|(x) ≤ 2

∫

x+Rξ

fdH1 for a.e. x ∈ Q′ \ ω∗
ξ , (3.5)

where
f = |e(u)|χQ + |u|χQ\ω0 .

We observe that by (3.3) the function f obeys

‖f‖Lp(Rn) ≤ c‖e(u)‖Lp(Q) . (3.6)

14



We choose a set S containing n2 vectors of Sn−1 with the property that
any n of them are linearly independent. To show that they exist it suffices
to choose them iteratively, at any step only a null set needs to be avoided.
These vectors are universal and will influence the constants in the estimate.
At variance with Proposition 2 we shall use here only finitely many directions.

For any set V ⊂ S of n vectors (which are automatically linearly inde-
pendent) one has

|u|(x) ≤ cV
∑

ξ∈V

|u · ξ|(x) ,

with a constant which depends only on V . We define

ω =
⋃

ξ∈S

ω∗
ξ

which obeys ω ⊂ Q′, |ω| ≤ cHn−1(Ju) and therefore (3.1). Recalling (3.5),

|u|(x) ≤ cV
∑

ξ∈V

∫

x+Rξ

fdH1 for a.e. x ∈ Q′ \ ω

and by Hölder’s inequality

|u|p(x) ≤ cV
∑

ξ∈V

∫

x+Rξ

f pdH1 for a.e. x ∈ Q′ \ ω. (3.7)

At this point we use the estimate (3.7) with several different sets of vectors.
Let V1, . . . , Vn be n disjoint sets of n vectors in S. Then (3.7) holds for each of
them. We multiply these n equations and obtain for almost every x ∈ Q′ \ω

|u|np(x) ≤
n
∏

j=1

cVj

∑

ξ∈Vj

∫

x+Rξ

f pdH1 for a.e. x ∈ Q′ \ ω. (3.8)

Since there are finitely many choices of V ⊂ S the constant is universal. We
swap the sum with the product and obtain

|u|np(x) ≤ cS
∑

W⊂S,#W=n

∏

ξ∈W

∫

x+Rξ

f pdH1 for a.e. x ∈ Q′ \ ω,

where by the definition of S the vectors in any of the sets W = {ξ1, . . . , ξn} ⊂
S are linearly independent (the relevant sets W are those which contain one
vector from each of the Vj). By Lemma 4 (see below) applied to each term
in the sum and f p we obtain

‖uχQ′\ω‖Lnp/(n−1) ≤ c‖f‖Lp .
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Recalling (3.6) the proof of (3.2) and therefore of part (i) is concluded.
We now turn to assertion (ii) concerning the function v = uχQ′\ω. We

define, with ϕ = ϕ1 ∈ C∞
c (B1/4) as in the statement, a function h ∈

C∞(Q′′,Rn×n
sym ) by

h = e(v ∗ ϕ)− e(u) ∗ ϕ . (3.9)

To conclude the proof it suffices to bound ξ · hξ in Lp(Q′′) for a finite set of
ξ. For example, all ξ ∈ T = {ei}i=1,...,n ∪ {(ei + ej)/

√
2}i,j=1...n will do, since

A 7→ ∑

ξ∈T |ξ · Aξ| is a norm on R
n×n
sym .

We fix ξ ∈ Sn−1 and define, for η ∈ (0, 1/2) chosen below,

ω∗∗
ξ = ωξ ∪ {z ∈ Q′ : H1(Rz

ξ ∩ (ω ∪ ω0)) ≥ η},

which obeys ω∗
ξ ⊂ ω∗∗

ξ and

|ω∗∗
ξ | ≤ c

Hn−1(Ju)

η
. (3.10)

We pick z ∈ Q′ \ ω∗∗
ξ . Then z 6∈ ω∗

ξ and, since the latter set is cylindrical,
Rz

ξ ∩ ω∗
ξ = ∅. Therefore (3.5) gives

|ξ · u|(x) ≤ 2

∫

Rz
ξ

fdH1 for a.e. x ∈ Q′ ∩Rz
ξ ,

and, with Hölder’s inequality,

|ξ · u|p(x) ≤ c

∫

Rz
ξ

f pdH1 for a.e. x ∈ Q′ ∩Rz
ξ .

Integration over all x ∈ ω ∩Rz
ξ ⊂ Q′ ∩Rz

ξ gives, since H1(ω ∩Rz
ξ) < η,

∫

ω∩Rz
ξ

|ξ · u|pdH1 ≤ cη

∫

Rz
ξ

f pdH1 .

Integrating then over z ∈ Q′ \ ω∗∗
ξ and using (3.6) yields

∫

ω\ω∗∗

ξ

|ξ · u|pdx ≤ cη

∫

Q

f pdx ≤ cη‖e(u)‖pLp(Q) . (3.11)

For the same ξ we define the longitudinal component w(ξ) : Rn → R by

w(ξ) = ξ · uχQ′\ω∗∗

ξ
.
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We now show that for any z ∈ Q′ the function t 7→ w(ξ)(z+ tξ) is in W 1,1(I),
with I = {t ∈ R : z + tξ ∈ Q′}, and

d

dt
w(ξ)(z + tξ) =

[

ξ · e(u)ξχQ′\ω∗∗

ξ

]

(z + tξ) . (3.12)

To see this, we observe that ω∗∗
ξ is cylindrical, in the sense that ω∗∗

ξ = (ω∗∗
ξ +

ξR) ∩ Q′. If z ∈ ω∗∗
ξ then w(ξ)(z + tξ) = 0 for all t and (3.12) holds. If

instead z 6∈ ω∗∗
ξ then χQ′\ω∗∗

ξ
(z + tξ) = 1 for all t ∈ I, so that w(ξ) = ξ · u.

Since z 6∈ ωξ (3.4) holds, and this implies t 7→ ξ · u(z + tξ) ∈ W 1,1(I) with
derivative ξ · e(u)ξ(z + tξ). This proves (3.12).

In particular, Dξw
(ξ) = ξ · e(u)ξχQ′\ω∗∗

ξ
and therefore in Q′′ we have,

recalling (3.9),

ξ · hξ = Dξ(ξ · v ∗ ϕ)− ξ · e(u)ξ ∗ ϕ
= Dξ((ξ · v − w(ξ)) ∗ ϕ) +Dξ(w

(ξ) ∗ ϕ)− ξ · e(u)ξ ∗ ϕ
= Dξ((ξ · v − w(ξ)) ∗ ϕ)− ξ · (e(u)χω∗∗

ξ
)ξ ∗ ϕ . (3.13)

We estimate the two terms in (3.13) separately in Lp(Q′′).
In the first term we use |Dϕ| ≤ c to obtain

∫

Q′′

∣

∣Dξ

(

(ξ · v − w(ξ)) ∗ ϕ
)∣

∣

p
dx ≤ c

∫

Q′

|ξ · v − w(ξ)|pdx .

Since w(ξ) = ξ · v = ξ ·u on Q′ \ (ω∪ω∗∗
ξ ), w(ξ) = 0 on ω∗∗

ξ , and ξ · v = 0 on ω,

∫

Q′

|ξ · v − w(ξ)|pdx =

∫

ω\ω∗∗

ξ

|w(ξ)|pdx+

∫

ω∗∗

ξ \ω

|ξ · v|pdx .

The last term, using Hölder’s inequality, (3.10) and (3.2), is controlled by

∫

ω∗∗

ξ \ω

|ξ · v|p ≤|ω∗∗
ξ |1/n

(
∫

Q′\ω

|v|np/(n−1)

)(n−1)/n

≤c

(Hn−1(Ju)

η

)1/n

‖e(u)‖pLp(Q) .

Instead, the first one is controlled by (3.11), which gives

∫

ω\ω∗∗

ξ

|w(ξ)|pdx ≤ cη‖e(u)‖pLp(Q) .
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In the second term in (3.13) we estimate

‖e(u)χω∗∗

ξ
∗ ϕ‖Lp(Q′′) ≤ ‖e(u)χω∗∗

ξ
‖L1(Q′)‖ϕ‖Lp(Rn)

≤ ‖χω∗∗

ξ
‖Lp′ (Q′)‖e(u)‖Lp(Q′)‖ϕ‖Lp(Rn)

≤ c

(Hn−1(Ju)

η

)1−1/p

‖e(u)‖Lp(Q′) ,

where we used Hölder’s inequality with p′ defined by 1/p + 1/p′ = 1 and
(3.10).

Combining these estimates with (3.13) leads to

‖ξ·hξ‖Lp(Q′′) ≤ c

[

(Hn−1(Ju)

η

)1/(np)

+ η1/p +

(Hn−1(Ju)

η

)1−1/p
]

‖e(u)‖Lp(Q) .

If 1/(np) ≤ 1− 1/p we choose η = (Hn−1(Ju))
1/(n+1) and obtain

‖h‖Lp(Q′′) ≤ c(Hn−1(Ju))
1/(p(n+1))‖e(u)‖Lp(Q) .

If instead 1/(np) > 1− 1/p we choose η = (Hn−1(Ju))
(p−1)/p and obtain

‖h‖Lp(Q′′) ≤ c(Hn−1(Ju))
(p−1)/p2‖e(u)‖Lp(Q) .

Lemma 4. Let V ⊂ Sn−1 be a set of n linearly independent vectors, u, f ∈
L1(Rn) obey

|u|n(x) ≤
n
∏

i=1

∫

x+Rξi

fdH1 (3.14)

for almost every x ∈ R
n. Then u ∈ Ln/(n−1)(Rn) and

‖u‖Ln/(n−1)(Rn) ≤ c‖f‖L1(Rn) . (3.15)

Proof. This is part of the standard proof of Sobolev inequality, as discussed
for example in [Eva98, Eq. (11-13), pages 263-264]. We remark that this
part of the proof only deals with Fubini and iterated integration and only
requires f ∈ L1(Rn).

4 Estimate up to the boundary

In this section we refine the argument from the previous one in several direc-
tions. We obtain a better estimate of the volume of the exceptional set, with
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the isoperimetric scaling, we obtain an estimate up to the boundary, and an
estimate for the trace. A covering argument will then lead to the proof of
Theorem 1.

One important ingredient in proving a better estimate for the volume of
the exceptional set is the following isoperimetric estimate, which bounds the
volume of a set from the area of its codimension-1 projections.

Lemma 5. Let n ≥ 2, Ω ⊂ R
n be measurable and bounded, let ξ1 . . . , ξn ∈

Sn−1 be linearly independent vectors. Then

Ln(Ω) ≤ c

n
∏

i=1

(Hn−1(ΠξiΩ))
1/(n−1) . (4.1)

The constant c depends only on the vectors ξ. Here Πξ : Rn → R
n denotes

the projection onto the n− 1-dimensional space ξ⊥, Πξ = Id− ξ ⊗ ξ/|ξ|2.

Proof. After a linear transformation we can assume ξi = ei. We shall prove
that

Ln(Ω) ≤
n
∏

i=1

(

Hn−1(ΠeiΩ)
)1/(n−1)

. (4.2)

We write ωi = ΠeiΩ. If n = 2 one has

χΩ(x1, x2) ≤ χω2(x1, 0)χω1(0, x2)

and integrating with Fubini’s theorem gives

L2(Ω) =

∫

R2

χΩdx ≤ H1(ω1)H1(ω2) .

To prove (4.2) in higher dimension we proceed by induction on n. We define
for t ∈ R

Ωt = Ω ∩ {x1 = t} and h(t) = Hn−1(Ωt) .

From Πe1Ωt ⊂ ω1 one obtains h(t) ≤ Hn−1(ω1) for all t. Projecting in the
other directions we obtain

ΠeiΩt = ωi ∩ {x1 = t} for i = 2, . . . , n .

By the inductive assumption applied to the n−1 dimensional space {x1 = t}
we obtain

h(t) ≤
n
∏

i=2

(Hn−2(ωi ∩ {x1 = t}))1/(n−2) .
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From h(t) ≤ min{a, b} it follows that h(t) ≤ a1/(n−1)b(n−2)/(n−1), and there-
fore

h(t) ≤ (Hn−1(ω1))
1/(n−1)

n
∏

i=2

(Hn−2(ωi ∩ {x1 = t}))1/(n−1) .

With Hölder’s inequality we obtain

∫

R

h(t)dt ≤ (Hn−1(ω1))
1/(n−1)

n
∏

i=2

(
∫

R

Hn−2(ωi ∩ {x1 = t})dt
)1/(n−1)

and therefore, by Fubini’s theorem,

Ln(Ω) =

∫

R

h(t)dt ≤
n
∏

i=1

(

Hn−1(ωi)
)1/(n−1)

.

This concludes the proof of (4.2) and therefore that of the Lemma.

We now present the main local estimate. The proof is similar to that
of Proposition 3, but refined in various directions. As in Proposition 3 we
estimate u(x) by controlling |ξ ·u|(x) for a set of n distinct, uniformly linearly
independent vectors ξ. In this case the admissible ξ are all chosen in the small
set S̃, corresponding to a uniform “interior cone condition” for the relevant
part of the boundary, so that they all point “outside”, permitting to obtain
the estimate on u up to the boundary and, therefore, on the trace. Using
n2 vectors instead of n gives higher integrability, as in Proposition 3. The
improved estimate for the size of the exceptional set ω is obtained by noticing
that a point x needs to be included in ω only if there is no choice of a set of
directions ξ which permits to estimate u(x). Therefore we use first a larger
(but still finite) set S of vectors, containing n2 + n − 1 elements and still
contained in the cone; each subset Z ⊂ S containing n2 vectors leads to an
estimate in Lnp/(p−1) outside a suitable (Z-dependent) exceptional set. The
set ω is then the intersection of all these exceptional sets, and its volume can
be estimated with Lemma 5.

Proposition 6. For r > 0, ϕ ∈ Lip ((−r, r)n−1, [r,∞)) with inf ϕ = r, and
A : Rn → R

n an affine isometry we define the open sets

Ω = A{(x′, xn) ∈ (−r, r)n−1 × R : −r < xn < ϕ(x′)}

and
Ωint = A{(x′, xn) ∈ (−r/2, r/2)n−1 × R : 0 < xn < ϕ(x′)} .

Let u ∈ SBD(Ω). Then there is an affine function a : Rn → R
n with e(a) = 0

such that:
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(i) There is a set ω ⊂ Ωint such that

Ln(ω) ≤ cL(Hn−1(Ju))
n/(n−1) (4.3)

and
‖u− a‖Lnp/(n−1)(Ωint\ω) ≤ cLr

1−1/p‖e(u)‖Lp(Ω) . (4.4)

(ii) There is a set ωΓ ⊂ Γ = A{(x′, ϕ(x′)) : x′ ∈ (−r/2, r/2)n−1} such that

Hn−1(ωΓ) ≤ cLHn−1(Ju)

and the trace Tu of u on Γ obeys

‖Tu− a‖Lp(Γ\ωΓ) ≤ cL‖e(u)‖Lp(Ω) .

The constant cL depends only on p, n and the Lipschitz constant L of ϕ.

By affine isometry we mean a map A : Rn → R
n such that A(x) = b+Qx,

with b ∈ R
n and Q ∈ O(n). The geometry is illustrated in Figure 5.

Proof. The first part of the proof is similar to the proof of Proposition 3.
Replacing u by ũ(x) = A−1u(rAx) we can assume r = 1 and A(x) = x. By
Proposition 2 applied to the cube Q = (−1, 1)n there are a set ω0 ⊂ Q and
an affine function a with e(a) = 0 such that |ω0| ≤ cHn−1(Ju) and

∫

Q\ω0

|u− a|pdx ≤ c

∫

Ω

|e(u)|pdx .

We can assume without loss of generality a = 0, otherwise we replace u by
u− a. We let

S̃ =

{

ξ ∈ Sn−1 : |ξ − en| <
1

2
√
1 + L2

}

.

Then the following holds: (i) the outer normal ν to ∂Ω in a point x ∈ Γ
obeys ξ · en ≥ 1/

√
1 + L2 and therefore ξ · ν ≥ 1/(2

√
1 + L2); (ii) for any

ξ ∈ S̃ and any x ∈ Ωint the line x+Rξ intersects the surfaces {(x′, xn) : xn =
ϕ(x′), x′ ∈ (−1, 1)n−1} and (−1, 1)n−1 × {−1} at exactly one point each.

For ξ ∈ S̃ and x ∈ Ωint we define the ray

Rx
ξ = (x+ Rξ) ∩ Ω , (4.5)

see Figure 5. The definition of S̃ ensures that Rx
ξ is a segment and that

H1(Rx
ξ ∩Q) ≥ 2.
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Figure 5: Sketch of the construction in Proposition 6.

For any direction ξ ∈ S̃, one has just like in (3.4) that

ξ · (u(y)−u(x)) =

∫ 1

0

ξ · e(u)(x+ s(y−x))(y−x)ds for a.e. x, y ∈ Rz
ξ (4.6)

holds for almost every z for which Rz
ξ ∩Ju = ∅. As above we define for ξ ∈ S̃

the “shadow” of the jump set

ωξ = {z ∈ Ωint : (4.6) does not hold}

and the exceptional set

ω∗
ξ = ωξ ∪ {x ∈ Ωint : H1(Rx

ξ ∩ ω0) ≥ 1},

which obey Hn−1(Πξωξ) ≤ cHn−1(Ju) and Hn−1(Πξω
∗
ξ ) ≤ cHn−1(Ju).

The same argument as in Proposition, averaging over all y ∈ Q∩Rx
ξ \ω0,

3 leads to

|ξ · u|(x) ≤
∫

Rx
ξ

|e(u)|dH1 +
1

H1(Q ∩Rx
ξ \ ω0)

∫

Q∩Rx
ξ \ω0

|u|dH1

for a.e. x ∈ Ωint \ ω∗
ξ . Since H1(Q ∩Rx

ξ \ ω) ≥ 1 we obtain

|ξ · u|p(x) ≤ c

∫

Rx
ξ

f pdH1 for a.e. x ∈ Ωint \ ω∗
ξ ,
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where f = |e(u)|χΩ + |u|χQ\ω0 .

We let S be a subset of n2 + n − 1 vectors in S̃ with the property that
any n of them are linearly independent. The choice of S depends only on L
and will influence the constants in the statement. For any set V ⊂ S of n
vectors we have

|u|p(x) ≤ cV
∑

ξ∈V

|u · ξ|p(x) ≤ cV
∑

ξ∈V

∫

Rx
ξ

f pdH1 . (4.7)

For a set Z ⊂ S of n2 vectors we define

ωZ =
⋃

ξ∈Z

ω∗
ξ .

The same argument as in Proposition 3 leads to

‖uχΩint\ωZ
‖Lnp/(n−1)(Rn) ≤ cZ‖f‖Lp(Ω) .

The same holds for any possible choice of Z. We set

ω =
⋂

Z⊂S,#Z=n2

ωZ =
⋂

Z⊂S,#Z=n2

⋃

ξ∈Z

ω∗
ξ .

Since there are finitely many possible choices of Z, we conclude that
‖uχΩint\ω‖Lnp/(n−1)(Rn) ≤ ∑

Z cZ‖f‖Lp(Ω) ≤ c‖f‖Lp(Ω), which concludes the
proof of (4.4).

The set ω is the set of points such that for any choice of Z they lie in at
least one of the ω∗

ξ . Since S has n2 + n − 1 elements, if a point belongs to
less than n of the ω∗

ξ , ξ ∈ S, then there is a choice of Z such that it does not
belong to ∪ξ∈Zω

∗
ξ . We conclude that any point in ω belongs to at least n of

the ω∗
ξ , ξ ∈ S, therefore

ω ⊂
⋃

W⊂S,#W=n

⋂

ξ∈W

ω∗
ξ =

⋃

W⊂S,#W=n

ωW , ωW =
⋂

ξ∈W

ω∗
ξ .

For all ξ ∈ S we have Hn−1(Πξω
∗
ξ ) ≤ cHn−1(Ju). For any choice of W , since

the n vectors are independent Lemma 5 implies |ωW | ≤ cHn−1(Ju)
n/(n−1).

Since there are finitely many choices of W ,

|ω| ≤
∑

W

|ωW | ≤ cHn−1(Ju)
n/(n−1) .

This concludes the proof of (i).
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We finally turn to the estimate for the trace. We denote by Γ =
{(x′, ϕ(x′)) : x′ ∈ (−1/2, 1/2)n−1} the part of the graph of ϕ which is con-
tained in ∂Ωint, and define for ξ ∈ S

ωΓ
ξ = {x ∈ Γ : H1(Rx

ξ ∩ ω∗
ξ ) > 0} ,

which obeys Πξω
Γ
ξ ⊂ Πξω

∗
ξ and therefore Hn−1(ωΓ

ξ ) ≤ cHn−1(Ju). We denote
by Tu : Γ → R

n the trace of u on Γ. For any x ∈ Γ \ ωΓ
ξ we have

|ξ · u|p(x− tξ) ≤ c

∫

Rx
ξ

f pdH1 for a.e. t ∈ (0, 1/2)

which implies, by the property of traces,

|ξ · Tu|p(x) ≤ c

∫

Rx
ξ

f pdH1 for Hn−1-a.e. x ∈ Γ \ ωΓ
ξ .

Let now V ⊂ S be a set of n vectors, which are automatically linearly
independent, and set ωΓ = ∪ξ∈V ω

Γ
ξ . Then integrating over x ∈ Γ \ ωΓ gives

∫

Γ\ωΓ

|Tu|pdHn−1 ≤ cV
∑

ξ∈V

∫

Γ\ωΓ
ξ

|ξ · Tu|pdHn−1 ≤ c‖e(u)‖pLp(Ω) ,

which is the required estimate.

Proof of Theorem 1. We choose finitely many sets Ω1, . . . ,ΩM , Ωint
1 , . . . ,Ωint

M

of the type entering Proposition 6 (up to rotations and translations) such that

∂Ω is covered by the Ωint
i . Then we choose finitely many cubes Ωint

M+1, . . . ,Ω
int
K

which cover Ω\∪Ωint
i such that the double cubes ΩM+1, . . . ,ΩK are contained

in Ω. On each of them we can apply Proposition 6 (using ϕ(x′) = r for the
cubes). We can assume that Ju is sufficiently small that

cL
(

Hn−1(Ju)
)n/(n−1) ≤ 1

3
min{|Ωint

i ∩ Ωint
j | : Ωint

i ∩ Ωint
j 6= ∅} ,

otherwise ω = Ω will do (here cL is the constant in Proposition 6, which de-
pends only on p, n and the Lipschitz constant of Ω). We obtain finitely many
exceptional sets ω1, . . . , ωK and ω1

Γ, . . . , ω
M
Γ (for the inner cubes we do not

need the boundary estimate) and finitely many affine functions a1, . . . , aK .
These functions are in a finite-dimensional space, and since Ω is connected

∑

i,j

‖ai − aj‖L1(Ωint
i ∩Ωint

j )
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is a seminorm on the space of the K-uples of affine functions (a1, . . . , aK),
which vanishes on the subspace {a1 = · · · = aK}. By the assumption on Ju
also

∑

i,j

‖ai − aj‖L1(Ωint
i ∩Ωint

j \(ωi∪ωj))

is a seminorm. Therefore, there exists c > 0 such that

inf
a affine

sup
i

‖ai − a‖L1(Ωi) ≤ c
∑

i,j

‖ai − aj‖L1(Ωint
i ∩Ωint

j \(ωi∪ωj))

and we can choose a unique affine function. The constant depends only on
Ω because for any α there is cα > 0 such that

‖a‖L1(Ω) ≤ cα‖a‖L1(E) for all a affine, E ⊂ Ω with |E| > α.

Choosing α as the minimum of the nonzero |Ωint
i ∩Ωint

j |/3, then for the same
indices |Ωint

i ∩ Ωint
j \ (ωi ∪ ωj)| ≥ |Ωint

i ∩ Ωint
j | − |ωi| − |ωj| ≥ α.
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