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An image based dynamic window approach for local navigation ban
autonomous vehicle in urban environments

Danilo Alves de Lima and Alessandro Cear Victorino

Abstract— This paper presents a local navigation strategy command between all possibles commands in a short time
for autonomous vebhicles in urban environments with an Image interval. Its optimization function takes into account fhreal
Based Dynamic Window Approach (IDWA). Differently from 441 hosition fieading), the obstacles distanceigt), and the
the global navigation techniques, which requires the vehicle . . . . . .
localization to perform its movement, the focus here was to maX|mum. linear velc_)C|ty\(eI.OC|ty) during the Calgulatlon. It )
solve the navigation problem in local navigation steps. For that, IS0 considers the kinematics and some dynamics constraint
the environment features will be used, performing the road lane of the robot. Due to the nature of its optimization functidn,
following e.g. The DWA performs a reactive obstacle avoidance can be adapted to several techniques [7], [8], [9], to chffer
while trying to reach a goal destination. In this case, reach the ;) types, like car-like robots [10], [11], as well as to
goal destination is based on the Image Based Visual Servoing h . .
equations for road lane following, which were incorporated dynamic enwronments [12]. However, these Wor,k,s using
into the DWA. The final solution takes into account the car DWA are conceived when the robot and goal positions are
kinematics/dynamics constraints to allow the vehicle to follow known in the world frame, recalling the localization prabke
the road lane while avoiding obstacles. The results show the previously mentioned.
viability of the proposed methodology. , , To avoid this problem, the proposed work presents a local
Lolcg?eﬁac?g:tsi;Pé%igglgvg\'gﬁ‘j’\éﬁcpe?mmh’ Visual Servoing, navigation gtrategy for autonomous ve_hicle_s in urban envi-

ronments with an Image Based Dynamic Window Approach
(IDWA). Differently from the global DWA techniques [7],
[13], [9], which requires the vehicle localization to parfo

Traditionally, a car-like robot navigates based on its peiits movement, the focus here is to solve the navigation
ception of the environment and its localization related t@roblem in local navigation steps using the environment
the path previously planned. However, in urban environfeatures acquired from a camera, performing e.g. the road
ments, the localization systems based in GPS informatidane following. In this case, reaching the goal destinat®n
must deal with signal losses and several noises caused &yask guaranteed by the Image Based Visual Servoing equa-
urban canyons, as reported by many DARPAs Challengeafns [4], [14], [15], incorporated into the DWA functions.
participants between 2004 and 2007 [1]. Due to the GP$his work also differs from the vision navigation approach
drift, this problem also increases locally when a vehidlestr proposed by [16], based on the tentacles technique of [1],
to follow a road based on GPS points. One way to deal witbnce the image based task and the obstacle avoidance are in
it is using local navigation techniques, which do not use ththe same controller on the robot velocity space. The objecti
vehicle global position to calculate the control actione$&é in mind is to perform Image Based Visual Servoing control
techniques are normally based on local features extracteabks while validating their velocity outputs in a obstacle
from exteroceptive sensors (like vision systems), which iavoidance methodology. In the near future, it will allow
urban environments there are useful ones available [Zlectric vehicles, like the one from the project VERVEo
Thus, a global navigation task in urban environments can lperform local navigation in road lanes with a safe behavior.
divided in road following (branches), representing thealoc  In the block diagram of the Figure 1 it is shown the present
tasks, and road intersections maneuvers (nodes), congectiethodology, structured in two general layers: workspace
the next local task. To accomplish the global task, the dlob@erception and robot control. Its concepts are presented in
localization system can be limited only to the nodes, e.ghis article as follow: Section Il presents the robot model
using techniques based on vehicle-to-infrastructure X\V2used and the problem definition; Section Il presents the
communication [3]. workspace perception layer, describing the environment pe

Focusing on the local navigation, there are many ameeption strategy to features extraction and obstacle tietec
proaches to perform vehicle control using visual data B, [ the navigation control layer, with the proposed Image Based
[2]. In addition to follow the desired features the vehiclash Dynamic Window Approach, is presented in the Section IV;
also consider reactive techniques for obstacle avoidancmn experimental analysis and validation of the method,gusin
A well-known reactive technique is the Dynamic Windowa simulated car-like robot, is in Section V; and, finally,
Approach (DWA) [6], which searches for an optimal inputSection VI presents some conclusions and perspectives for

future works.
The authors are with Heudiasyc UMR CNRS 7253 Univeérsit
de Technologie de Compgne. Danilo Alves Lima holds 1The project VERVE stands fdovel Vehicle Dynamics Control Tech-
a Ph.D scholarship from Picardi region. Contact authorsique for Enhancing Active Safety and Range Extension of Intelligent
dani |l 0. al ves-de-li ma@ds. utc. fr Electric Vehicles.
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Fig. 1. Methodology block diagram.

Il. GENERAL DEFINITIONS

The car-like robot used in this work is similar to the
ones described in [15], [13]. It is considered to move in
a planar workspace with a fixed pinhole camera directed tag. 3. Image framgZ} with the road lane center projectiah (in red)
the front to perceive and follow the road lane center, whick¢lated to the boundariel andds (in yellow), its tangent” (in blue) at
defines a path once differentiableI?. The vehicle is also ' POINtD and the angle offsed of I' to the axis—Y".
considerate to be over the road surface and able to always
see a road lane. The kinematic model is based on a frol%t
wheel car, represented as [17]:

2Xr

bot frame{R }, in the unicycle, be located in the projection
of the wheel center on the ground. The main difference is

Xy cos 0 cos ¢ 0 regarding a constraint present in the car-like robot model,
Yr sin 0 cos ¢ 0 which limits the ICC (Figure 2) by, and that is not present
0= | s/ | o] Y2 () in the unicycle robot.

é 0 1 Figure 2 also represents the camera frggig with optical

center position iz, yc, z.) = (tz,ty, ;) in the robot frame

where the vehicle configuration is given by= [z, vy, 6 #|*, and a constant tilt offsed < p < 5 related to ther, axis,
with the position §,, y,) and orientation §) of the car's required for the image based approach. The camera final
reference framgR} in relation to a static world reference position is in the robot sagittal plane,(= 0), which is not
frame{O}, and¢ is the average steering angle of each frona limitation, but must be with a certain height from the floor
wheel by the Ackerman approximation [17]. The orientatiorft, > 0). Finally, the camera’s image frar{&€} is illustrated
and steering angled @nd¢) are defined a8 €] —w, 7] and  in the Figure 3, with a defined size dX;, 2Y7).
¢ € |[—bmaz, Pmaz), bOth positive counter-clockwise. The
Figure 2 illustrates these variables. Note that the oridin o Il. "W ORKSPACEPERCEPTION
{R} is located at the midpoint of the two rear wheels, which The workspace perception is the first step for the local
performs circular trajectories defined by the instantaseounavigation task proposed (Figure 1), that provides the-envi
center of curvature (ICC). The approximation for the stegri ronment information (calculated by on-boarded camera and
angle¢ is related to ther, axis, pointed to the front of the laser scan) required to perform the Image Based Dynamic
vehicle. Window Approach (IDWA). It was divided in 2D features

For the vehicle model (1), the control input is = extraction, obstacle detection and occupancy grid represe
[v1 v2]T, wherew; is the linear velocity of the front wheels tation.
andw, is the steering velocity. In this model, the robot linear The current implementation of the IDWA uses a similar
velocity v is related to the front wheels velocity by = features set presented by Cherubini et al [15], applied in a
vy cos(¢), and the angular velocit§ = vy cos(¢)/r, =w is  path reach and following strategy of a nonholonomic robot.
directed related to the steering angle (see the Figure 2¢jwh It uses small path features set to navigate, defined as the
allows to chose the robot control inputas= [v w]. These projection in the image plane of a visible white line on
inputs can be generalized for an unicycle robot, although ththe floor, with its features calculated in the image frame



{Z} in an Image Based Visual Servoing scheme [14]. ThesEb avoid unsafe conditions while performing the obstacle
features were adapted for the road lane following problem awvoidance, a similar consideration from [1] was applied
described in Figure 3, where they are related to the tangetat expand the robot neighborhood in thest evaluation.

I’ of the path P (according to its direction) at the point The last functionpelocity(v,w) is calculated based on the
D = (X,Y), with an angular offse® €] — m, 7] from I"  desired robot linear velocity,; (which is constant regarding
to the axis—Y (positive counterclockwise)P is the center to the road speed limit), as follow:

of the road surface between the boundadieandd,, which v ity <

are on the limit of the most right visible lane or, in case of (V4 — Vmin) o= v,

non lane marks, are on the rqad limits. . velocity = @)
An obstacle detection layer is also necessary in the IDWA (Vmaz — V) i

to guarantee the right execution of obstacle avoidance ma- (Vmaz — V4) o> v

neuvers, and W'th. an occupancy grid [18] the ObStaCI_e?he importance of these previous functions in the objective
can be stored during the robot movement. Once no em'fﬁnction is adjusted by the constant gains3 and
environment information must be on the grid, the occu- 2) The DWA Search Space: Initially, for the cur?e':nt ve-

pancy grid can be reduced to a local window around thﬁicle velocity (., w,), the Dynamic WindowV/; is defined
robot, actualized with its movement (see Figure 1). Foy A

: ) or all reachable velocities in a time intervalt as:

more details about the obstacle detection and occupancy

grid layers, see [13]. This implementation considers only Vi =A{(v,w)| v € [vg — VALt v, + VAL,

static environments for validation purposes, which doés no W E [wy — WAL, wg + WAL}, (5)

restrain a future implementation with dynamic environrsent ] ]
as presented in [12]. with u, = [v w]T the set of robot inputs (see section II), and

© andw are the robot accelerations.
IV. NAVIGATION CONTROL Once defined the reachable velocities, they must be classi-
The present controller was based on the integration of tf{id in admissible or not due to the obstacle distance (func-
Image Based Visual Servoing (IBVS) [15] equations witdion dist(v,w) defined previously and proposed by [19])
the Dynamic Window Approach (DWA) [6] to perform the and the robot maximum breaking accelerations ¢). The
obstacle avoidance while performing the road lane follgwin resulting set is defined as:

This technique was called by Image Based Dynamic Window Vo ={(v,w)| v < /2 dist(v,w) - v,
Approach (IDWA), used by the navigation control layer of ' _< > dist(o.w) o) ®)
w <2 -aist(v,w) -wpj.

Figure 1, and will be presented in this section.

A. The Dynamic Window Approach Finally, the Dynamic Window search space is computed as:

DWA is a reactive obstacle avoidance technique proposed Vow =VanVaNVs, (7

originally by [6], adapted for car-like robots by [10], whic \yhere v, is the set of points that satisfy the maximum
selects in the velocity space an optimum control input aioun,cceleration constraints,, and,mas. It considers the cur-
the current robot state. It regards some kinematics/dyt®Mmirent speed of the vehicle, its accelerations/physicalisim
conditions of the robot to construct a control search spacgpq the obstacles in the workspace. By discretization of the
classified by the weighted sum of three functions. They algarch space),y, a velocity must be selected following the
based on the goal positiodading), the obstacle distance cyiteria presented by the objective function (3).
(dist) and the final linear velocityv@locity), compounding
the objective function (3): B. The Image Based Dynamic Window Approach
_ . ) Considering the objective function (3) and the search
DWA(v,w) =a - heading(v,w) + 3 - dist(v,w) (3) space (7), the main changes for the Image Based Dy-
+ 7 - velocity(v, w), namic Window Approach (IDWA) concern to the function
to be optimized. heading(v,w). As previously mentioned, it is responsible to
1) The DWA Functions: In the original formulation of guide the robot to a desired goal in the world frame. For
the DWA [6], the function heading(v,w) is responsible the present formulation, the goal is to lead the features set
to guide the robot to a desired goal position, calculating = [X Y ©]”, defined in Section Ill by the tangeftin the
high weights to the velocity inputs that lead the robot tdmage frame{Z} (see Figure 3), to the final configuration
a final orientation closer to the goal position in the worldX™ = ©* = 0 and Y™ = Y;, which means the vehicle in
frame. It is frequently adapted when some specific navigatidghe center of the road.
task is required [7], [13], [9]. Its improvements proposed Based on the Image Based Visual Servoing (IBVS) equa-
for this work will be presented in the Subsection IV-B.tions proposed by Cherubini et al [15], theading function
The next functiondist(v,w) is the normalized distance to Must estimate the features error:
collision when performing circular movements, calculated Xerne — X*
for polygonal robots as proposed by [19]. It uses the obstacl e=| Yignr = Y™
information from the occupancy grid described in Sectidn Il Oriny — OF



— sin p;Y cos p 0 X (sin P:’zy cos p) XY —1-X?2 Y

LS — 0 — sin p—Y cos p Y (sin p+Y cos p) 1+v2 XY _x (2)

z tz

05 p cos? © c05 p cos © sin © 05 p cos O(Y sin © Lo . . )
cos pcos? © cospeos©Osin®  _cospcosO(YsinO+Xc0sO)  _(y i @4 X cos©)cos® —(V sinO+X cosO)sin©  —1

tz tz tz

Y); and Op.p0r- (v, w) with the © error. The final values are
calculated as:

(4]
s

1- e)‘fix‘a if row controller,
XYverror - (11)
L= %a otherwise.
€o
eerror =1- % (12)

Fig. 4. Estimation of the features sEt (blue line) in the frameZ, A, ) )
applying the control input$v1, w1), (v2,w2) and(vs,ws). The reference  whereex, ey, andeg are the features error in the image

g?frl]t;orolasdaltgsr?erepresented in red, which means the vehictbe center frame Tosne, and ex,mae and eyma. are the maximum
' measurable error ifX and Y. The final value is defined
as:

in the next image fram&, A, considering X*,Y*,0*) as

the set point. This is illustrated in the Figure 4. Thus, high
weight are given to the inpui®;, w;) € Vpw which reduce V. EXPERIMENTAL RESULTS
the final errore.

heading(v,w) = a1 X Yerror (v, w) + 02O crpor (v, w). (13)

To validate the navigation methodology proposed by the
o o o Ao . Fock diagram of Figure 1, a simulation environment using
velocgy 5 = X ¥ 9]. to the robot veloc_ltyur — _ Matlab was created for some road configurations (see Fig-
[v .w] ' .F'rSt of all, the image features velocny_ must beures 5a and 7a). The vehicle moves based on the kinematic
written in therms of the Tcamgra frame velqcnyc —_ model of the equation 1, respecting its kinematics congsai
[Ve.w Vey Vez Wew Weyy we,]” . USINg the interaction matrix o4 gome  actuators dynamics. It simulates a monocular
L:(X,Y,0) (2), _expressed for a normalized Perspectveamera with a focal length.8mm and large field of view
camera model, yields: (~ 140°). The camera tilt offsep = 10° and (t,,t,,t.) =

XV )T = L,(X,Y,O)u,. 8) (2.0,0.0,2.0)m..The obstacles are Qetected by a simglated

laser sensor with80° of coverage in front of the vehicle
Note that each line of the matrix,, are related to its and the information was stored in an occupancy grid [18],
respective image featureL§, Ly and Lg). The robot locally constructed around the robot. Each laser reading
velocity v, can be expressed in the camera frafi¢ by (9) is represented in the occupancy grid by a bidimensional

using the homogeneous transformation (10): Gaussian model. The relative movement of the robot frame
c updates the grid information, using its proprioceptiveagat
ue =" Trur, 9 ke odometry (in real environments the visual odometry can
0 ¢ be applied), velocity and steering angle, which is enough fo
“sinp O’” the simulation purposes and _Iow §peed experiments.
o cos p 0 The Image based Dynamic Window Approach (IDWA)
Tr = 0 0 (10) must considers the road limits, obstacles and linear veloc-
0 ~ cos ity variations when adjusting the gaing 3, and~y from
P .
0 —sinp equation 3. When no obstacle obstructs the robot path, the

movement is similar to the one in Figure 5b. To visualize
The final features configuration can be acquired using thieir influence in the final navigation, the Figure 6(a-c)
equations (8) and (9) to estimate the features velogity combines them one by one. In the Figure 6a only the function
and integrating them over the time intervalt. Cherubini wvelocity was applied, resulting in a movement with no
et al has defined a row and column controller, dependindjrection that stops at the first visible obstacle. Enabling
of the D = (X,Y) point location in the image frame the functiondist, it gives the Figure 6b with a movement
{Z} (see Figure 3). The row controller is applied wherover regions free of obstacles but without any goal, better
Y = const = Y* or the column one otherwise. Underobserved in the curves. Adding theading functionswvsl

this constraint, the functioheading(v,w) was divided in: andws2 to the previous ones, it results the Figure 6c. Here
XYerror(v,w), responsible for the row/column erroK(or the robot avoid the obstacles and follow when possible the



Fig. 5. Environment for car-like robot simulation (a) and itsvigation in

this condition (b). The car initial pose is represented itioye and in red _ ) ) . ) .
are the car instantaneous positions for a clockwise movement. Fig. 8.  Vehicle movement with the setpoint defined only on thghtri
lane (a) and switching due to the lane obstruction (b), titated by the red
line in the camera image from the car point of view. The carahitiose
is represented in yellow, the obstacles are in blue, anddnare the car
instantaneous positions for a clockwise movement.

Fig. 6. Evaluation of the IDWA functions in the navigationskafor:
velocity (a), velocity + dist (b), and the complete objective function with
the heading functionsvs1 andvs2 (c). The gains where setto, = as =
0.01, 8 = 0.2, andvy = 0.3. The car initial pose is represented in yellow,
the obstacles are in blue, and in red are the car instantargasitions for
a clockwise movement.

right road lane, guaranteed by our image based task. For this L e
final configuration:a; = a» = 0.01, 8 = 0.2, and~y = 0.3. -
It is important to observe that even using only one function i

the objective function, the final movement will be safe fromrig. 9. IDWA controller outputs and image error evolution fioe trajectory
collisions, once we are using only the velocities from theepresented in (a). In (b) is the linear velocity and (c) tieesng angle
DW search space in 7. An extended experiment is present&f"mands. The image features errors are in (d).

in Figure 7.

The i_nfluence of changing tr_"? ro_ad I_ane setpoint when Finally, the Figure 9 shows the resulting commands and
overta}kmg an obstgcle was Ve”f'ed in Figure 8. C_omparmghe image features error evolution during the firtstseconds
thed Flgurei 8a, \r’]\”th the _setp(::nt Waysd on thehrlg:]t lan f simulation using the IDWA controller. Note that, even if
an 8 , Where the setpoint changes due to t € 1ane o IDWA is a discrete technique, the output commands are
struction, the second one presents a smoothest rajedtdry g,k for real cars actuators. This can be better obsenved i
farther from thg opstacles th.an the first one. This is betme_r fthe steering angle (Figure 9c), rarely reaching valuesetigh
real world applications, providing more safety for the i than +10° in the complete circuit, which results in more
movement. comfort for a final user. The image features error converge
smoothly to zero when there are no obstacles preventing the
vehicle movement, as seen in Figure 9d.

VI. CONCLUSIONS ANDFUTURE WORKS

This work presented an image based local navigation
approach applicable to car-like robots in urban envirorsien
among obstacles. For that, it was integrated the ImageeBase
Visual Servoing (IBVS) equations, originally conceived to
follow lines on the floor with a small features set, in the
Dynamic Window Approach (DWA), resulting in a local
navigation system independent of the vehicle global local-
Fig. 7. Environment for car-like robot simulation (a) and imvigation ization and the final destination. The Image Based Dynamic
ir': this condirt1i0rne (Ck‘)c)), rmitmibezthzzr;doﬁi}kg; t%.g.vgﬂmw ;1%3&:;1 Window Approach (IDWA), as it was called here, allowed
::eitfaa:.siigv c:r initial pose is represented in yelfow andssthe movement the robot to pe_rf(_)rm the path reaching, to follow the road
to the left. The obstacles are in blue, and in red are the caritaneous lane center avoiding obstacles. The methodology was tested
positions. in a simulation environment over Matlab considering the car




kinematics and some dynamics constraints, and sensors lim-
itations, which provided a solid validation for the propdse
solution in a static environment. [6]

The optimization function of the DWA taken in to account
the path reaching and following problem, the obstacled’]
avoidance, and the linear velocities variations, in orddind
the control inputs that best attend the gains setup. Howevepg]
find the best adjustment for these gains depends of which
element must be considered preferentially, if is to follow o
the road lane, to keep the distance from the surrounding
obstacles, or moves with higher velocities. For the current
configuration, the vehicle was able to complete its navigpati
task with smooth control inputs. The present approach al$m
left us switch the setpoint between the lanes during the
overpass maneuver. It is important to mention that other
IBVS equations could be integrated in the present solutioAll
to allow different tasks.

Thanks to the nature of the elements analyzed, the applica-
tion of this solution in a real car-like robot could be donghwi [12]
low cost sensors. The experiments are being prepared to the
autonomous car lIris of the projects VERVE and ROBOTEX,
from the Heudiasyc laboratory. Considering the real envit3l
ronments, more robust techniques must be applied to detect
the image features, like the one proposed in [20], as well
as the moving obstacles like in [12]. Other applications if4]
mind are related to the human machine interface, improving
the interaction between the vehicle and its conductor. [15]
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