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ABSTRACT
Sound based perceptive spaces are usually encountered
for friendly man-machine interfaces, but sound informa-
tion extraction for perceptive spaces is a complex task be-
cause of environmental noise and of multichannel process-
ing need. A multichannel smart sound sensor capable to
detect and identify sound events in noisy conditions is pre-
sented in this paper. The multichannel sound processing al-
lows us to localize the sound in the perceptive space and to
select appropriate signal for identification procedure. This
sensor is real time implemented on PC. The event detec-
tion module is carried out for each channel in real time.
The classification module is launched in a parallel task on
the channel chosen by data fusion process. The aim of this
process is to select the channel with the biggest signal to
noise ratio when a multiple detection occurs. The valida-
tion of smart sensor is made on a test set and is presented
with the proposed methodology of evaluation for a medical
telemonitoring application. The obtained results are allow-
ing us to develop perceptive space applications.

KEY WORDS
Acoustical Signal Processing, Noise, Multichannel Pro-
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1 Introduction

The required sensors capabilities are increased very much
our days : these sensors become more and more complex,
the digital signal processing being a crucial component of
them. The most difficult task in digital signal processing
for sound sensor is the extraction of high-level information
from an one-dimensional signal. The evolution of the man-
machine interfaces involves the sound sensors development
and their use for speech or sound recognition. Sound pro-
cessing becomes a part of perceptive spaces.

The signal processed output of a sound sensor is fre-
quently an enhanced audio signal but it could be a series
of different types of sound information: words or speaker
name in case of speech, sound class in case of everyday
life sounds, type of noise and so on. Unlike the researches
made in the speech/speaker recognition field, there are only
few studies in the sound class identification field.

In this paper we describe a multichannel smart sound
sensor which detect and identify a sound between several
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Figure 1. Smart Sound Sensor diagram

predefined sound classes. The input of smart sound sen-
sor is composed, for instant, of data collected by 5 mi-
crophones and its output data is sent through a network
(CAN bus or Ethernet). For a real time working purpose,
the sound analysis is divided in three steps : sound event
detection for each sound channel, fusion between simul-
taneously events and sound identification. The extracted
information is sent through the network and if it is needed,
the recorded sound can be transferred for latter analysis by
Ethernet network, adapted for large data flow.

This smart sound sensor is a part of a medical tele-
monitoring project with the aim of detecting serious ac-
cidents. In these conditions we consider asound event,
an impulsive sound (door clapping, step sounds, dishes
sounds, etc.) and anoise, a stationary signal (environmen-
tal noise, white noise, water flow noise, etc.).

The proposed smart sensor is implemented in real
time with LabWindows/CVI software on a PC [1]. Eval-
uation of the sensor has been carried out with real environ-
mental noise on a generated test set. An evaluation method-
ology is proposed and discussed.

2 Sound sensor hardware

As described in figure 1, the proposed sensor is composed
of 5 omni-directional condenser microphones, an acquisi-
tion card (National Instruments PCI-6034E) plugged in the
PC which is in charge with the sound analysis software and
a CAN Bus adapter card.

Condenser microphones are used because of their



small dimensions and of their omnidirectional characteris-
tics. Each microphone is equipped with a conditioning card
(instrumentation amplifier and anti-aliasing filter). Acqui-
sition card has 8 differential inputs and a maximal sampling
rate of 200 ksamples/s. The sampling frequency was fixed
at 16 kHz. This value is usual in speech recognition.

A CAN bus was chosen as the output interface for the
sound information because its low cost, its good resistance
to harsh environments and its deterministic response in col-
lision case [2]. In our medical telemonitoring application
the CAN bus is a dedicated one which provides a big se-
curity. It is used to collect information of other types of
sensors useful in perceptive space: medical sensors, local-
ization sensors. But CAN bus speed is too low for sound
wave transmission; in this case it must be replaced by stan-
dard Ethernet network.

Our sensor processing software drives the two cards.
For sound sample acquisition, low-level functions are used
in order to drive the card in real time. The detected events
are saved on PC hard-disk and sent through the network.
An history of detected events (detection time, detection
type) is recorded in a text file. The abnormal detected sig-
nal is recorded in a standard Wave format (without com-
pression) and could be sent in the same format through Eth-
ernet network, if requested.

3 Description of sound analysis system com-
ponents

The sound analysis system has been divided in three mod-
ules as shown in figure 2. The first and second modules are
making up the ”First parallel task”. The third module is the
”Second parallel task”.

The first module is processed on each channel in or-
der to detect a sound event and to extract it from signal flow.
The fusion module selects the best channel in the case of a
simultaneously event detection on several channels. The
channel with the best Signal to Noise Ratio is chosen from
estimation of SNR made for each channel. These two mod-
ules make up the ”First Parallel Task”.

The last step is the sound classification or ”Second
Parallel Task”. This module is receiving the sound event
extracted (output of ”First Task”) and it estimates the most
probable sound class. The proposed sensor classifies the
sound in one of the seven sound classes.

3.1 Sound detection and capture - first
module

The event detection aim is to find impulsive signals in the
noise and to extract them from the signal flow. Our smart
sensor must be capable to identify impulsive signals like
door clapping, dishes sounds, fall sounds but also speech
presence too, in a noisy environment. The performances
of the first module are very important for the entire system
because if an event is lost, it is lost forever.
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Figure 2. Smart Sound Sensor flow-chart

There are many techniques for sound detection: en-
ergy threshold, statistical model [3], energy processing [4]
or wavelet processing [5]. We have validated three detec-
tion algorithms proposed by Dufaux [4] on our test set but
the obtained performances for environmental noise are not
suitable. We have proposed two other algorithms [6] with
better performances either for environmental noise or for
water flow noise but not for the two cases.

A wavelet based event detection algorithm is pro-
posed in the following. Unlike Fast Fourier Transform,
Wavelet Transform is well adapted to signals that have very
localized features in the time-frequency space. This trans-
form is frequently used for signal detection [7] and audio
processing. We have chosen Daubechies wavelets with
6 vanishing moments to compute DWT. A complete or-
thonormal wavelet basis consists of scalings (s factor) and
translations (u delay) of the mother wavelet functionψ(t),
a function with finite energy and fast decay. Continuous
wavelet transform is achieved using equation (1).

Wf(u, s) =

Z

+∞

−∞
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1√
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ψ

∗

„

t− u

s

«

dt (1)

Wavelet Transform on a 512 sample frame corre-
sponding to a 32ms window allows good signal enhance-
ment in noisy conditions. Analyzed sounds are impulsive
and so, better enhanced by Wavelet Transform. Discrete
Wavelet Transform is applied on the sampled data and its
output forms a vector of the same length than the signal
(512). This vector has a pyramidal structure and is com-
posed of 10wavelet coefficients.

The algorithm (flowchart in figure 3) calculates the
energy of the 8, 9 and 10 wavelet coefficients (the three
higher order coefficients), because the significant wavelet
coefficients of the sounds to be detected are rather high or-
der.
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Figure 3. Flowchart of the wavelet based algorithm

The detection is achieved by applying a threshold on
the sum of energies of the three highest order wavelet coef-
ficients. The threshold is self-adjustable and depends on the
average of the 10 last energy values:Th = κ+α·EAverage.
The used value ofα coefficient is1.2 in order to compen-
sate the small variation of signal around average. Overlap
between two consecutive analysis windows is 50%.

An example of sound detection achieved by the pre-
sented algorithm is shown in the figure 4. The amplitude of
the sound signal that contains a mixture between a ringing
phone at 3.2 second and a water flow noise at 0 dB of SNR
can be seen in the first window, in the figure 4, while the
second window shows the wavelet energy outlined in black
and the self-adjustable threshold in grey. The detection sig-
nal presented in the third window shows clearly that the
algorithm detects the signal from noise despite their close
amplitudes.

The presented algorithm detects only the signal be-
ginning and not the end. A first approach is to consider a
fix duration sound as detection output. However, the sound
classification system is very sensitive to long silence parts.
Therefore, we detect the end of the signal by applying the
same algorithm on the time inverted signal.

The procedure used to realize an everyday life sound
event detection and capture involves the following steps:
the output signal starts simultaneously with the detection
and lasts 7 seconds. Then, the signal is time inverted and
the detection algorithm is applied once again. In the next
step the detection of the end of the signal is used to extract
the sound (the output signal has a variable length).

This procedure is allowing classification algorithm to
analyze only the typical part of the detected signal.

Signal Detection

Threshold

Signal amplitude

Figure 4. Detection of a ringing mixed with water flow
noise at 0 dB of SNR with proposed algorithm

3.2 Fusion between channels - second
module

Event detection is continuously operating on each of five
audio inputs. According to figure 2, a fusion is necessary
between these 5 inputs in the aim of choosing the best chan-
nel and implicitly, to localize the sound source, when mul-
tiple detections occur simultaneously. We considersimul-
taneous detectionstwo or more detections occurring at less
than 0.5 seconds after the first detection (the propagation
time and the algorithm structure determine this time).

In case of simultaneous detections, the best channel
is considered the one with the biggest Signal to Noise Ra-
tio (SNR). The SNR is estimated for each channel like the
ratio between average sound power (1 second of signal af-
ter an event detection) and average noise power (1 second
of signal before event detection). The average noise power
is buffered continuously in memory. The output of fusion
module gives the event signal.

3.3 Sound classification - third module

The classification module looks to identify the event sound
between predefined sound classes. This module uses a
GaussianM ixture Model (GMM) method [8]. There are
other possibilities for the classification: HMM, Bayesian
method and others but GMM classification is easy to imple-
ment, procures comparable performances and require low
processing time.

This method evolves in two steps: a training step and
an identification one. Identification module is the only
module involved in real time constraints. Classification
does not use directly signal samples, but a vector of acousti-
cal parameters calculated on analysis windows. The acous-
tical parameters are determined for each analysis window
of 16ms with an overlap of 8ms.

The training is initiated for each classωk of signals
from sound corpus and gives a model containing the char-
acteristics of each Gaussian (1 ≤ m ≤ 4) of the class : the
likelihoodπk,m, the mean vectorµk,m, the covariance ma-
trix and the inverse matrixΣ−1

k,m. These values are achieved
after 20 iterations of an ”EM” algorithm (Expectation Max-
imization) following a K-means algorithm. The used ma-
trices are diagonal.

Each extracted signalX is a series ofn acoustical
vectorsxi of p components. The parametersπ, µ andΣ
have been estimated during the training step. The member-
ship likelihood of a classωk for each acoustical vector is
calculated for all classes according to:
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The likelihood of the entire signal is obtained by geomet-
rical average:

p(X | ωk) =

n
Y

i=1

p(xi | ωk) (3)

The signalX belongs to the classωl for which p(X | ωl)
is maximum.

3.4 Selection of Gaussian model number

The Bayesian Information Criterion (BIC) was used in or-
der to determine the optimal number of Gaussian [9]. BIC
criterion selects the model trough the maximization of in-
tegrated likelihood:BICK = −2.LK + νK ln(n), where
LK is the maximum of the logarithmic likelihood, equal to
log f(x |K, θ̂) (f is integrated likelihood),K the compo-
nent number of model,νK is the number of free parame-
ters,n is the number of frames andθ is parameter space.
The minimum value of BIC indicates the best model order.

The BIC criterion has been calculated for the sound
class with the smallest number of files, for 2, 3, 4, 5 and 8
Gaussian. The results showed in figure 5 are obtained for
16 parameters MFCC. Analyzing these results, a number of
Gaussian between 3 and 5 seems to correspond to the best
sound modelling. A model with 4 Gaussian distributions
have been chosen for following tests.

3.5 Acoustical parameters

There are many types of acoustical parameters like MFCC
(Mel Frequencies Cepstral Coefficients), LFCC (Linear
Frequencies Cepstral Coefficients), LPC (Linear Predic-
tive Coefficients), LPCC (Linear Predictive Cepstral Co-
efficients), ZCR (zero crossing rate), RF (Roll-off point),
Centroid, etc, but only few of them are appropriate to the
sound classification.

After a statistical study based on Fisher Discriminant
Ratio (FDR) and a validation on a test set, a combination of
16 MFCC with ZCR, RF and Centroid has been chosen (er-
ror classification rate was 10% on a 1577 test set). MFCC
are cepstral coefficients based on triangular filtered energy
in different frequency bands (Fourier Transform with a Mel
frequency scale followed by logarithm and Inverse Fourier
Transform). The Zero Crossing Rate (ZCR) is the num-
ber of crossings on time-domain through zero-voltage. The
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Figure 5. BIC for 2, 3, 4, 5 et 8 Gaussian

Roll-off Point (RF) measures the frequency which delim-
its 95% of the power spectrum, while the Centroid is the
frequency which divides the power spectrum in two equal
parts.

4 Smart sound sensor validation

4.1 Implementation

The whole sound analysis flow-chart (figure 2) is imple-
mented by a software written with LabWindows/CVI on
our smart audio PC. This software drives simultaneously
the real time sound acquisition on 5 channels at 16 kHz
sample rate. The acquisition is made by a double buffer-
ing of 2048 samples by channel. Between 2 acquisitions
of 2048 samples, the event detection is made on each of 5
channels. In the same time the signal power is calculated
and stored into memory (this value is necessary for SNR
estimation).

In case of event detection the fusion module is
launched in order to select the best channel. The signal of
the selected channel is recorded on the hard disk (7 seconds
after event detection). The number of selected channel is
shown on the software front panel, like sound localization
information.

Before launching a second event detection procedure,
the detected signal is time inverted in order to estimate the
signal end. After signal extraction at founded signal end,
the classification algorithm is started up. The most prob-
able sound class is shown on the front panel. All these
modules are launched in a parallel task in relation to real
time sound acquisition task.

When a sound event is detected, the smart sound sen-
sor is emitting an information frame through the CAN bus.
The frame contains: date and time detection (day, month,
year, hour, minute, second, milliseconds) and a charac-
ter field. This character field is composed by: the three
most probable sound classes with their corresponding like-
lihoods and the localization of the sound event (the chan-
nel).

On the software front panel (figure 6) are shown the
signal of last detected event, the localization of last event
(the room in our experimental apartment), a chronologi-
cal account of detected events, and, on apartment plan, the
event localization once again.

4.2 Test Set

In order to test and validate the smart sound sensor we have
generated asound corpus. It contains recordings made in
the Clips laboratory (15% of the CD), the files of ”Sound
Scene Database in Real Acoustical Environments” [10]
(70% of the CD) and files from a commercial CD (film ef-
fects, 15 % of the CD). Entire corpus is composed of 3354
files; every sound is sampled at 16 KHz and 44 KHz.



Figure 6. Front panel of smart sensor. Detection of step
and dish sounds

We have carried out7 sound classesfrom the sound
corpus, in order to train the classification algorithm. The
7 sound classes are: door slaps (523 files), ringing phone
(517 files), step sounds (13 files), dishes sounds (163 files),
door locks (200 files), breaking glasses (88 files), screams
(73 files).

The test setused for smart sound sensor validation is
a mix between the 7 sound classes and noise at different
SNR. The noise is recorded in an experimental apartment
named HIS. There are 7 files corresponding to the 7 sound
classes. Each file is constituted by all sounds of the cor-
responding class inserted with silence periods of random
time length (1577 events to detect and identify). For each
sound, SNR can have a random value either between 10dB
and 20dB or between 0dB and 40dB. For the first case an
uniform repartition of SNR is used and for the second one,
the SNR repartition corresponds to real measures in the HIS
apartment. Silence between consecutive sounds varies ran-
domly between 5 and 60 seconds. Total number of useful
sounds to be detected is 1577.

4.3 Coupling between detection and classifi-
cation

The detection of the end of the signal can have a great in-
fluence on classification performances. In order to evaluate
the influence of the coupling between the two parallel tasks
(detection and classification) a study has been conducted
on the same test set. 16 MFCC coupled with ZCR, Roll-
off point and Centroid are the acoustical parameters. The
Error classification rate (ECR) is calculated for the sound
obtained with an ideal detection (according to corpus data)
and for the sounds coming from automatic detection algo-
rithm. The GMM training is made on the pure sounds with
a leave-one out protocol. The results are presented in table
1.

The obtained ECR for ideal detection confirm our re-
sults of classification in noise conditions. The results ob-
tained with a fixed length of extracted signals are not ac-
ceptable. The error introduced by non-adapted coupling
is approximately 46%. The signal end detection improves

ECR ECR
for SNR for SNR
10-20 dB 0-40 dB

Ideal detection and
21.5 % 22.7 %

real length of signals

Automatic detection and
27.7 % 25.5 %

length estimation

Automatic detection and
67.8 % 69 %

fix length of signals

Table 1. Coupling results

significantly the classification performances. False detec-
tions in only noise signal parts may explain that ECR is
greater for real detection with length estimation than ideal
detection.

4.4 Proposed methodology for sensor evalu-
ation

The evaluation of the smart sound sensor for a telemedicine
application must take into account the different character-
istics of both detection and classification modules. For de-
tection module we define agood detection(G) as an event
detection occurring between 0.5 seconds before signal start
and signal end. AMissed detection(MD) is a lack of de-
tection in the previously defined time interval and aFalse
Alarm (FA) is a detection occurring outside of this time in-
terval.

For classification module, the 7 sound classes are di-
vided in two categories: class with alarm (A) and class
without alarm (A). Possible errors are :

Error without consequence (W) = a sound of a class
with alarm is classified in another class with alarmor
a sound of a class without alarm is classified in another
class without alarm

Missed detection (MD) = a sound of a class with alarm is
classified in a class without alarm

False alarm (FA) = a sound of a class without alarm is
classified in a class with alarm

All errors for the two tasks are illustrated in the figure
7. The proposed Global Missed Detection Rate (GMDR)
and the Global False Alarm Rate (GFAR) are defined in
equations (4) and (5) in accordance with figure 7.

GMDR =
MDDetect.+ MDClass.

Total Number of event detections
(4)

GFAR =
FAClass.

Total Number of event detections+ FAClass.
(5)
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4.5 Results

The results of smart sound sensor evaluation on the test
set are presented in the table 2. Test set contains a mix-
ture between real noise (recorded in the test apartment) and
everyday life sounds. These results were obtained by using
wavelet based algorithm for detection of the start and of the
end of signal. The classification module was achieved with
4 Gaussian models and 16 MFCC coupled with energy,
zero crossing rate, roll-off point and centroid. For classi-
fication module aleave one outprotocol has been used: the
model of each class is trained on all the signals of the class,
excepting one. Next, each model is tested on the remaining
sounds of all classes. The whole process is iterated for all
detected files.

There are not many missed detections, GMDR=3%
for the two test sets. This value can be considered as ac-
ceptable for our application because the sound extraction
system will be coupled with other sensors. False alarms
remains below 15%, GFAR≈12% in the same conditions.

SNR∈[10,20] dB SNR∈[0,40] dB

GMDR 3 % 3 %

GFAR 12.3 % 12.7 %

Table 2. Smart sound sensor performances on 1577 tests

5 Conclusions and Perspectives

In this paper we have presented a multichannel smart sound
sensor which detects sound events and identifies sounds
among 7 predefined sound classes. The smart sound sensor
was designed to work in the framework of a medical tele-
monitoring application. We have proposed an evaluation
methodology in relation with the application. The obtained
results in real noisy environments are acceptable.

Actually, the sensor is composed of the data acquisi-
tion card plugged in a PC. To make it physically indepen-
dent, we can implement the sensor system inside the digital

signal processor card. We have chosen to test the sensor al-
gorithms using a PC because of the facilities in terms of
implementation and verification. This sensor application
was the telemedicine field, but it can be generalized to the
perceptive spaces.
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cation Langagìere et Interaction Personne-Système”) lab-
oratory and the TIMC (“Techniques de l’Imagerie, de la
Modélisation et de la Cognition”) laboratory.

References

[1] N.I., LabWindows/CVI User Manual, National In-
struments Corporation, December 1999.

[2] CAN Bus site, ,” http://www.can.bosch.com, 2003.

[3] Takeshi Yamada and Narimasa Watanabe, “Voice ac-
tivity detection using non-speech models and HMM
composition,” inWorkshop on Hands-free Speech
Communication, Tokyo, Japan, 2001.

[4] A.Dufaux, Detection and Recognition of Impulsive
Sounds Signals, Ph.D. thesis, Faculté des sciences de
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