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a b s t r a c t

The present study deals with the effect of the laminar separation bubble (LSB) induced transition on the

lift, drag andmoment coefficients of a hydrofoil. A 2D numerical study, based on the SST γ –Reθ transition

model of ANSYS-CFX R©, is conducted on a NACA66 hydrofoil. Angles of attack range from −4° to 14° and
the chord-based Reynolds number is Re = 7.5 × 105. An experimental investigation is carried out in

the French naval academy research institute’s hydrodynamic tunnel based on the measurements of lift,

drag and moment. Experiments on a smooth, mirror finished, hydrofoil enable comparison with RANS

calculations using the transition model. Experiments with a roughness added on the leading edge enable

comparisonwith RANS calculations using the SST fully turbulent model. For angles of attack below 6°, the
LSB triggered laminar to turbulent transition of the boundary layers of the suction and pressure sides is

located near the trailing edge of the smooth NACA66. As the angle of attack reaches 6°, the LSB suddenly

moves to the leading edge on the suction sidewhile transition is located at the trailing edge on thepressure

side. The smooth hydrofoil shows higher CL and CM and lower CD than the rough leading edge one from

−4° to 6°. Both experiments lead to the same coefficients from 6° to 14°. The calculations show that both

models are in good agreement with their corresponding experiments. Velocity profiles in the vicinity

of the LSB at an angle of attack of 2° and pressure coefficients of the calculations using the transition

model are comparedwith published experimental studies and show very good agreement. The SST γ –Reθ

transition model proves to be a relevant, even essential, prediction tool for lifting bodies operating at a

moderate Reynolds number.

1. Introduction

The need for practical RANS-based CFD codes including accu-
rate laminar to turbulent transition models has increased due to
the renewed interest in the low to moderate Reynolds number
flows. The large increase of investigations in micro-aerodynamics
and in micro-hydrodynamics dedicated to drones highlights the
important need of valuable transition models at full scale. Perfor-
mance prediction quality of flight control devices ofmicro-vehicles
such as Autonomous Underwater Vehicles (AUVs), Unmanned Sur-
face Vessels (USVs) or miniature Unmanned Air Vehicles (UAVs)
strongly depends on the code capability to accurately model tran-
sition. Consideration of transition at model scale is also important
to estimate performance of devices based on lifting bodies such as
ship appendages (rudders, stabilizers, propulsion systems) or ma-
rine current turbines.
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CFD investigations need to interact with theoretical and exper-
imental approaches to allow accurate prediction of instantaneous
forces on lifting bodies. These forces are very sensitive to flow sep-
aration, laminar separation bubble (LSB) and flow reattachment
which are strongly influenced by boundary layer laminar to tur-
bulent transition. The latter has been studied theoretically and ex-
perimentally for a long time in fluid dynamics. Its modeling is a
very challenging task. Data analysis of classical flat plate cases –
with or without pressure gradient – and foil cases has given rise
to dedicated transition models based on empirical correlations [1].
However, the absence of laminar to turbulent transition models in
the Reynolds-Averaged Navier–Stokes (RANS) CFD codes has been
considered as one of their major deficiencies for a long time. CFD
calculations were then performed either in laminar regime or in
fully turbulent regime. Empirical methods imposing a turbulence
model downstreamof a transition region or low-Reynolds-number
models calibrated taking into account the transition prediction [2]
were sometimes used but with no entire satisfaction.

Recently, transitionmodels based on additional transport equa-
tions coupled to linear eddy-viscosity turbulent models have been
proposed in the literature [3] and implemented in RANS-based CFD
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Nomenclature

δ0.99 thickness of the boundary layer
γ intermittency
ν kinematic viscosity
νt turbulent viscosity
ρ density
AoA Angle of Attack
b hydrofoil span
c hydrofoil chord length
CD drag coefficient
CL lift coefficient
CM moment coefficient
Cp pressure coefficient
Cf friction coefficient
LSB Laminar separation bubble
RANS Reynolds-averaged Navier–Stokes
Re chord based Reynolds number (=U∞ ∗ c/ν)
Reν strain-rate Reynolds number (=y2S/ν)
Reθ momentum thickness Reynolds number (=U∞θ/ν)
SST Shear Stress Transport turbulence model based on

k-ω model
SST–TM SST coupled with γ − Reθ Transition Model
Uext velocity at y = δ0.99
U∞ free stream velocity
Uτ friction velocity
y+ dimensionless wall distance (=yUτ/ν)

codes, clearly improving their capabilities as compared to classi-
cal fully-turbulent models. This is the case of the correlation-based
γ –Reθ transition model of Menter [4] validated by the help of flat
plates and some industrial test cases. The model is coupled with
the Shear Stress Transport (SST) k-ω turbulencemodel. Counsil and
Goni Boulama propose a validation of Menter’s model [5] based on
the NACA 0012 airfoil for three Reynolds numbers (5×104, 1×105

and 2.5 × 105) and three angles of attack (0°, 4° and 8°). Their re-
sults show good agreement between calculations with the tran-
sition model and experiments for instantaneous and mean flow
features. Ducoin et al. [6] use this model on a NACA66 hydrofoil
undergoing transient pitchingmotions. Numerical and experimen-
tal pressure coefficients are compared at several chord locations
for both quasi-static and high angular velocities and show good
agreement. The inflection point of the Cp curves due to transition
is particularly well predicted by the transition model. Lanzafame
et al. [7], after having validated Menter’s model on a 2D S809 air-
foil, use it with success on a horizontal-axis wind turbine. A valida-
tion of the k–kl–ω model of Walters and Cokljat [8] based on one
additional transport equation is carried out by Genç, Kaynak and
Yapici [9]. They compare the k–kl–ω model to Menter’s model on
a NACA 2415 airfoil at AoA = 8° and Re = 2 × 105. Their results
show that modeling the transition improves the accuracy of the
solution for a moderate Reynolds number compared to a fully tur-
bulent calculation. The k–kl–ω model seems to be more accurate
on the studied configuration.

High accuracy requirements lead to the use of high-density
grids. As a consequence, High Performance Computing (HPC) ca-
pabilities are required to use single-point eddy viscosity mod-
els instead of correlation-based highly empirical approaches only.
Conversely, due to another limitation consisting in reasonable cal-
culation times, thesemodels are less time-consuming as compared
to fully-realized methods (LES, DNS) which cannot be easily con-
sidered on a day-to-day basis for classical engineering applications.

The purpose of this study is to evaluate the capability of the
γ − Reθ Menter two-equation transition model [4] in accurately
determining flow characteristics on a NACA 66(mod)-312 hydro-
foil in incompressible flow for a moderate Reynolds number (Re =

Fig. 1. NACA 66(mod)-312 in the test section, with leading edge roughness.

7.5 × 105) at angles of attack ranging from −4° to 14°. The model
is based on two additional transport equations, one dedicated to
the intermittency γ and the other one to the Reynolds number Reθ

based on boundary layer displacement thickness. First, the exper-
imental setup is presented, followed by a description of the model
and an overview of the numerical methodology. Then, after a veri-
fication procedure dealing with four spatial and four temporal dis-
cretizations, results are presented and discussed. A global analysis
dealing with lift, drag and moment coefficients is followed by a lo-
cal analysis based on velocity profiles in the vicinity of the LSB, and
on pressure and friction coefficients. Special focus is carried out
in the boundary layer on transition location. 3D calculations are
run to evaluate the 3D effect inherent in the experiment and com-
plete the 2D calculations. The calculation accuracy improvement
due to the consideration of transition effect is highlighted on the
basis of validations with measurements carried out at the French
naval academy research institute (IRENav).

2. Experimental study

The calculations presented in this paper are validated by ex-
periments carried out in the IRENav’s cavitation tunnel. The di-
mensions of the test section are 1 m (length) × 0.192 m (height)
× 0.192 m (width). The 150 mm chord, mirror finished, NACA
66(mod)-312 spanned the entire width of the test section (Fig. 1).
Experiments were carried out at a flow velocity U∞ = 5 m s−1

which corresponds to Re = 7.5 × 105. Atmospheric pressure was
set in the test section and no cavitation was observed. The inlet
turbulence intensity was measured at 3%. A 3-component hydro-
dynamic balance was used to measure lift, drag andmoment. Each
data acquisition was led during 10 s with a sample frequency of
1 kHz. Angles of attack ranged from −4° to 14°with a general step
of 1° locally refined to 0.5°. The axis of rotation was located at 25%
of the chord from the leading edge. Experiments have also been
carried out on the same hydrofoil with an added roughness on the
leading edge (Fig. 1) so that the laminar to turbulent transitionwas
triggered at the leading edge. The added roughness consisted in
layers of sandpaper (gritsize = 15 µm) covering the first 5% of
both pressure and suction sides.
The accuracy of the balance was ±0.4% for the lift, ±0.4% for
the drag and ±0.7% for the moment. Fluctuations of the velocity
control led to an average accuracy of the reference velocity U∞ of
±0.05 m s−1.

3. Model and numerical methods

3.1. Geometry and mesh

The hydrofoil is a 150 mm chord NACA 66(mod)-312 as in the
experiments. 2D and 3D computational domains have been consid-
ered in this study. The 2D computational domain has the height of



Fig. 2. Topology of the computational domain.

Fig. 3. High-density mesh close to the leading edge.

Fig. 4. 3D computational domain.

the test section and extends 3 chords upstream the hydrofoil and 6
chords downstream (Fig. 2). TheO-4Hgrid is created and smoothed
with ANSYS ICEM-CFD [10]. The foil is discretized by 742 nodes
(Fig. 3) and the domain contains 160,000 hexahedral elements. The
mesh is voluntarily dense to accurately capture transition and de-
tachment. Maximum y+ value is kept of the order of 1 during sim-
ulations and the grid expansion ratios never exceed 1.2 close to the
foil.

The 3D computational domain (Fig. 4) represents half the span
of the experimental test section. A symmetry condition is imposed
on the mid span face. The grid is based on a 2D grid containing
50,000 hexaedral elements and the foil is discretized by 290 nodes.
y+ is kept close to one on the foil (y+

max = 3.46 and y+

averaged = 1.0).
Top and bottom walls are meshed with large y+ adapted to wall
functions while the wall on which the hydrofoil is fixed (side wall)
is meshed with y+ values close to 1 (y+

max = 4.6 and y+

averaged =

1.0). The fine resolution of the side wall intends to capture accu-
rately the horseshoe vortex that develops at the junction between
the foil and the wall [11] and induces 3D effects. Fig. 5 shows a
close view of the grid near the foil–wall junction. The 2D mesh is
extruded by 64 layers with a ratio of 1.13 so that the final mesh
contains 3.3 × 106 hexaedral cells. Inlet and outlet boundary con-
ditions are the same as in 2D simulations.

3.2. Model

The physical model is based on the mass and momentum con-
servation equations. The fluid is considered viscous and incom-
pressible. The k-ω SST (Shear Stress Transport) closure turbulence
model [12] is used since it is known to predict better boundary lay-
ers submitted to adverse pressure gradients than the other two-
equation RANS turbulencemodels [13]. The SSTmodel is compared

Fig. 5. High-density mesh close to the leading edge and the side wall.

with the two transport equations γ –Reθ transition model [4]. The
transition model is coupled with the SST turbulence model by the
turbulent kinetic energy transport equation (Eq. (1)). The produc-
tion and destruction terms of k (P̃k and D̃k) are functions of the ef-
fective intermittency γeff and the original terms of the SST model
(Pk and Dk), as written in Eq. (3). The transport equation for the
specific dissipation rate ω (Eq. (2)) is not affected by the coupling.

∂(ρk)
∂t

+
∂(ρUjk)

∂xj
= P̃k − D̃k +

∂

∂xj


(µ + σkµt)

∂k
∂xj


(1)

∂(ρω)

∂t
+

∂(ρUjω)

∂xj
= α

Pk
νt

− Dω + Cdω

+
∂

∂xj


(µ + σωµt)

∂ω

∂xj


(2)

P̃k = γeff Pk; D̃k = min(max(γeff , 0.1), 1.0)Dk. (3)

The first equation of the transition model is for the intermit-
tency γ (Eq. (5)) which is used to turn on the production term of
the turbulent kinetic energy downstream of the transition point.
The production term Pγ is designed to be equal to zero in the
laminar boundary layer and active where the transition criteria is
reached. It is controlled by anonset function depending on the ratio
of the momentum thickness Reynolds number Reθ and the critical
Reynolds number Reθc . To avoid non-local operations, Reθ is re-
lated to the strain-rate Reynolds number Rev by an empirical cor-
relation (Eq. (4)).

Reθ =
max(Rev)

2.193
; Rev =

ρy2S
µ

(4)

Rev only depends on density, wall distance, strain-rate and
viscosity and can therefore be calculated on each grid node. Pγ is
limited so that the intermittency cannot exceed 1. The destruction
term Eγ ensures that the intermittency keeps very low values in
the boundary layer and enables the prediction of relaminarization
when the transition criteria is no longermet. A correctionwas done
to take into account the separation induced transition, allowing
the local intermittency to exceed 1 when the boundary layer
separates. This results in a large production of k and in an earlier
reattachment of the boundary layer, so that the transition length
can be correctly predicted. The intermittency equation requires
data obtained from correlations. These correlations relate Reθ t to
the free stream turbulence intensity Tu and the pressure gradient
dp/ds and are then non-local. Eq. (6) is designed to transport the
scalar Reθ t . The production term Pθ t ensures that Reθ t matches the
value of Reθ t calculated from the empirical correlation in the free
stream. A blending function turns Pθ t off in the boundary layer so
that Reθ t is diffused in it from the free stream. Eq. (6) then takes



non-local empirical correlations and transforms them into a local
quantity so that the intermittency equation can be solved.

∂(ργ )

∂t
+

∂(ρUjγ )

∂xj
= Pγ − Eγ +

∂
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µ +
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∂(ρUjReθ t)

∂xj
= Pθ t +

∂
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σθ t(µ + µt)

∂Reθ t

∂xj


. (6)

Here, the intermittency only controls the production of turbulent
kinetic energy. It does not appear in the eddy viscosity definition.
The empirical correlations allow this model to predict different
transition mechanisms like natural transition, bypass transition or
separation induced transition. Calculations carried out with the
fully turbulent k–ω SST model only will be referred to as SST while
those carried out with the k–ω SST model coupled with the γ –Reθ

transition model will be referred to as SST–TM henceforth.

3.3. Boundary conditions

Calculations are carried out in water (density ρ = 997 kg m−3,
kinematic viscosity ν = 1 × 10−6 m2 s−1). The inlet velocity is set
to U∞ = 5 m s−1 so that the chord based Reynolds number equals
7.5 × 105 (c = 0.15 m). Inlet turbulence intensity is set to 3% as
in the experiments. An outlet condition with a 0 Pa relative static
pressure is imposed on the downstreamboundary. Top and bottom
faces are set as symmetry to limit the number of cells. This is pos-
sible since the cavitation tunnel corresponding walls are slightly
divergent to avoid the slight blockage due to the boundary layers’
development on these faces. Though not presented in this paper,
calculations with walls instead of symmetries have been run and
showed very little difference when compared to the calculations
with symmetries. Front and back faces are set as symmetry in the
2D calculationwhereas in the 3D calculation, the sidewall (Fig. 4) is
set as wall and a symmetry condition is imposed on the mid span
face. Lastly, a wall condition is imposed on the foil.

Calculations are run with both SST and SST–TM models for
angles of attack between AoA = −4° and AoA = 14° with a step
of 1° locally refined to 0.5°. The axis of rotation is located at the
quarter of the chord, as in the experiments.

3.4. Numerical method

The problem is solved by the finite volumes method [14],
using the CFD RANS based code CFX R⃝ [15]. Advection terms are
calculated by a hybrid first/second order scheme High Resolution.
A blend factor makes it switch from a first order scheme in
regions of high spatial gradients to ensure robustness, to a second
order scheme in regions of low gradients to ensure accuracy. The
temporal discretization is achieved by using the implicit second
order backward Euler scheme. Calculations are run in double
precision and are parallelized on 4 Intel Q9550 2.83 GHz cores.
Convergence criteria target value on residuals is set as 10−5.

4. Verification

Several SST–TM calculations have been run to assess the inde-
pendence of the solution to the spatial and temporal discretiza-
tions and also to the residuals target. Requirements of the γ –Reθ

transition model being higher than those of the fully turbulent
model, convergencewill only be studiedwith SST–TM calculations.

4.1. Grid

Calculations have been run at AoA = 3° and AoA = 8° with
four different grids referenced in Table 1. Three of these grids have

Table 1
Grid resolutions and y+

max values at AoA = 8°. Nfoil is the number of nodes on the
foil, Re = 7.5 × 105 .

Mesh nb of cells y+
max Nfoil

(foil)

M1 160,000 1.3 742
M2 102,000 1.1 424
M3 68,000 1.2 242
M4 31,500 2.6 230

Table 2
Mesh convergence for AoA = 3° and AoA = 8°, Re = 7.5 × 105 .

Mesh 3° 8°
CL CD CL CD

M1 0.649 0.0071 1.032 0.0210
M2 −0.59% +0.24% −0.51% +0.54%
M3 −1.86% +1.26% −0.17% +0.18%
M4 −2.78% +4.51% −0.57% +2.93%

Table 3
CPU time requirements to reach convergence at AoA = 3°, Re = 7.5 × 105 .

Mesh CPU time (×103 s)
SST SST–TM

M1 4.66 24.1
M2 3.44 15.5
M3 2.16 12.8
M4 0.916 4.99

a y+
max close to 1 at AoA = 8°. Mesh M4 is a coarse mesh of 31,500

cells. M3 has the same number of cells on the hydrofoil as M4
but the direction normal to the wall in the O-mesh, as well as the
upstream and downstream areas are refined so that the number
of cells reaches 68,000. M2 is built multiplying by 2 the number
of cells on the pressure and suction sides compared to M3. The
number of cells on both leading and trailing edges is increased from
40 to 50. Other edges of the mesh (Fig. 2) have the same number of
cells as M3. M1 is built multiplying by 2 the number of cells on the
pressure and suction sides compared to M2. All the other edges of
the mesh have the same number of cells as M2.

Lift and drag coefficients calculated on grid M1 are displayed in
Table 2. CL and CD obtained on grids M2, M3 and M4 are expressed
as the deviation (%) from M1 coefficients. Grid M2 shows very
little difference with grid M1 for both lift and drag coefficients at
AoA = 3° and stays below the demanded level of 1%. Grids M3
and M4 however show increasing deviations. At AoA = 8°, CL
and CD of grids M2 and M3 are very close to those of grid M1. The
surprising accuracy of grid M3 was unexpected. Grid M4 gives a
good prediction of CL but a slightly overestimated CD. According
to these two cases, grid M2 can be considered spatially converged.
However, the high density grid M1 will be used in this study to
have a higher accuracy on the transition location.

Table 3 displays the CPU time required by calculations at AoA =

3° to reach convergence on grids M1–M4 with both SST and
SST–TMmodels. SST calculations prove to be about five times faster
than SST–TM calculations. It should however be noted that SST
calculations only require steady state simulations while SST–TM
calculations require transient simulations.

4.2. Time step

SST calculations converge easily with a steady state simulation
until an AoA of 13°. At 13.5°, the steady state simulation leads to
oscillating CL and CD and it is necessary to switch to a transient
simulation. However vortex shedding has not started and a steady
state solution is reached.



Table 4
Time step convergence at AoA = 3° and AoA = 8°, Re = 7.5 × 105 .

∆t (s) 3° 8°
CL CD CL CD

2.5 × 10−4 – – 1.032 0.0210
5 × 10−4 0.649 0.0071 +0.00% −0.01%
10−3

+0.006% +0.001% ±0.20% ±0.75%
5 × 10−3

±0.75% ±4.60% −0.70% +6.35%

Table 5
Results of the residual study (SS = Suction side, PS = Pressure side), AoA = 3°,
Re = 7.5 × 105 .

10−8 10−6 10−5 10−4

CL 0.649 +0% +0% −0.012%
CD 0.0071 +0% +0.23% −0.044%
x/c transition SS 0.8005 0.8004 0.8004 0.8004
x/c transition PS 1 1 1 1

Convergence of SST–TMcalculations ismore difficult and nearly al-
ways requires a transient simulation, even if a steady state solution
is often reached. Three different time steps are tested on mesh M1
at AoA = 3° and AoA = 8°: 5 × 10−4 s, 10−3 s and 5 × 10−3 s.
An additional time step has been tested at AoA = 8°: 2.5× 10−4 s.
The results are presented in Table 4.

At AoA = 3°, results show very little difference between dt =

5 × 10−4 s and dt = 10−3 s (≪1%) while dt = 5 × 10−3 s shows
oscillations of CL and CD with a significant amplitude (especially on
CD). dt = 10−3 s is then adopted for lowAoA calculations. At AoA =

8°, results show very little difference between dt = 2.5 × 10−4 s
and dt = 5×10−4 s (≪1%) while dt = 10−3 s and dt = 5×10−3 s
lead to oscillating results. dt = 5× 10−4 s is then adopted for high
AoA calculations.

4.3. Residuals

Calculations have been run with different levels of residual
target to assess the independence of the solution to this parameter.
SST–TM calculations are transient. Therefore, the residual target is
reached within each physical time step. Results of the calculations
are summarized in Table 5.

Table 5 shows that the residual levels of 10−8, 10−6, 10−5 and
even 10−4 all lead to very similar results. A residual target of 10−5

is the highest level that leads to 0% deviation on the lift coefficient.
The value 10−5 is chosen for the calculations.

5. Results and discussion

The laminar to turbulent transitionmechanism that operates in
this study is the separation-induced transition, also called laminar
separation bubble (LSB) induced transition. Thismechanismoccurs
when a laminar boundary layer is subjected to a sufficiently
strong adverse pressure gradient that induces separation of the
boundary layer. The Kelvin–Helmholtz instabilities are developed
and amplified in the separated shear layer and finally lead to a
breakdown of the shear layer, resulting in a turbulent flow that
reattaches to the foil [16,17]. A closed bubble (the LSB) is formed
between the separation and reattachment points. Considering
the flow around a hydrofoil, the chordwise location of the LSB
mainly depends on the pressure gradient, the Reynolds number,
the free stream turbulence intensity and the surface roughness.
The pressure gradient itself depends on the foil geometry and
the angle of attack. The transition location then moves on both
suction and pressure sides while varying the angle of attack. In
the particular case of a NACA 6-series foil at a moderate Re, the
suction side transition location moves suddenly from the trailing
edge to the leading edge, as shown in Fig. 6. Laminar separation

Fig. 6. Laminar separation and turbulent reattachment locations on suction side
(a) and pressure side (b) as a function of the angle of attack, Re = 7.5 × 105 .

and turbulent reattachment locations plotted in Fig. 6 are obtained
from Cf extractions of 2D SST–TM calculations. The transition
location is considered as the closure of the LSB (Cf = 0).

5.1. Force predictions

In this section, both SST and SST–TM models have been em-
ployed and compared to experiments in terms of lift, drag andmo-
ment coefficients.

5.1.1. Lift coefficient
Fig. 7(a) shows CL for both smooth and rough leading edges ex-

periments that are compared with SST–TM and SST calculations
respectively. Smooth leading edge data show a CL evolution in 3
parts : for AoA ∈ [−4°; 5°] evolution is quasi-linear with a slight
increase of the slope for AoA ∈ [2°; 5°]. Then a plateau at CL = 0.8
takes place from AoA = 5° to AoA = 6°. CL increases again from
AoA = 6° to AoA = 14° with a lower slope than in the first
part. CL starts oscillating at AoA = 13° due to vortex shedding but
average values keep rising. The shape of this curve is specific to
NACA 6-series foils operating at moderate Reynolds numbers. The
lift plateau is generated by themotion of the suction side transition
from the trailing edge to the leading edge combinedwith the short-
ening of the pressure side LSB at the trailing edge (Fig. 6). The pres-
ence of the LSB close to the pressure side trailing edgemodifies the
flow near the trailing edge and results in an increased camber as
discussed in [18]. The pressure side LSB is then responsible for the
increased slope of the CL for AoA ∈ [2°; 5°] and its sharp decrease
between AoA = 5° and AoA = 6.5° contributes to the lift plateau.
Cp distributions right before and right after the motion of the tran-
sition (Fig. 8) have different shapes with a pressure plateau located



Fig. 7. Experimental vs. numerical lift (a), drag (b) and moment (c) coefficients,
Re = 7.5 × 105 .

close to the trailing edge or close to the leading edge but lead to
similar integrated values and then to similar CL: CL(AoA = 5°) =

0.926 and CL(AoA = 6.5°) = 0.911. Rough leading edge hydrofoil
CL starts from a lower value at AoA = −4° than the smooth one
and has a quasi-linear evolution at low angles of attack while the
slope slightly decreases at high incidences. This behavior indicates
that the added roughness has successfully triggered transition at
the leading edge (no plateau). Smooth and rough leading edge hy-
drofoils’ data are very similar fromAoA = 8° to AoA = 14°. 2D cal-
culations present the same trends as experiments fromAoA = −4°
to AoA = 9°. Beyond AoA = 9°, CL predicted by SST–TM is lower
than the SST value and starts oscillating at 11.5° (1.5° earlier than

Fig. 8. SST–TM pressure coefficient distribution at AoA = 5° and AoA = 6.5°,
Re = 7.5 × 105 .

experiments,with ahigher amplitude). OscillatingCL have been av-
eraged to be displayed in Fig. 7(a). Numerical transition locations
displayed in Fig. 7 show that the sudden motion of the transition
point toward the leading edge corresponds to the lift plateau.

5.1.2. Drag coefficient
Figs. 7(b) and 9 (zoom of Fig. 7(b)) show measured and calcu-

lated drag coefficients. Rough and smooth leading edges CD show
the same trends but rough leading edge values are significantly
higher than smooth leading edge ones for all angles of attack except
AoA = 13.5°. Drag coefficients of the rough leading edge hydrofoil
were expected to be higher than those of the smooth hydrofoil be-
cause of the increased drag of the turbulent boundary layer but the
significant gap between the two measurements also comes from
the thickness and roughness of the sand paper added on the lead-
ing edge. Smooth leading edge CD increases sharply to a value close
to 0.2 at AoA = 13.5°. SST–TM calculations show that CD increases
very slowly from −2° to 5° and then increases strongly to reach
turbulent values at AoA = 6.5° (Fig. 9). This step is not seen in the
experiment. SST–TM CD starts increasing at AoA = 11.5°, 1° earlier
than in the experiment. The CD obtained with the SST calculation
follows the same trend as the rough leading edge. 2D calculations
show similar variations to experiments but there is an additional
offset.

5.1.3. Moment coefficient
Fig. 7(c) shows measured and calculated moment coefficients.

The positive values indicate that the foil tends to pitch nose down.
Measurements show great differences between rough and smooth
leading edge hydrofoils from AoA = −4° to AoA = 7°. Smooth
leading edgeCM first decreases until AoA = −0.5°but then reaches
a peak at AoA = 4.5° before decreasing to rough-leading-edge-
like values at AoA = 7.5°. Smooth leading edge CM is then lower
than rough leading edge one from 8° to 12°. CM increases sharply
at AoA = 13.5°. 2D calculations fit well with experiments except
two main points: SST curve shows a modification of the slope at
AoA = 6.5° while the experiment shows a quasi-linear evolution
and calculations start predicting very similar results at AoA = 7°
against AoA = 8.5° in the experiments. Experimental values and
2D calculations do not present an offset on CM.

5.1.4. 3D calculations
An offset exists on both lift and drag coefficients between exp-

erimental and numerical data and the authors wondered whether
it could come from the 2D assumption. 3D calculations have then
been run at AoA = 0°, 3° and 5° with the SST–TM model while a
calculation at AoA = 8° only used the SST model since both SST



Fig. 9. Experimental vs numerical drag coefficients, zoom of Fig. 7(b), Re = 7.5 ×

105 .

Fig. 10. Streamlines of the 3D flow at AoA = 5° Re = 7.5×105 . (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this article.)

and SST–TM models give very similar results in 2D calculations at
this angle of attack. In the experimental test section, the distance
between the foil and the side wall is very small so that we can
assume that the foil is connected to the side wall. The boundary
layer developing on the side wall encounters the foil and an
appendage-body junction flow is formed. The adverse pressure
gradient imposed by the foil causes separation of the boundary
layer upstream of the leading edge and an intense recirculation
is generated. Streamwise legs of this vortex stretch around the
foil in a horseshoe vortex with each leg having circulation of
opposite signs. Devenport et al. [19] established that the horseshoe
vortex is subjected to low-frequency oscillations which make
the numerical simulation difficult and will require transient
calculations. Levchenya et al. [11] and Apsley et al. [20] showed
that the k-ω SST turbulence model was the most adapted two-
equation RANS turbulence model to predict the horseshoe vortex.

Transient calculations were required to reach convergence of
the oscillating CL and CD and a time step of 10−3 s was used. CL,
CD and CM displayed in Fig. 7(a)–(c) (red triangles) are averaged
on at least 3 periods. The horseshoe vortex (Fig. 10) modifies the
pressure and the wall shear stress distributions over the foil sur-
face which leads to lower CL and higher CD than 2D calculations.

Fig. 11. Spanwise distribution of lift (a) and drag (b) coefficients from the 3D
calculation plus 2D SST–TM and balance (experimental) averaged values, AoA = 5°,
Re = 7.5 × 105 . b = 0.192 m (total span of the hydrofoil).

Fig. 11 shows the spanwise distribution of CL and CD extracted from
the 3D calculation at AoA = 5°. The influence of the side wall
(z/b = 0) can be clearly seen onbothCL andCD curves. The lift coef-
ficient (Fig. 11(a)) starts from a low value close to the side wall and
approaches the experimental value as an asymptote at mid span.
The 3D CL calculation is close to the experimental data while the
2D SST–TM is 0.1 higher. The drag coefficient (Fig. 11(b)) first de-
creases close to the side wall, then increases and finally decreases
to reach an asymptotic value at mid span. The 3D calculation is
closer to the experimental value than the 2D calculation. It can be
noticed that asymptotic values of 3D CL and CD are not the 2D val-
ues. The 3D effect then generates a non homogeneous spanwise
distribution of the coefficients but the horseshoe vortex also mod-
ifies the flow at mid span. 3D CL and CD show very good agreement
with experiments (Figs. 7(a) and (b) and 9). This confirms the 2D
assumption is the reason of the offset observed between experi-
ments and 2D calculations.

5.2. Local validation, angle of attack = 2°

This section aims at providing local validation to complete the
global validation based on force coefficients. Thisway, velocity pro-
files in the vicinity of the LSB at AoA = 2° are compared to exper-
imental data from Ducoin et al. [21] (Fig. 12). SST–TM calculation
shows very good agreementwith the experimental data before and
inside the LSB. The thickness of the LSB, at x/c = 0.79, is partic-
ularly well predicted. The agreement decreases in the turbulent,
reattached boundary layer (x/c = 0.9) but remains good, espe-
cially as compared to the SST calculationwhich shows, as expected,
poor agreement with the experiment.



Fig. 12. Velocity profiles in the vicinity of the LSB at 5 chord locations, AoA = 2°, Re = 7.5 × 105 .

Fig. 13 displays the pressure coefficient distribution at AoA =

2°. SST–TM and SST data are compared to experimental data
on the suction side. Experimental Cp are measured on a smooth
hydrofoil with two different methods. Legend ‘‘Expe’’ of Fig. 13
refers to measurements presented in [6] using pressure transduc-
ers located at several chord locations of the suction side. Mea-
surements are carried out on a pitching hydrofoil. Results of the
quasi-static pitching motion are used in this paper to get the pres-
sure coefficients at AoA = 2°. Legend ‘‘LDV’’ refers to velocity
profiles presented in [21] using the Laser Doppler Velocimetry
technique (also displayed in Fig. 12). Pressure coefficients are de-
duced from the velocity profiles according to Eq. (7).

Cp = 1 −


Uext

U∞

2

(7)

Pressure transducers show good agreement with the SST–TM cal-
culation from x/c = 0.3 to x/c = 0.9. The transducers located at
x/c = 0.1 and x/c = 0.2 give Cp which are closer to the SST pre-
diction than the SST–TM prediction. Pressure coefficients deduced
from the velocity profiles (LDV) in the vicinity of the LSB showgood
agreementwith the SST–TMcalculation though there is a slight gap
at the location of the LSB. The location of the pressure plateau is in
very good agreement with the SST–TM calculation. Experimental
Cp show better agreement with SST–TM than with SST.

Comparisons between numerical and experimental velocity
profiles and pressure coefficients at AoA = 2° show that the
transitionmodel gives accurate results whereas the fully turbulent
model fails to predict the laminar and the transitional parts of the
boundary layer.



Fig. 13. SST–TM and SST pressure coefficient distributions compared to
experimental Cp from [6] (Expe) and [21] (LDV), AoA = 2°, Re = 7.5 × 105 .

5.3. Local analysis

Section 5.1 showed that SST–TM and SST models behave well
before 6.5°with predictions very close to experimental data. Then
both models predict similar values of CL or CD until 9°. Above 9°,
a gap appears between both models’ predictions while it does
not exist in the experiments. This section aims at explaining
these points by investigating local Cp and Cf distributions on the
hydrofoil. Experimental Cp of Ducoin et al. [6] are compared to
the calculations and show good agreement with the results of the
SST–TMmodel (Fig. 14).

5.3.1. Angle of attack = 3°
At an angle of attack of 3°, SST model predicts a CL 20% lower

than the SST–TM model. This difference can be clearly seen on
the Cp distribution (Fig. 14(a)) where a quasi constant ∆Cp =

Fig. 15. Turbulent kinetic energy contours and streamlines in the vicinity of the
LSB (x/c = 0.78). AoA = 3°, Re = 7.5 × 105 . (For interpretation of the references
to color in this figure legend, the reader is referred to theweb version of this article.)

|Cp SST–TM −Cp SST| exists between the twomodels along the chord :
∆Cp pressure side = 0.045 and∆Cp suction side = 0.075.∆Cp comes from
the difference of boundary layer states. SST–TM predicts a laminar
boundary layer on the pressure side and on 80% of the suction
side while SST predicts fully turbulent boundary layers. Laminar
boundary layers generate lower Cf than turbulent ones which
explains the difference between the two curves on Fig. 14(d). The
LSB induced transition on the suction side occurs at x/c = 0.8
where the Cf first falls to a trough before reaching turbulent levels.
The LSB also induces a plateau on the Cp curve at x/c = 0.8
(Fig. 14(a)). Fig. 15 presents a close view of the suction side LSB
predicted by the SST–TM calculation. Contours of turbulent kinetic
energy show that its production really starts at the end of the LSB
which leads to transition. Transition on the pressure side occurs at
the trailing edge (x/c = 0.98).

Fig. 14. Pressure and friction coefficients at AoA = 3° ((a) and (d)), 8° ((b) and (e)) and 11° ((c) and (f)), Re = 7.5 × 105 .



Fig. 16. Velocity vectors and streamlines in the vicinity of the LSB for both SST–TM
(top) and SST (bottom) models. AoA = 11°, Re = 7.5 × 105 .

5.3.2. Angle of attack = 8°
At an angle of attack of 8°, SST and SST–TM predictions of CL or

CD are very similar. Fig. 14(b) shows that Cp distributions are nearly
the same for both models even if a little plateau caused by the LSB
can be seen close to x/c = 0 (transition occurs at x/c = 0.016). Cp
distributions are in very good agreement with experimental data
of Ducoin et al. [6]. ∆Cp are low : ∆Cp pressure side = 5.3 × 10−3 and
∆Cp suction side = 7.5 × 10−3 that is to say about a tenth of the ∆Cp
obtained at 3°. This behavior is due to the presence of the LSB at
the leading edge which induces transition of the boundary layer.
Both SST and SST–TM models then predict a turbulent boundary
layer on the suction side. This is confirmed by the Cf distribution
(Fig. 14(e)) which is the same for both models on the suction side,
except the trough at the leading edge due to the LSB. Both models
however predict slightly different Cpmin values : Cpmin = −5.53
with SST while Cpmin = −5.16 with SST–TM. Boundary layer on
the pressure side is laminar with SST–TM model according to the
low levels of Cf as compared to the SST ones. However, laminar and
turbulent boundary layers lead to very similar Cp distributions on
the pressure side at this angle of attack.

5.3.3. Angle of attack = 11°
For AoA = 11°, significant gaps appear between SST and

SST–TM predictions of CL and CD. The SST–TM calculation predicts
a lower CL than the SST one (Fig. 7). Fig. 14(c) shows that Cp curves
are no longer superimposed: SST–TM calculation leads to the in-
ner curve, in agreement with the experimental data, and then to a
lower CL.∆Cp between the two curves are quasi constant along the
chord and of the same order as the 3° case: ∆Cp suction side = 0.081
and ∆Cp pressure side = 0.034. Transition occurs at x/c = 0.016, as
for AoA = 8°. The difference of Cp min is significant between both
predictions: Cp min = −10.26 with SST while Cpmin = −8.07 with
SST–TM. Like the 8° case, SST calculation predicts a lower Cp min
than SST–TM at AoA = 11°. This behavior and the gap between ex-
perimental and SST–TM data at high incidences tend to point out a
limitation of the γ –Reθ Transition Model.
It should be noted that the SST calculation predicts a small vortex
at the leading edge for AoA = 11° but its size is very small: 0.2%
of the chord against 1.4% of the chord for the LSB of the SST–TM
calculation (Fig. 16).

5.4. Comparative results

Sections 5.1 and 5.3 have mentioned differences between SST
and SST–TM predictions that should be of interest for the de-
sign of lifting bodies. These differences are related to physics un-
til AoA = 9° while some doubts remain in the reliability of the

Fig. 17. Deviations of experimental and numerical fully turbulent values of CL (a),
CD (b) and CM (c) relative to transitional values, Re = 7.5 × 105 .

model for higher incidences, on this hydrofoil. To help choose
between SST and SST–TM models, Fig. 17 displays the gaps in
percentage between both models predictions of CL, CD and
CM coefficients with SST–TM results taken as the reference
(e.g. CL Deviation = (CL SST − CL SST–TM)/CL SST–TM × 100). Correspond-
ing deviations of experimental CL, CD and CM are plotted in Fig. 17
with smooth leading edge hydrofoil data taken as the reference.
Experimental data fit correctly with 2D computational results:
• from 0° to 6°, SST calculations under predict CL (−20%) and over

predict CD (+110%)
• from6° to 9°, both SST and SST–TMcalculations lead to the same

predictions
• from 9° to 14°, SST and SST–TM predictions differ which is not

observed on experimental data.

Modeling the laminar to turbulent transition is then very inter-
esting if the lifting body operates at low angles of attack or more



precisely if it operates at angles of attack for which the transition is
located close to the trailing edge. However if it operates at angles of
attack for which the transition is located close to the leading edge,
a fully turbulent simulation provides accurate results and is more
efficient. Beyond 9°, the SST–TM calculations predict CL that dif-
fer from experiments but they have the advantage of predicting a
sharp increase of CD earlier than the SST ones, which is in agree-
ment with the experiments and can be relevant for design issues.

6. Conclusion

The SST γ –Reθ transitionmodel implemented in the CFX R⃝ flow
solver has been used to study the effect of the laminar separation
bubble induced transition on the lift, drag andmoment coefficients
of a NACA66 hydrofoil. Angles of attack ranged from −4° to 14°
and the Reynolds number was Re = 7.5 × 105. Verification was
conducted with four different grids and four different time steps
to get fully converged results. Experiments measuring CL, CD and
CM with a 3-component hydrodynamic balance were also carried
out in the IRENav’s hydrodynamic tunnel. Two sets of experiments
were conducted. Experiments on a smooth hydrofoil enabled com-
parison with RANS calculations using the transition model. Exper-
iments on a hydrofoil with a roughness (sandpaper) added on the
leading edge enabled comparisonwith RANS calculations using the
SST turbulence model. The trends of lift, drag and moment coeffi-
cients were well predicted by 2D calculations. The accuracy of the
coefficients, compared to experiments, was improved with 3D cal-
culations. When comparing SST and SST–TM calculations, SST pre-
dicted a lower CL (−20%) and a CD twice as high as the SST–TM
one, for angles of attack ranging from 0° to 6°. From 6° to 9°, pre-
dictions of both models were the same since the boundary layer of
the suction side is turbulent in both SST and SST–TM calculations.
Beyond 9°, SST–TM predictions diverged from SST ones which is
not in agreement with the experiments. Velocity profiles in the
vicinity of the LSB at an angle of attack of 2° were extracted from
the SST–TM calculation and were compared with a published ex-
perimental study. Numerical (SST–TM) and experimental velocity
profiles showed very good agreement. Pressure and friction coeffi-
cientswere studied at angles of attack 3°, 8° and 11° to show the in-
fluence of the laminar separation bubble induced transition on lift,
drag and moment coefficients. Pressure coefficients obtained from
a published experimental study showed good agreement with the
SST–TM results. The SST γ − Reθ transition model proved to be
a relevant prediction tool for lifting bodies with smooth surfaces
operating at a moderate Reynolds number.
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