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# Asymptotics and lower bound for the lifespan of solutions to the Primitive Equations 

Frédéric Charve*


#### Abstract

This article generalizes a previous work in which the author obtained a large lower bound for the lifespan of the solutions to the Primitive Equations, and proved convergence to the 3D quasi-geostrophic system for general and ill-prepared (possibly blowing-up) initial data that are regularization of vortex patches related to the potential velocity. These results were obtained for a very particular case when the kinematic viscosity $\nu$ is equal to the heat diffusivity $\nu^{\prime}$, turning the diffusion operator into the classical Laplacian. Obtaining the same results without this assumption is much more difficult as it involves a non-local diffusion operator. The key to the main result is a family of a priori estimates for the 3D-QG system that we obtained in a companion paper.


## 1 Introduction

### 1.1 Presentation of the physical models

The Primitive Equations describe geophysical flows located in a large scale at the surface of the Earth (typically the atmosphere or an ocean) under the assumption that the vertical motion is much smaller than the horizontal one. Two important phenomena have to be considered in this case: the rotation of the Earth around its axis and the vertical stratification of the density induced by gravity.

When the motion is observed in a frame which is located at the surface, the rotation induces two additional terms in the equations: the Coriolis force and the centrifugal force. The latter is included in the pressure term and forms the geopotential $\Phi_{\varepsilon}$. The former induces a vertical rigidity in the fluid as described by the Taylor-Proudman theorem: under a fast rotation the velocity of all particles located on the same vertical is horizontal and constant. The influence of the rotation on a fluid motion depends on the fluid timespace scale and is measured by the Rossby number $R o$ which basically compares the frequency of the rotation to the characteristic time of the motion.

Gravity induces a horizontal rigidity to the fluid density: heavier masses lay under lighter ones. Internal motions in the fluid tend to alter this layered structure but gravity tends to restore it, and the importance of this rigidity is measured by the Froude number $F r$, directly related to the Brunt-Väisälä frequency and the buoyancy.

[^0]The smaller are these numbers, the more important are these phenomena and in the present paper, we will consider the Primitive Equations in the whole space and for small Ro and $F r$ numbers under the same scale: $R o=\varepsilon$ and $F r=\varepsilon F$ with $F \in[0,1]$. In what follows we will call $\varepsilon$ the Rossby number and $F$ the Froude number. The system then writes as follows:

$$
\left\{\begin{array}{l}
\partial_{t} U_{\varepsilon}+v_{\varepsilon} \cdot \nabla U_{\varepsilon}-L U_{\varepsilon}+\frac{1}{\varepsilon} \mathcal{A} U_{\varepsilon}=\frac{1}{\varepsilon}\left(-\nabla \Phi_{\varepsilon}, 0\right), \\
\operatorname{div} v_{\varepsilon}=0 \\
U_{\varepsilon \mid t=0}=U_{0, \varepsilon}
\end{array}\right.
$$

The unknows are $U_{\varepsilon}=\left(v_{\varepsilon}, \theta_{\varepsilon}\right)=\left(v_{\varepsilon}^{1}, v_{\varepsilon}^{2}, v_{\varepsilon}^{3}, \theta_{\varepsilon}\right)\left(v_{\varepsilon}\right.$ denotes the velocity of the fluid and $\theta_{\varepsilon}$ the scalar potential temperature, strongly related to the density fluctuation) and $\Phi_{\varepsilon}$ the geopotential. The diffusion operator $L$ is defined by

$$
L U_{\varepsilon} \stackrel{\text { def }}{=}\left(\nu \Delta v_{\varepsilon}, \nu^{\prime} \Delta \theta_{\varepsilon}\right),
$$

where $\nu, \nu^{\prime}>0$ are the cinematic viscosity and the thermal diffusivity. The matrix $\mathcal{A}$ is defined by

$$
\mathcal{A} \stackrel{\text { def }}{=}\left(\begin{array}{llll}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & F^{-1} \\
0 & 0 & -F^{-1} & 0
\end{array}\right)
$$

We also assume that the sequence of initial data is convergent as $\varepsilon$ goes to zero:

$$
U_{0, \varepsilon} \underset{\varepsilon \rightarrow 0}{\longrightarrow} U_{0}=\left(v_{0}, \theta_{0}\right) .
$$

This system generalises the following rotating fluid system, which adds to the classical incompressible Navier-Stokes system the Coriolis force and the centrifugal force ( $\varepsilon$ is the Rossby number):

$$
\left\{\begin{array}{l}
\partial_{t} v_{\varepsilon}+v_{\varepsilon} \cdot \nabla v_{\varepsilon}-\nu \Delta v_{\varepsilon}+\frac{v_{\varepsilon} \times e_{3}}{\varepsilon}=-\nabla p_{\varepsilon} \\
\operatorname{div} v_{\varepsilon}=0 \\
v_{\varepsilon \mid t=0}=v_{0}
\end{array}\right.
$$

We refer to $[3,24,31,32,12,37,7,53,47,48]$ for a more precise presentation of the physical models, to $[1,2,19,21,30,34]$ concerning the rotating fluids system. We also mention $[28,43,20,50,51,52,49,12]$ for results with anisotropic (and possibly evanescent) viscosities and [45] for the stationnary rotating fluid system.

Dividing $\mathcal{A} U_{\varepsilon}$ or $v_{\varepsilon} \times e_{3}$ by $\varepsilon$ imposes conditions for the limit as $\varepsilon$ goes to 0 , these terms are said to be penalized. Compared to the classical Navier-Stokes system (NS), ( $P E_{\varepsilon}$ ) and $\left(R F_{\varepsilon}\right)$ introduce a penalized additional term involving a skew-symmetric matrix, so that for the cannonical scalar product we have $\mathcal{A} U_{\varepsilon} \cdot U_{\varepsilon}=\left(v_{\varepsilon} \times e_{3}\right) \cdot v_{\varepsilon}=0$. Therefore any energy method (relying on energy estimates in $L^{2}$ or in $H^{s} / \dot{H}^{s}$ ) will not see these penalized terms and will work as for $(N S)$. Then the Leray and Fujita-Kato theorems are very easily adapted and provide global (unique in $2 D$ ) weak solutions if $U_{0, \varepsilon} \in L^{2}$ and local unique strong solutions if $U_{0, \varepsilon} \in \dot{H}^{\frac{1}{2}}$ (global for small initial data). In the
present paper we will consider ill-prepared initial data (with large and blowing up norms as $\varepsilon$ goes to zero) for which these fundamental results cannot give us anymore information.

As mentionned before, we are interested in the asymptotics, as the small parameter $\varepsilon$ goes to zero (implying a competition between the vertical structure induced by the rotation and the horizontal structure induced by gravity). As explained in [9, 8], filtering the fast oscillations helps stabilizing the system: if the rotation and stratification are strong enough (that is when $\varepsilon$ is small), then $\left(P E_{\varepsilon}\right)$ has global solutions and all that remains is the slow motion satisfying the following limit system which is called the 3D quasi-geostrophic system (it was used in the first half of 20th century for modeling and forecasting at mid-latitude the atmospheric and oceanic circulation, it is now less used except for slow motion climate systems) and can be written as the coupling of a transportdiffusion equation with a Biot-Savart-type law as follows:

$$
\left\{\begin{array}{l}
\partial_{t} \Omega+v \cdot \nabla \Omega-\Gamma \Omega=0  \tag{QG}\\
U=(v, \theta)=\left(-\partial_{2}, \partial_{1}, 0,-F \partial_{3}\right) \Delta_{F}^{-1} \Omega, \\
\Omega_{\mid t=0}=\Omega_{0},
\end{array}\right.
$$

where the operator $\Gamma$ is defined by:

$$
\Gamma \stackrel{\text { def }}{=} \Delta \Delta_{F}^{-1}\left(\nu \partial_{1}^{2}+\nu \partial_{2}^{2}+\nu^{\prime} F^{2} \partial_{3}^{2}\right)
$$

with $\Delta_{F}=\partial_{1}^{2}+\partial_{2}^{2}+F^{2} \partial_{3}^{2}$ and where we also have $\Omega=\partial_{1} U^{2}-\partial_{2} U^{1}-F \partial_{3} U^{4}=$ $\partial_{1} v^{2}-\partial_{2} v^{1}-F \partial_{3} \theta$ and $\Omega_{0}=\partial_{1} v_{0}^{2}-\partial_{2} v_{0}^{1}-F \partial_{3} \theta_{0}$ where $U_{0}=\left(v_{0}, \theta_{0}\right)$ is the limit as $\varepsilon$ goes to zero of the initial data $U_{0, \varepsilon}$.

Remark 1 Except in the particular cases $\nu=\nu^{\prime}$ (where $\Gamma=\nu \Delta$, see [10] and [30] for example) or $F=1$ (where $\Gamma=\nu \partial_{1}^{2}+\nu \partial_{2}^{2}+\nu^{\prime} \partial_{3}^{2}$, see [18]) the operator $\Gamma$ is a non-local diffusion operator of order 2 and we refer to [16] for a detailed study.

We emphasize that two cases have to be considered with respect to $F$ : the non-dispersive case $F=1$, and the dispersive case $F \neq 1$ (this denomination is explained after Proposition 2). In these settings is proved the convergence of the solutions of $\left(P E_{\varepsilon}\right)$ to the solution of (QG) as the small parameter $\varepsilon$ goes to zero. If $F=1$, in [18] the result for regular well-prepared initial data is proved provided that $\nu$ and $\nu^{\prime}$ are very close, in [44] the convergence is proved in the inviscid case. In the case $F \neq 1$ another approach initiated by [19] consists in using dispersive and Strichartz estimates in order to filter fast oscillations which leads to a stabilization of the system and make it tend to the 2D Navier-Stokes system (in the case of the rotating fluid system, this is the Taylor-Proudman theorem) or to the slow 3D quasi-geostrophic system (in the case of the Primitive Equations). We obtained this convergence for various ill-prepared initial data (possibly blowing up) or anisotropic viscosities in [9, 8, 10, 11, 12]. As expected by physicists, we obtained that the difference of the solutions of the Primitive Equations and the quasi-geostrophic system is of the size of the Rossby number. We also refer to [30] for the inviscid case. We adress the reader to Remark 3 for the notion of well or ill-prepared initial data.

In $[9](F \neq 1)$ we first obtain formally the quasi-geostrophic system, and then, guided by its form we introduce the following decomposition: we first define the potential vorticity of any 4 -dimensional vector field $U=(v, \theta)$ denoted by $\Omega(U)$ :

$$
\Omega(U) \stackrel{\text { def }}{=} \partial_{1} v^{2}-\partial_{2} v^{1}-F \partial_{3} \theta
$$

From this we define the quasi-geostrophic and oscillating parts of $U$ :

$$
U_{Q G}=\mathcal{Q}(U) \stackrel{\text { def }}{=}\left(\begin{array}{r}
-\partial_{2}  \tag{1.1}\\
\partial_{1} \\
0 \\
-F \partial_{3}
\end{array}\right) \Delta_{F}^{-1} \Omega(U), \quad \text { and } \quad U_{o s c}=\mathcal{P}(U) \stackrel{\text { def }}{=} U-U_{Q G} .
$$

As emphasized in $[9,12]$ this is an orthogonal decomposition of 4-dimensional vectorfields (similar to the Leray orthogonal decomposition of any 3-dimensional vectorfield into its divergence-free and its gradient parts) and $\mathcal{Q}$ and $\mathcal{P}$ are the associated orthogonal projectors on the quasi-geostrophic or oscillating fields and satisfy (see [18, 9, 8]):
Proposition 1 With the same notations, for any function $U=(v, \theta)$ we have the following properties:

1. $\mathcal{P}$ and $\mathcal{Q}$ are pseudo-differential operators of order 0 ,
2. For any $s \in \mathbb{R},(\mathcal{P}(U) \mid \mathcal{Q}(U))_{\dot{H}^{s}}=(\mathcal{A} U \mid \mathcal{P}(U))_{\dot{H}^{s}}=0$,
3. The same is true for nonhomogeneous Sobolev spaces,
4. $\mathcal{P}(U)=U \Longleftrightarrow \mathcal{Q}(U)=0 \Longleftrightarrow \Omega(U)=0$,
5. $\mathcal{Q}(U)=U \Longleftrightarrow \mathcal{P}(U)=0 \Longleftrightarrow$ there exists a scalar function $\Phi$ such that $U=$ $\left(-\partial_{2}, \partial_{1}, 0,-F \partial_{3}\right) \Phi$. Such a vectorfield is said to be quasi-geostrophic and is divergence-free.
6. If $U=(v, \theta)$ is a quasi-geostrophic vectorfield, then $v \cdot \nabla \Omega(U)=\Omega(v \cdot \nabla U)$.
7. If $U$ is a quasi-geostrophic vectorfield, then $\Gamma U=\mathcal{Q} L U$.

Thanks to this, we can rewrite the QG system into the following form:

$$
\left\{\begin{array}{l}
\partial_{t} U+\mathcal{Q}(v \cdot \nabla U)-\Gamma U=0  \tag{QG}\\
U=\mathcal{Q} U \\
U_{\mid t=0}=U_{0}
\end{array}\right.
$$

Going back to the Primitive Equations, if we denote by $\Omega_{\varepsilon}=\Omega\left(U_{\varepsilon}\right), U_{\varepsilon, Q G}=\mathcal{Q}\left(U_{\varepsilon}\right)$ and $U_{\varepsilon, \text { osc }}=\mathcal{P}\left(U_{\varepsilon}\right)$, they satisfy the following systems (see [9] for details):

$$
\begin{equation*}
\partial_{t} \Omega_{\varepsilon}+v_{\varepsilon} \cdot \nabla \Omega_{\varepsilon}-\Gamma \Omega_{\varepsilon}=\left(\nu-\nu^{\prime}\right) F \Delta \partial_{3} \theta_{\varepsilon, \text { osc }}+q_{\varepsilon}, \tag{1.2}
\end{equation*}
$$

where $q_{\varepsilon}$ is defined by

$$
\begin{align*}
q_{\varepsilon}=q\left(U_{\varepsilon, o s c}, U_{\varepsilon}\right)=\partial_{3} v_{\varepsilon, \text { osc }}^{3}\left(\partial_{1} v_{\varepsilon}^{2}-\partial_{2} v_{\varepsilon}^{1}\right) & -\partial_{1} v_{\varepsilon, \text { osc }}^{3} \partial_{3} v_{\varepsilon}^{2}+\partial_{2} v_{\varepsilon, \text { osc }}^{3} \partial_{3} v_{\varepsilon}^{1} \\
& +F \partial_{3} v_{\varepsilon, Q G} \cdot \nabla \theta_{\varepsilon, \text { osc }}+F \partial_{3} v_{\varepsilon, \text { osc }} \cdot \nabla \theta_{\varepsilon} \tag{1.3}
\end{align*}
$$

and

$$
\begin{array}{r}
\partial_{t} U_{\varepsilon, o s c}-\left(L-\frac{1}{\varepsilon} \mathbb{P} \mathcal{A}\right) U_{\varepsilon, o s c}=-\mathbb{P}\left(v_{\varepsilon} \cdot \nabla U_{\varepsilon}\right)-\left(\begin{array}{c}
-\partial_{2} \\
\partial_{1} \\
0 \\
-F \partial_{3}
\end{array}\right) \Delta_{F}^{-1}\left(-v_{\varepsilon} \cdot \nabla \Omega_{\varepsilon}+q\left(U_{\varepsilon, \text { osc }}, U_{\varepsilon}\right)\right) \\
+\left(\nu-\nu^{\prime}\right) F \Delta \Delta_{F}^{-1} \partial_{3}\left(\begin{array}{c}
\partial_{2} \theta_{\varepsilon} \\
-\partial_{1} \theta_{\varepsilon} \\
0 \\
\partial_{1} v_{\varepsilon}^{2}-\partial_{2} v_{\varepsilon}^{1}
\end{array}\right) \stackrel{\text { def }}{=} F_{1}+F_{2}+F_{3}+F_{4} . \tag{1.4}
\end{array}
$$

Remark 2 For more simplicity and without any loss of generality, we will write in what follows

$$
q_{\varepsilon}=\nabla U_{\varepsilon, o s c} \cdot \nabla U_{\varepsilon} .
$$

Remark 3 It is a natural question to know, when the initial data $U_{0, \varepsilon}$ has a zero oscillating part (in other words, it is a purely quasi-geostrophic initial data), if the solution has the same property. From System (1.4) we can see that it may not be the case, but we can prove that the oscillating part is small in appropriate norms (see for example [8]). We refer to [18, 44] where the results are given for initial data with small initial oscillating part (and vanishing as $\varepsilon$ goes to zero). Such initial data are said to be well-prepared, in contrast to the ill-prepared case where the initial oscillating part can not only be large but also even blow-up as $\varepsilon$ goes to zero as studied in the present paper. In this case it is essential to take advantage of the dispersive aspects of the system in order to control the oscillating part of the solution.

### 1.2 Statement of the main results

The aim of the present article is to use the estimates from the companion paper [16] and generalize the work from [10] in the case $\nu \neq \nu^{\prime}$. We refer to the appendix for general definitions about the Littlewood-Paley dyadic decomposition and the vortex patches formalism.

Theorem 1 Assume that $U_{0, Q G} \in L^{2}\left(\mathbb{R}^{3}\right)$ is a quasi-geostrophic vectorfield whose potential vorticity $\Omega\left(U_{0, Q G}\right)=\Omega_{0} \in L^{2}\left(\mathbb{R}^{3}\right) \cap L^{\infty}\left(\mathbb{R}^{3}\right)$ is also a $C^{s}$-vortex patch with $s \in] 0,1\left[\right.$. Define $U_{0, \varepsilon, Q G}$ as the following regularization of $U_{0, Q G}$ :

$$
U_{0, \varepsilon, Q G}=\chi\left(\varepsilon^{\beta}|D|\right) U_{0, Q G}=\varepsilon^{-3 \beta} h\left(\varepsilon^{-\beta} .\right) * U_{0, Q G},
$$

where $\beta>0$, $\chi$ is a smooth cut-off function (see Section 6.1) and $h=\mathcal{F}^{-1}(\chi(|\cdot|))$. Let $\left(U_{0, \varepsilon, \text { osc }}\right)_{\varepsilon>0}$ be a family of regular oscillating vectorfields (i.-e. with zero potential vorticity). Assume there exists $C_{0}>0$ such that for all $\varepsilon>0$ the family of initial data $U_{0, \varepsilon}=U_{0, \varepsilon, Q G}+U_{0, \varepsilon, \text { osc }}$ satisfies:

$$
\left\{\begin{array}{l}
\left\|U_{0, \varepsilon}\right\|_{\dot{H}^{1}} \leq C_{0}  \tag{1.5}\\
\left\|U_{0, \varepsilon}\right\|_{H^{6}} \leq C_{0} \varepsilon^{-5 \beta} .
\end{array}\right.
$$

Then there exists constants $C, \omega, \gamma, \varepsilon_{0}>0\left(\omega=\omega\left(F, s, \nu, \nu^{\prime}\right)\right)$ such that if

$$
\beta+C \gamma \leq \omega
$$

then for all $\varepsilon \leq \varepsilon_{0}$, the lifespan $T_{\varepsilon}^{*}$ of the solution $U_{\varepsilon}$ satisfies: $T_{\varepsilon}^{*} \geq T_{\varepsilon}^{\gamma} \stackrel{\text { def }}{=} \gamma \ln (\ln |\ln \varepsilon|)$ and for all $t \leq T_{\varepsilon}^{\gamma}$ we have:

$$
\left\{\begin{array}{l}
\forall k \leq 3, \quad\left\|\nabla^{k} U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}} \leq \varepsilon^{15 \omega}, \\
V_{\varepsilon}(t) \stackrel{\text { def }}{=} \int_{0}^{t}\left\|\nabla U_{\varepsilon}\left(t^{\prime}\right)\right\|_{L^{\infty}} d t^{\prime} \leq 2 \gamma|\ln \varepsilon|
\end{array}\right.
$$

Moreover we have local convergence: for all $T>0, U_{\varepsilon, Q G}$ converges in $L^{\infty}\left([0, T], L^{2}\right)$ to the unique global (lipschitz) solution of the 3D-quasi-geostrophic system with initial data $U_{0, Q G}$ (which is in $H^{1}\left(\mathbb{R}^{3}\right)$ ).

Remark 4 We refer to [8] for the fact that System $(Q G)$ has a unique global solution if the initial data belongs to $H^{1}$.

Remark 5 More precisely, to give an idea, we can choose $\omega=10^{-4}$.
Remark 6 We point out that the assumptions on the initial data imply that

$$
\left\{\begin{array}{l}
\left\|U_{0, \varepsilon, Q G}-U_{0, Q G}\right\|_{\dot{H}^{\sigma}} \leq C \varepsilon^{\beta(1-\sigma)}\left\|U_{0, Q G}\right\|_{\dot{H}^{1}} \quad \text { if } \quad \sigma \in[0,1] \\
\left\|U_{0, \varepsilon, Q G}\right\|_{\dot{H}^{\sigma}} \leq \frac{C}{\varepsilon^{\beta(\sigma-1)}}\left\|U_{0, Q G}\right\|_{\dot{H}^{1}} \quad \text { if } \quad \sigma>1
\end{array}\right.
$$

And concerning the initial oscillating part, it covers for example the case of the regularization of an oscillating function $U_{0, o s c} \in \dot{H}^{1}$ which is not in $L^{2}$ :

$$
U_{0, \varepsilon, o s c}=\psi\left(\varepsilon^{\beta}|D|\right) U_{0, o s c}
$$

where the function $\psi$ is supported in an annulus centered at 0 and equal to 1 in a smaller annulus.

Remark 7 In [10] we made a technical (and physically irrelevant) assumption: $\nu=\nu^{\prime}$. In reality, and as suggested by the Prandtl number (which can be defined as $\nu / \nu^{\prime}$ and can take values far from 1) there is no reason for the kinematic viscosity and the thermal diffusivity to be equal or even close (see also [18]). We want, in the present article, to cover this general case $\nu \neq \nu^{\prime}$, for which every step from [10] will be much more tedious:

- First, the operator $\Gamma$ is now a non-local operator. Dealing with products, commutators (and also commutator with a Lagrangian change of variable in [16]) will be much more difficult compared to the case of the classical Laplacian. A refined study of this operator is done in [16] in order to obtain the analogous of the a priori estimates used in [10].
- When studying the persistence of the tangential (or stratified) regularity, as in [39, 10] we will have to cope with the commutator $\left[X_{t, \lambda}^{\varepsilon}(x, D), \Gamma\right] \Omega_{\varepsilon}$ whose study (when $\Gamma$ is non-local) is much more difficult than in the case $\Gamma=\nu \Delta$, and will require for example more flexible estimates for the term $\Gamma(f g)-f \Gamma g-g \Gamma f$ than what we needed in [16].
- Compared to [10], System (1.2), satisfied by the potential vorticity $\Omega_{\varepsilon}$, shows an additional external force term, involving derivatives of order $3,\left(\nu-\nu^{\prime}\right) F \Delta \partial_{3} \theta_{\varepsilon, \text { osc }}$ (which vanished thanks to the assumptions in [10]). Because of this the general $L^{\infty}{ }_{-}$ estimates for System (QG) from [16] need to be modified, and we need a completely different approach for the $L^{2}$-estimates (we recall that the Leray estimates are useless as the $L^{2}$-norm of the initial data blows-up when $\varepsilon$ goes to zero). This approach will strongly rely on the particular structure of the quasi-geostrophic decomposition (i.-e. the properties of operators $\mathcal{P}$ and $\mathcal{Q}$ ).
- Compared to [10], to treat the general case $\nu \neq \nu^{\prime}$, we need an additionnal assumption: $\left\|U_{0, \varepsilon, \text { osc }}\right\|_{\dot{H}^{1}} \leq C_{0}$. This is once more due to the first term in the right-hand side of system (1.2). Moreover, we emphasize that from the assumptions of the main result, the best we can hope for $L^{2}$ or $\dot{H}^{\frac{1}{2}}$ estimates are negative powers of $\varepsilon$.
- The $L^{\infty}$ estimates of the potentiel vorticity will introduce in the computations a multiplicative exponential factor $D^{t}$ that will degrade the size of the lower bound for the lifespan: in [10] we obtained $T_{\varepsilon}^{*}=\gamma \ln |\ln \varepsilon|$. The consequence is that the frequency truncations of size $(-\ln \varepsilon)^{\delta}$ from [10] (when obtaining dispersive and Strichartz estimates) are useless in the present case and will have to be improved to the size $\varepsilon^{-\delta}$.


## 2 Scheme of the proof and structure of the article

As explained before, thanks to the skew-symmetry of matrix $\mathcal{A}$, any computation involving $L^{2}$ or Sobolev inner-products will be the same as for the Navier-Stokes system $(\mathcal{A} U \cdot U=0)$. So given the regularity of the initial data (even if some norms can blow up in $\varepsilon$ ), we can adapt the Leray and Fujita-Kato theorems as well as the classical weakstrong uniqueness results: as $U_{0, \varepsilon} \in \dot{H}^{\frac{1}{2}}\left(\mathbb{R}^{3}\right), U_{\varepsilon}$ is the unique strong solution of System $\left(P E_{\varepsilon}\right)$ defined on $[0, T]$ for all $0<T<T_{\varepsilon}^{*}$. In addition, if the lifespan $T_{\varepsilon}^{*}$ is finite then we have:

$$
\int_{0}^{T_{\varepsilon}^{*}}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{\dot{H}^{\frac{1}{2}}\left(\mathbb{R}^{3}\right)}^{2} d \tau=\infty .
$$

Moreover, as $U_{0, \varepsilon} \in L^{2}, U_{\varepsilon}$ coincides on $\left[0, T_{\varepsilon}^{*}[\right.$ with any global weak solution of System $\left(P E_{\varepsilon}\right)$ and we have the Leray estimates: for all $t \geq 0$,

$$
\begin{equation*}
\left\|U_{\varepsilon}(t)\right\|_{L^{2}}^{2}+2 \nu_{0} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{L^{2}}^{2} d \tau \leq\left\|U_{0, \varepsilon}\right\|_{L^{2}}^{2} \tag{2.6}
\end{equation*}
$$

From (1.5), the only assumption on the initial regularity of $U_{\varepsilon}$ provides that $\left\|U_{0, \varepsilon}\right\|_{\dot{H}^{\frac{1}{2}}\left(\mathbb{R}^{3}\right)} \leq$ $C \varepsilon^{-5 \beta}$ which is useless if we want a lower bound for the Fujita-Kato lifespan without any other information. In this paper we will use the quasi-geostrophic structure to prove that the lifespan is bounded from below by some large time $T_{\varepsilon}^{\gamma}=\gamma \ln (\ln |\ln \varepsilon|)$. Moreover we will extensively use the following a priori estimates (we refer to [29, 10]):
Lemma 1 Let $s>1$. There exists a constant $C_{s}$ such that for all $t \in\left[0, T_{\varepsilon}^{*}[\right.$ we have:

$$
\begin{equation*}
\left\|U_{\varepsilon}(t)\right\|_{H^{s}} \leq\left\|U_{\varepsilon}(0)\right\|_{H^{s}} e^{C_{s} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{L^{\infty} d \tau},} \tag{2.7}
\end{equation*}
$$

which requires us to be able to estimate $\left\|\nabla U_{\varepsilon}\right\|_{L_{t}^{1} L^{\infty}}$. We will easily show in the following that $\left\|\nabla U_{\varepsilon, \text { osc }}\right\|_{L_{t}^{1} L^{\infty}}$ is bounded and small. Showing that $\left\|\nabla U_{\varepsilon, Q G}\right\|_{L_{t}^{1} L^{\infty}}$ is bounded will require much more work, and as in $[39,29,10]$ we will need the following logarithmic estimates, involving striated regularity from the vortex patches formalism (we refer to [29] for the proof) :

Lemma 2 There exists a constant $C>0$ only depending on $s \in] 0,1[$ such that, for any quasi-geostrophic vector field $U \in L^{2}\left(\mathbb{R}^{3}\right)$ whose potential vorticity $\Omega=\Omega(U) \in$ $L^{2}\left(\mathbb{R}^{3}\right) \cap C^{s}(X)$ for a fixed admissible family $X$ of $C^{s}$-vectorfields, $U$ is Lipschitzian and we have :

$$
\begin{equation*}
\|U\|_{L i p}=\|\nabla U\|_{L^{\infty}} \leq C\left(\|\Omega\|_{L^{2}}+\|\Omega\|_{L^{\infty}} \log \left(e+\frac{\|\Omega\|_{C^{s}(X)}}{\|\Omega\|_{L^{\infty}}}\right)\right) . \tag{2.8}
\end{equation*}
$$

The bootstrap argument is pretty simple: let us define $K_{\varepsilon} \stackrel{\text { def }}{=} 2 \gamma|\ln \varepsilon|, T_{\varepsilon}^{\gamma} \stackrel{\text { def }}{=} \gamma \ln (\ln |\ln \varepsilon|)$ and the times $T_{\varepsilon}>T_{\varepsilon}^{\prime}>0$ by

$$
\begin{cases}T_{\varepsilon}=\sup \left\{t \in \left[0, T_{\varepsilon}^{*}[,\right.\right. & \left.V_{\varepsilon}(t)=\int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{L^{\infty}} d \tau \leq K_{\varepsilon}\right\}  \tag{2.9}\\ T_{\varepsilon}^{\prime}=\sup \left\{t \in \left[0, T_{\varepsilon}^{*}[,\right.\right. & \left.V_{\varepsilon}(t) \leq K_{\varepsilon} / 2\right\} .\end{cases}
$$

We will show in this article that for a well chosen $\gamma$ and if $\varepsilon>0$ is small enough, for all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$,

$$
\begin{equation*}
V_{\varepsilon}(t) \leq K_{\varepsilon} / 2, \tag{2.10}
\end{equation*}
$$

then, due to the previous definitions, $t \leq T_{\varepsilon}^{\prime}$, which immediately implies that $\min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right) \leq$ $T_{\varepsilon}^{\prime}<T_{\varepsilon}$ and therefore $T_{\varepsilon}^{\gamma}<T_{\varepsilon}<T_{\varepsilon}^{*}$ which proves the theorem.

Remark 8 Either $T_{\varepsilon}^{*}<\infty$ and the integral goes to infinity when $t \rightarrow T_{\varepsilon}^{*}$ and we have $0<T_{\varepsilon}^{\prime}<T_{\varepsilon}$, or $T_{\varepsilon}^{*}=\infty$ and then $T_{\varepsilon}^{\gamma}<T_{\varepsilon}^{*}$ is also true (in this case we may be have $\left.T_{\varepsilon}^{\prime}=T_{\varepsilon}\right)$.

All the difficulty then lies in proving (2.10) and the article is structured as follows, we will first show in Section 3 that the oscillating part is small and goes to zero. As explained before, we will need to use logarithmic estimates (2.8) related to the striated regularity which requires us to bound the $L^{2}, L^{\infty}$ and $C^{s}$ norms of the potential vorticity. The first one is obtained using the quasigeostrophic structure : in Section 4 we get estimates in $\dot{H}^{1}$ for $U_{\varepsilon}$. The rest is dealt in Section 5. As in [16] the major difficulty in this paper comes from the non-local operator $\Gamma$ (we recall that in [10] we only adressed the particular case $\nu=\nu^{\prime}$ where $\Gamma$ reduces to $\nu \Delta$ ). In this paper we will extensively use the apriori and smoothing estimates obtained in [16]. The last section is an appendix devoted to the Littlewood-Paley decomposition, followed by a quick presentation of the vortex patches formalism, and additional properties for the non-local operator $\Gamma$.

## 3 Estimates for the oscillating part

This section is devoted to a careful study of the oscillating part. As in [9] to [12] the fact that it goes to zero is essential in the study of the asymptotics of the quasi-geostrophic
part and the convergence rates. The aim of this section is to prove that there exists $\delta>0$ such that if $\varepsilon$ is small enough, for all $k \leq 3$,

$$
\left\||D|^{k} U_{\varepsilon, o s c}\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} \varepsilon^{\delta}
$$

Remark 9 In this article we will only need three derivatives, but it is true for any $k$.
We refer to Proposition 5 for the precise statement of the result. As $U_{\varepsilon, \text { osc }}$ satisfies (1.4), we will consider the following system:

$$
\left\{\begin{array}{l}
\partial_{t} f-\left(L-\frac{1}{\varepsilon} \mathbb{P} \mathcal{A}\right) f=F^{e}  \tag{3.11}\\
f_{\mid t=0}=f_{0}
\end{array}\right.
$$

If we apply the Fourier transform, the equation becomes (see [9] for precisions):

$$
\partial_{t} \widehat{f}-\mathbb{B}(\xi, \varepsilon) \widehat{f}=\widehat{F^{e}}
$$

where

$$
\mathbb{B}(\xi, \varepsilon)=L-\frac{1}{\varepsilon} \mathbb{P} \mathcal{A}=\left(\begin{array}{cccc}
-\nu|\xi|^{2}+\frac{\xi_{1} \xi_{2}}{\varepsilon|\xi|^{2}} & \frac{\xi_{2}^{2}+\xi_{3}^{2}}{\varepsilon|\xi|^{2}} & 0 & \frac{\xi_{1} \xi_{3}}{\varepsilon F|\xi|^{2}} \\
-\frac{\xi_{1}^{2}+\xi_{3}^{2}}{\varepsilon|\xi|^{2}} & -\nu|\xi|^{2}-\frac{\xi_{1} \xi_{2}}{\varepsilon|\xi|^{2}} & 0 & \frac{\xi_{2} \xi_{3}}{\varepsilon F|\xi|^{2}} \\
\frac{\xi_{2} \xi_{3}}{\varepsilon|\xi|^{2}} & -\frac{\xi_{1} \xi_{3}}{\varepsilon|\xi|^{2}} & -\nu|\xi|^{2} & -\frac{\xi_{1}^{2}+\xi_{2}^{2}}{\varepsilon F|\xi|^{2}} \\
0 & 0 & \frac{1}{\varepsilon F} & -\nu^{\prime}|\xi|^{2}
\end{array}\right)
$$

For $0<r<R$ we will denote by $\mathcal{C}_{r, R}$ the following set:

$$
\mathcal{C}_{r, R}=\left\{\xi \in \mathbb{R}^{3}, \quad|\xi| \leq R \text { and }\left|\xi_{3}\right| \geq r\right\}
$$

We also introduce the following frequency truncation operator on $\mathcal{C}_{r, R}$ :

$$
\mathcal{P}_{r, R}=\chi\left(\frac{|D|}{R}\right)\left(1-\chi\left(\frac{\left|D_{3}\right|}{r}\right)\right)
$$

where $\chi$ is the smooth cut-off function introduced before and $\left(\mathcal{F}^{-1}\right.$ is the inverse Fourier transform):

$$
\chi\left(\frac{|D|}{R}\right) f=\mathcal{F}^{-1}\left(\chi\left(\frac{|\xi|}{R}\right) \widehat{f}(\xi)\right) \quad \text { and } \quad \chi\left(\frac{\left|D_{3}\right|}{r}\right) f=\mathcal{F}^{-1}\left(\chi\left(\frac{\left|\xi_{3}\right|}{r}\right) \widehat{f}(\xi)\right)
$$

and the following derivation operator:

$$
|D|^{s} f=\mathcal{F}^{-1}\left(|\xi|^{s} \widehat{f}(\xi)\right)
$$

In what follows we will use it for particular radii $r_{\varepsilon}=\varepsilon^{m}$ and $R_{\varepsilon}=\varepsilon^{-M}$, where $m$ and $M$ will be precised later. Let us end this section with the following anisotropic Bernstein-type result (we refer to [9], and to [43] for more general anisotropic estimates):

Lemma 3 There exists a constant $C>0$ such that for all function $f, \alpha>0,1 \leq q \leq$ $p \leq \infty$ and all $0<r<R$, we have

$$
\left\{\begin{array}{l}
\left\|\chi\left(\frac{|D|}{R}\right) \chi\left(\frac{\left|D_{3}\right|}{r}\right) f\right\|_{L^{p}} \leq C\|f\|_{L^{p}},  \tag{3.12}\\
\left\|\chi\left(\frac{|D|}{R}\right) \chi\left(\frac{\left|D_{3}\right|}{r}\right) f\right\|_{L^{p}} \leq C\left(R^{2} r\right)^{\frac{1}{q}-\frac{1}{p}}\left\|\chi\left(\frac{|D|}{R}\right) \chi\left(\frac{\left|D_{3}\right|}{r}\right) f\right\|_{L^{q}} .
\end{array}\right.
$$

Moreover if $f$ has its frequencies located in $\mathcal{C}_{r, R}$, then

$$
\left\||D|^{\alpha} f\right\|_{L^{p}} \leq C R^{\alpha}\|f\|_{L^{p}}
$$

### 3.1 Eigenvalues, projectors

We begin with the eigenvalues and eigenvectors of matrix $\mathbb{B}(\xi, \varepsilon)$. The main result of this section is the following proposition. We will only state the results and skip details as the proof is an adaptation of Proposition 3.1 from [12] (there in the anisotropic case).

Proposition 2 There exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$, for all $r_{\varepsilon}=\varepsilon^{m}$ and $R_{\varepsilon}=\varepsilon^{-M}$, with $M<1 / 4$ and $3 M+m<1$, and for all $\xi \in \mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$, the matrix $\mathbb{B}(\xi, \varepsilon)=$ $\widehat{L-\frac{1}{\varepsilon} \mathbb{P}} \mathcal{A}$ is diagonalizable and its eigenvalues have the following asymptotic expansions with respect to $\varepsilon$ :

$$
\left\{\begin{array}{l}
\mu_{0}=-\nu|\xi|^{2}  \tag{3.13}\\
\mu=-\left(\nu \xi_{1}^{2}+\nu \xi_{2}^{2}+\nu^{\prime} F^{2} \xi_{3}^{2}\right) \frac{|\xi|^{2}}{|\xi|_{F}^{2}}+\varepsilon^{2} D(\xi, \varepsilon) \\
\lambda=-\tau(\xi)|\xi|^{2}+i \frac{\left.|\xi|\right|_{F}}{\varepsilon F|\xi|}+\varepsilon E(\xi, \varepsilon) \\
\bar{\lambda}=-\tau(\xi)|\xi|^{2}-i \frac{|\xi|_{F}}{\varepsilon F|\xi|}+\varepsilon \bar{E}(\xi, \varepsilon)
\end{array}\right.
$$

where $|\xi|_{F}^{2}=\xi_{1}^{2}+\xi_{2}^{2}+F^{2} \xi_{3}^{3}$, and $D, E$ denote remainder terms satisfying for all $\xi \in \mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$ :

$$
\left\{\begin{array}{l}
\varepsilon^{2}|D(\xi, \varepsilon)| \leq C_{F}\left|\nu-\nu^{\prime}\right|^{3} \varepsilon^{2}|\xi|^{6} \leq C_{F}\left|\nu-\nu^{\prime}\right|^{3} \varepsilon^{2-6 M} \ll 1 \\
\varepsilon|E(\xi, \varepsilon)| \leq C_{F}\left|\nu-\nu^{\prime}\right|^{2} \varepsilon|\xi|^{4} \leq C_{F}\left|\nu-\nu^{\prime}\right|^{2} \varepsilon^{1-4 M} \ll 1 \\
\varepsilon\left|\nabla_{\xi} E(\xi, \varepsilon)\right| \leq C_{F}\left|\nu-\nu^{\prime}\right|^{2} \varepsilon|\xi|^{3} \leq C_{F}\left|\nu-\nu^{\prime}\right|^{2} \varepsilon^{1-3 M} \ll 1,
\end{array}\right.
$$

and

$$
\tau(\xi)=\frac{\nu}{2}\left(1+\frac{F^{2} \xi_{3}^{2}}{|\xi|_{F}^{2}}\right)+\frac{\nu^{\prime}}{2}\left(1-\frac{F^{2} \xi_{3}^{2}}{|\xi|_{F}^{2}}\right) \geq \min \left(\nu, \nu^{\prime}\right)>0
$$

Moreover, if we denote by $\mathcal{P}_{i}(\xi, \varepsilon)$, the projectors onto the eigenspaces corresponding to $\mu, \lambda$ and $\bar{\lambda}(i \in\{2,3,4\})$, and set

$$
\begin{equation*}
\mathbb{P}_{i}(u)=\mathcal{F}^{-1}\left(\mathcal{P}_{i}(\xi, \varepsilon)(\widehat{u}(\xi))\right), \tag{3.14}
\end{equation*}
$$

then for any divergence-free vector field $f$ whose Fourier transform is supported in $\mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$, we have the following estimates:

$$
\left\|\mathbb{P}_{2} f\right\|_{H^{s}} \leq \begin{cases}C_{F}\|f\|_{H^{s}} & \text { if } \Omega(f) \neq 0  \tag{3.15}\\ C_{F}\left|\nu-\nu^{\prime}\right| \varepsilon^{1-(3 M+m)}\|f\|_{H^{s}} & \text { if } \Omega(f)=0\end{cases}
$$

and for $i=3,4$,

$$
\begin{equation*}
\left\|\mathbb{P}_{i} f\right\|_{H^{s}} \leq C_{F} \varepsilon^{-(m+M)}\|f\|_{H^{s}} \tag{3.16}
\end{equation*}
$$

Remark 10 We emphasize that the leading part of $\mu$ is the Fourier symbol of the quasigeostrophic operator $\Gamma$. Moreover, as we will see in what follows, the dispersion is related to the term $i \frac{|\xi|_{F}}{\varepsilon F|\xi|}$, and when $F=1$ this term reduces to the constant $\frac{i}{\varepsilon}$. This is why dispersion does not occur in the case $F=1$.

### 3.2 Dispersion, Strichartz estimates

The following result provides the Strichartz estimates satisfied by some projections of the solution of $\operatorname{System}(3.11)$ :

Proposition 3 Assume that $f$ satisfies (3.11) on $\left[0, T\left[\right.\right.$ where $\operatorname{div} f_{0}=0$ and the frequencies of $f_{0}$ and $F$ are localized in $\mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$. Then there exists a constant $C_{F}>0$ such that for $i \in\{3,4\}$ and $p \geq 4$, we have

$$
\left.\left\|\mathbb{P}_{i} f\right\|_{L_{T}^{p} L^{\infty}} \leq C_{F} \varepsilon^{\frac{1}{p}-\left(\left(\frac{5}{2}+\frac{4}{p}\right) M+\left(2+\frac{4}{p}\right) m\right)}\right)\left(\left\|f_{0}\right\|_{L^{2}}+\int_{0}^{T}\left\|F^{e}(\tau)\right\|_{L^{2}} d \tau\right)
$$

Proof: We will only give a sketch of the proof and refer to [9, 10, 12] for details. First in the homogeneous case $(F=0)$, the classical $T T *$ method allows us to write that:

$$
\left\|\mathbb{P}_{i} f\right\|_{L_{T}^{p} L^{\infty}}=\sup _{\psi \in \mathcal{B}} \int_{0}^{T} \int_{\mathbb{R}^{3}} \mathbb{P}_{i} f(t, x) \psi(t, x) d x d t
$$

where $\mathcal{B}=\left\{\psi \in \mathcal{D}\left(\mathbb{R}_{+} \times \mathbb{R}^{3}\right), \quad\|\psi\|_{L_{t}^{\bar{p}} L^{1}} \leq 1\right\}$. Next, as $f$ has its frequencies localized in $\mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$ we obtain that:

$$
\begin{align*}
\left\|\mathbb{P}_{i} f\right\|_{L_{T}^{p} L^{\infty}}= & \sup _{\psi \in \mathcal{B}} \int_{0}^{T} \int_{\mathbb{R}^{3}} \chi\left(\frac{|\xi|}{2 R_{\varepsilon}}\right)\left(1-\chi\left(\frac{2\left|\xi_{3}\right|}{r_{\varepsilon}}\right)\right) e^{-t \tau(\xi)|\xi|^{2}+i t \frac{\left.|\xi|\right|_{F}}{\varepsilon F|\xi|}+\varepsilon t E(\xi, \varepsilon)} \widehat{\mathbb{P}_{i} f_{0}}(\xi) \widehat{\psi}(t, \xi) d \xi d t \\
& \leq\left\|\mathbb{P}_{i} f_{0}\right\|_{L^{2}} \sup _{\psi \in \mathcal{B}}\left(\int_{0}^{T} \int_{0}^{T}\|\psi(t)\|_{L^{1}}\|\psi(s)\|_{L^{1}}\|K(s, t, \varepsilon, .)\|_{L^{\infty}}\right)^{\frac{1}{2}} \tag{3.17}
\end{align*}
$$

with

$$
K(s, t, \varepsilon, x)=\int_{\mathbb{R}^{3}} e^{i x \cdot \xi} e^{-(t+s) \tau(\xi)|\xi|^{2}+i(t-s) \frac{|\xi| F}{\varepsilon F|\xi|}+\varepsilon t E(\xi, \varepsilon)+\varepsilon \bar{E}(\xi, \varepsilon)} \chi\left(\frac{|\xi|}{2 R_{\varepsilon}}\right)^{2}\left(1-\chi\left(\frac{2\left|\xi_{3}\right|}{r_{\varepsilon}}\right)\right)^{2} d x
$$

Adapting Section 4 from [12], we obtain that:

$$
\|K(s, t, \varepsilon, .)\|_{L^{\infty}} \leq C_{F} \frac{R_{\varepsilon}^{2}}{r_{\varepsilon}^{2}} \min \left(R_{\varepsilon}, \frac{R_{\varepsilon}^{4}}{r_{\varepsilon}^{2}}\left(\frac{\varepsilon}{|t-s|}\right)^{\frac{1}{2}}\right)
$$

Remark 11 We emphasize that the results from [12] (Lemma 4.2) are given for anisotropic viscosities and in the anisotropic space $L_{x_{h}, x_{3}}^{\infty, 2}$, this is why the powers of $r_{\varepsilon}, R_{\varepsilon}$ are different in the present case. We also dropped the exponentials as we are in the finite time-case.

We then deduce that for all $\theta \in[0,1]$,

$$
\|K(s, t, \varepsilon, .)\|_{L^{\infty}} \leq C_{F} \frac{R_{\varepsilon}^{3(1+\theta)}}{r_{\varepsilon}^{2(1+\theta)}}\left(\frac{\varepsilon}{|t-s|}\right)^{\frac{\theta}{2}}
$$

Using this for $\theta=4 / p$ in (3.17) (this is the reason why we need $p \geq 4$ ), we obtain the conclusion thanks to the Hardy-Littlewood theorem and the choice $r_{\varepsilon}=\varepsilon^{m}$ and $R_{\varepsilon}=\varepsilon^{-M}$ and using the projector estimate (3.16). The non-homogeneous case easily follows.

From the previous property for $p=4$ we deduce the following result:
Proposition 4 Under the same assumptions, there exists a constant $C_{F}>0$ such that for $i \in\{3,4\}$ and any $s \geq 0$, we have

$$
\left.\left\|\mathbb{P}_{i} f\right\|_{L_{T}^{4} B_{\infty, \infty}^{s}}+\left\|\mathbb{P}_{i}|D|^{s} f\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} \varepsilon^{\frac{1}{4}-\left(M\left(\frac{7}{2}+s\right)+3 m\right.}\right)\left(\left\|f_{0}\right\|_{L^{2}}+\int_{0}^{T}\left\|F^{e}(\tau)\right\|_{L^{2}} d \tau\right)
$$

Proof : Thanks to the assumptions on the frequencies of $f_{0}$ and $F, f$ also has its frequencies in $\mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$ so that using Lemma 3, we get

$$
\left\|\mathbb{P}_{i}|D|^{s} f\right\|_{L_{T}^{4} L^{\infty}} \leq C R_{\varepsilon}^{s}\left\|\mathbb{P}_{i} f\right\|_{L_{T}^{4} L^{\infty}}
$$

which immediately gives the second result thanks to Proposition 3. For any $q \geq-1$ applying the Strichartz estimates to $\Delta_{q} f$ leads to:

$$
\begin{align*}
&\left\|\mathbb{P}_{i} \Delta_{q} f\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} \varepsilon^{\frac{1}{4}-}\left(M\left(\frac{7}{2}+s\right)+3 m\right) \\
&\left(\left\|\Delta_{q} f_{0}\right\|_{L^{2}}+\int_{0}^{T}\left\|\Delta_{q} F^{e}(\tau)\right\|_{L^{2}} d \tau\right)  \tag{3.18}\\
&\left.\leq C_{F} \varepsilon^{\frac{1}{4}-\left(M\left(\frac{7}{2}+s\right)+3 m\right.}\right)\left(\left\|f_{0}\right\|_{L^{2}}+\int_{0}^{T}\left\|F^{e}(\tau)\right\|_{L^{2}} d \tau\right)
\end{align*}
$$

Then for all $q \geq 0$, as $\Delta_{q} f$ is frequency localized on the $\operatorname{ring} 2^{q} \mathcal{C}\left(0, \frac{3}{4}, \frac{8}{3}\right)$ and in $\mathcal{C}_{r_{\varepsilon}, R_{\varepsilon}}$, we have:

$$
\begin{align*}
& 2^{q s}\left\|\mathbb{P}_{i} \Delta_{q} f\right\|_{L_{T}^{4} L^{\infty}} \leq C\left\|\mathbb{P}_{i}|D|^{s} \Delta_{q} f\right\|_{L_{T}^{8} L^{\infty}} \leq C R_{\varepsilon}^{s}\left\|\mathbb{P}_{i} \Delta_{q} f\right\|_{L_{T}^{8} L^{\infty}} \\
&\left.\leq C_{F} \varepsilon^{\frac{1}{4}-\left(M\left(\frac{7}{2}+s\right)+3 m\right.}\right)\left(\left\|f_{0}\right\|_{L^{2}}+\int_{0}^{T}\left\|F^{e}(\tau)\right\|_{L^{2}} d \tau\right) \tag{3.19}
\end{align*}
$$

and for $q=-1$, we use that $2^{-s} \leq 1$.

### 3.3 Final estimates

The object of this section is to obtain the following estimates:
Proposition 5 Assume that $U_{\varepsilon}$ solves $\left(P E_{\varepsilon}\right)$ on $[0, T]$ with the same divergence-free initial data as in Theorem 1. There exist $\varepsilon_{0}>0$ and a positive constatnt $C$ such that for all $0<\varepsilon<\varepsilon_{0}$ and all $m, M>0$ with $M<1 / 4$ and $3 M+m<1$, and all $k \geq 0$ we have:

$$
\begin{align*}
\left\||D|^{k} U_{\varepsilon, o s c}\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F}\left(\varepsilon^{M}+\varepsilon^{\frac{m}{2}-M}+\varepsilon^{1-(3 M+m)}\right) & T^{\frac{1}{4}}\left\|U_{0, \varepsilon}\right\|_{H^{3+k}} e^{C V_{\varepsilon}(T)} \\
& +C_{F} \varepsilon^{\frac{1}{4}-(M(5+k)+4 m)} T^{\frac{1}{2}}\left\|U_{0, \varepsilon}\right\|_{H^{3+k}}^{2}, \tag{3.20}
\end{align*}
$$

where $V_{\varepsilon}(t)=\int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{L^{\infty}} d \tau$.
Remark 12 In what follows, we will use this result in the case $k \leq 3, T \leq T_{\varepsilon}^{\gamma}=$ $\gamma \ln (\ln |\ln \varepsilon|)$ and with $V_{\varepsilon}(T) \leq-2 \gamma \ln \varepsilon$ and $\left\|U_{0, \varepsilon}\right\|_{H^{6}} \leq C_{0} \varepsilon^{-5 \beta}$. The previous estimates then turns into:

$$
\begin{align*}
\left\||D|^{k} U_{\varepsilon, o s c}\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} & \left(\varepsilon^{M-(5 \beta+2 C \gamma)}+\varepsilon^{\frac{m}{2}-(M+5 \beta+2 C \gamma)}\right. \\
& \left.+\varepsilon^{1-(3 M+m+5 \beta+2 C \gamma)}+\varepsilon^{\frac{1}{4}-(8 M+4 m+2(5 \beta+2 C \gamma))}\right)\left(T_{\varepsilon}^{\gamma}\right)^{\frac{1}{2}} \tag{3.21}
\end{align*}
$$

Moreover, under the following conditions:

$$
\left\{\begin{array}{l}
5 \beta+2 C \gamma \leq \frac{M}{2}  \tag{3.22}\\
M+(5 \beta+2 C \gamma) \leq \frac{m}{4} \\
3 M+m+(5 \beta+2 C \gamma) \leq \frac{1}{2} \\
8 M+4 m+2(5 \beta+2 C \gamma) \leq \frac{1}{8}
\end{array}\right.
$$

which are satisfied for example if we have:

$$
\left\{\begin{array}{l}
5 \beta+2 C \gamma \leq \frac{M}{2}  \tag{3.23}\\
M \leq \frac{m}{4} \quad \text { and } \quad m \leq \frac{1}{44}
\end{array}\right.
$$

then we simply get, if $\varepsilon$ is small enough,

$$
\begin{equation*}
\left\||D|^{k} U_{\varepsilon, o s c}\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} \varepsilon^{\frac{M}{2}}\left(T_{\varepsilon}^{\gamma}\right)^{\frac{1}{2}} \leq C_{F} \varepsilon^{\frac{M}{4}} \tag{3.24}
\end{equation*}
$$

Note that these conditions on $m, M$ imply those in Proposition 5 (which are required to use Proposition 2).

Proof: Let us cut the oscillating part into four parts as in [9]:

$$
\begin{align*}
|D|^{k} U_{\varepsilon, \text { osc }} & =\left(1-\chi\left(\frac{|D|}{R_{\varepsilon}}\right)\right)|D|^{k} U_{\varepsilon, o s c}+\chi\left(\frac{|D|}{R_{\varepsilon}}\right) \chi\left(\frac{\left|D_{3}\right|}{r_{\varepsilon}}\right)|D|^{k} U_{\varepsilon, \text { osc }} \\
& +\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}}|D|^{k} \mathbb{P}_{2} U_{\varepsilon, \text { osc }}+\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}}|D|^{k} \mathbb{P}_{3+4} U_{\varepsilon, o s c} \stackrel{\text { def }}{=} I_{\varepsilon}+I I_{\varepsilon}+I I I_{\varepsilon}+I V_{\varepsilon} \tag{3.25}
\end{align*}
$$

Thanks to the injection $H^{s}\left(\mathbb{R}^{3}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{3}\right)(s>3 / 2)$ and the apriori estimates from (2.7) we roughly estimate the first term:

$$
\begin{equation*}
\left\|I_{\varepsilon}\right\|_{L_{T}^{4} L^{\infty}} \leq C T^{\frac{1}{4}}\left\|I_{\varepsilon}\right\|_{L_{T}^{\infty} H^{2}} \leq \frac{C}{R_{\varepsilon}} T^{\frac{1}{4}}\left\|U_{\varepsilon, o s c}\right\|_{L_{T}^{\infty} H^{3+k}} \leq C T^{\frac{1}{4}} \varepsilon^{M}\left\|U_{\varepsilon}\right\|_{L_{T}^{\infty} H^{3+k}} \tag{3.26}
\end{equation*}
$$

The second term is estimated thanks to Lemma 3 (with $p=\infty, q=2$ ) and the Leray estimates:

$$
\begin{equation*}
\left\|I I_{\varepsilon}\right\|_{L_{T}^{4} L^{\infty}} \leq C T^{\frac{1}{4}}\left(R_{\varepsilon}^{2} r_{\varepsilon}\right)^{\frac{1}{2}}\left\||D|^{k} U_{\varepsilon, o s c}\right\|_{L_{T}^{\infty} L^{2}} \leq C T^{\frac{1}{4}} \varepsilon^{\frac{m}{2}-M}\left\|U_{\varepsilon}\right\|_{L_{T}^{\infty} H^{k}} \tag{3.27}
\end{equation*}
$$

As $\Omega\left(U_{\varepsilon, o s c}\right)=0$, we can use (3.15) to get:

$$
\begin{array}{r}
\left\|I I I_{\varepsilon}\right\|_{L_{T}^{4} L^{\infty}} \leq C T^{\frac{1}{4}}\left\|I I I_{\varepsilon}\right\|_{L_{T}^{\infty} H^{2}} \leq C_{F} T^{\frac{1}{4}}\left|\nu-\nu^{\prime}\right| \varepsilon^{1-(3 M+m)}\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}}|D|^{k} U_{\varepsilon, o s c}\right\|_{L_{T}^{\infty} H^{2}} \\
\leq C_{F} T^{\frac{1}{4}}\left|\nu-\nu^{\prime}\right| \varepsilon^{1-(3 M+m)}\left\|U_{\varepsilon}\right\|_{L_{T}^{\infty} H^{2+k}} \tag{3.28}
\end{array}
$$

The last term is estimated thanks to the Strichartz estimates from Proposition 4:

$$
\left.\left\|I V_{\varepsilon}\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} \varepsilon^{\frac{1}{4}-\left(M\left(\frac{7}{2}+k\right)+3 m\right.}\right)\left(\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} U_{0, \varepsilon, o s c}\right\|_{L^{2}}+\int_{0}^{T}\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} F^{e}(\tau)\right\|_{L^{2}} d \tau\right)
$$

where the external force term $F^{e}$ is the right-hand side of (1.4). As in [9] we roughly estimate each term from $F^{e}$ (we refer to (1.4) for the decomposition) and obtain that (thanks to the Leray estimates and Lemma 3):

$$
\left\{\begin{array}{l}
\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} F_{1}\right\|_{L_{T}^{1} L^{2}}+\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} F_{2}\right\|_{L_{T}^{1} L^{2}} \leq C R_{\varepsilon}^{\frac{3}{2}} \int_{0}^{T}\left\|v_{\varepsilon} \cdot \nabla U_{\varepsilon}\right\|_{L^{1}} d \tau \leq C R_{\varepsilon}^{\frac{3}{2}} T^{\frac{1}{2}} \nu_{0}^{-\frac{1}{2}}\left\|U_{0, \varepsilon}\right\|_{L^{2}}^{2}, \\
\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} F_{3}\right\|_{L_{T}^{1} L^{2}} \leq C_{F} r_{\varepsilon}^{-1} R_{\varepsilon}^{\frac{3}{2}} \int_{0}^{T}\left\|\nabla U_{\varepsilon, o s c} \cdot \nabla U_{\varepsilon}\right\|_{L^{1}} d \tau \leq C_{F} r_{\varepsilon}^{-1} R_{\varepsilon}^{\frac{3}{2}} \nu_{0}^{-1}\left\|U_{0, \varepsilon}\right\|_{L^{2}}^{2}, \\
\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} F_{4}\right\|_{L_{T}^{1} L^{2}} \leq C_{F}\left|\nu-\nu^{\prime}\right| R_{\varepsilon} T^{\frac{1}{2}} \nu_{0}^{-\frac{1}{2}}\left\|U_{0, \varepsilon}\right\|_{L^{2}}
\end{array}\right.
$$

As $\left\|\mathcal{P}_{r_{\varepsilon}, R_{\varepsilon}} U_{0, \varepsilon, o s c}\right\|_{L^{2}} \leq C r_{\varepsilon}^{-1}\left\|U_{0, \varepsilon, o s c}\right\|_{\dot{H}^{1}}$ we finally obtain that the last term satisfies (to simplify we did not trace the viscosities and roughly estimated each norm by $\left\|U_{0, \varepsilon}\right\|_{H^{3+k} .}$.):

$$
\begin{equation*}
\left\|I V_{\varepsilon}\right\|_{L_{T}^{4} L^{\infty}} \leq C_{F} \varepsilon^{\frac{1}{4}-(M(5+k)+4 m)} T^{\frac{1}{2}}\left\|U_{0, \varepsilon}\right\|_{H^{3+k}}^{2} \tag{3.29}
\end{equation*}
$$

Gathering (3.26) to (3.29) we end up with the desired result.

## $4 L^{2}$-estimates for the potential vorticity $\Omega_{\varepsilon}$

As emphasized in the second section when explaining the bootstrap argument, we need to obtain estimates for the potential vorticity in $L^{2}, L^{\infty}$ and $C^{s}(X)$. At first sight, the most natural way to do it seems, as in [39, 10], to use transport-diffusion estimates on system (1.2). We will be able to do this for the $L^{\infty}$-estimates, adaptating Proposition 1 from [16] which deals with the non-local operator $\Gamma$.

Unfortunately, due to the first term from the right-hand side $\left(\nu-\nu^{\prime}\right) F \Delta \partial_{3} \theta_{\varepsilon, o s c}$, this method is useless for $p=2$ as we can only estimate this term by $\left|\nu-\nu^{\prime}\right| F\left\|\nabla^{3} U_{\varepsilon}\right\|_{L^{2}}$
that we do not control (the best we can hope for is to estimate this by a negative power of $\varepsilon$ ). In order to overcome this problem we need to bound $\left\|U_{\varepsilon, Q G}\right\|_{\dot{H}^{1}}$. Thanks to Proposition 1 and the fact that $U_{\varepsilon, o s c}$ is small, we will simply study $\left\|U_{\varepsilon}\right\|_{\dot{H}^{1}}$ and then use that $\left\|\Omega_{\varepsilon}\right\|_{L^{2}} \leq C\left\|U_{\varepsilon, Q G}\right\|_{\dot{H}^{1}} \leq C\left\|U_{\varepsilon}\right\|_{\dot{H}^{1}}$.

Another motivation to estimate directly $\left\|U_{\varepsilon}\right\|_{\dot{H}^{1}}$ is that getting $L^{p}$-estimates (see Proposition 13 in the appendix) requires a $L_{t}^{\infty} L^{6}$-bound for the transport term $v_{\varepsilon}$ that will be a simple consequence of the result on $L_{t}^{\infty} \dot{H}^{1}$ thanks to the Sobolev injection.

## $4.1 \quad \dot{H}^{1}$-estimates for the solution $U_{\varepsilon}$

The aim of this section is to prove:
Proposition 6 Under the assumptions of Theorem 1, and with the notations from (2.9), there exists $C_{F}, M>0$ and $\varepsilon_{0}$ such that if $5 \beta+2 C \gamma \leq M / 6$, then for all $0<\varepsilon \leq \varepsilon_{0}$ and all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$, we have:

$$
\begin{equation*}
\frac{1}{2}\left\|U_{\varepsilon}(t)\right\|_{\dot{H}^{1}}^{2}+\nu_{0} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{\dot{H}^{1}}^{2} d \tau \leq C_{F} \tag{4.30}
\end{equation*}
$$

Proof : we emphasize that the quasi-geostrophic/oscillating decomposition is an orthogonal decomposition of the solution so that we have:

$$
\left\|U_{\varepsilon}\right\|_{\dot{H}^{1}}^{2} \sim\left\|U_{\varepsilon, Q G}\right\|_{\dot{H}^{1}}^{2}+\left\|U_{\varepsilon, o s c}\right\|_{\dot{H}^{1}}^{2} \sim\left\|\Omega_{\varepsilon}\right\|_{L^{2}}^{2}+\left\|U_{\varepsilon, o s c}\right\|_{\dot{H}^{1}}^{2},
$$

and to obtain the desired estimates we could, as in [18] estimate separatedly the potential vorticity and the oscillating part. But in our case, as $F \neq 1$, it will be easier to use dispersion phenomena together with the quasi-geostrophic structure and estimate the following (equivalent) norm:

$$
\left\|U_{\varepsilon}\right\|_{\dot{H}_{F}^{1}}^{2} \stackrel{\text { def }}{=}-\left(\Delta_{F} U_{\varepsilon} \mid U_{\varepsilon}\right)_{L^{2}}
$$

Taking the corresponding $\dot{H}_{F}^{1}$-inner product of $\left(P E_{\varepsilon}\right)$ with $U_{\varepsilon}$, we obtain that

$$
\frac{1}{2} \frac{d}{d t}\left\|U_{\varepsilon}\right\|_{\dot{H}_{F}^{1}}^{2}-\left(L U_{\varepsilon} \mid U_{\varepsilon}\right)_{\dot{H}_{F}^{1}}=-\left(v_{\varepsilon} \cdot \nabla U_{\varepsilon} \mid U_{\varepsilon}\right)_{\dot{H}_{F}^{1}}
$$

As usual $-\left(L U_{\varepsilon} \mid U_{\varepsilon}\right)_{\dot{H}_{F}^{1}} \geq \nu_{0}\left\|\nabla U_{\varepsilon}\right\|_{\dot{H}_{F}^{1}}^{2}$ and thanks to the fact that $U_{\varepsilon}=U_{\varepsilon, o s c}+U_{\varepsilon, Q G}$ we develop the right-hand side as follows:

$$
\begin{align*}
&\left(v_{\varepsilon} \cdot \nabla U_{\varepsilon} \mid U_{\varepsilon}\right)_{\dot{H}_{F}^{1}}=\left(v_{\varepsilon} \cdot \nabla U_{\varepsilon} \mid U_{\varepsilon, o s c}\right)_{\dot{H}_{F}^{1}}+\left(v_{\varepsilon} \cdot \nabla U_{\varepsilon, o s c} \mid U_{\varepsilon, Q G}\right)_{\dot{H}_{F}^{1}}+\left(v_{\varepsilon, o s c} \cdot \nabla U_{\varepsilon, Q G} \mid U_{\varepsilon, Q G}\right)_{\dot{H}_{F}^{1}} \\
&+\left(v_{\varepsilon, Q G} \cdot \nabla U_{\varepsilon, Q G} \mid U_{\varepsilon, Q G}\right)_{\dot{H}_{F}^{1}}=B_{1}+B_{2}+B_{3}+B_{4} . \tag{4.31}
\end{align*}
$$

What is more unusual is that the most dangerous term, namely $B_{4}$ (i.-e. the only one that may be large as it does not involve the oscillating part, we will show that the three other terms are small), is equal to zero. We emphasize that if we had computed the classical $\dot{H}^{1}$-innerproduct it was not true anymore (as for any Navier-Stokes type system), and this term would have obstructed any use of the logarithmic (or Gronwall)
estimates. To show this we simply use the following elementary computation related to the quasi-geostrophic decomposition: for any function $f$, we have:

$$
\left(f \mid U_{\varepsilon, Q G}\right)_{\dot{H}_{F}^{1}}=-\left(f \left\lvert\,\left(\begin{array}{c}
-\partial_{2} \\
\partial_{1} \\
0 \\
-F \partial_{3}
\end{array}\right) \Omega_{\varepsilon}\right.\right)_{L^{2}}=\left(\Omega(f) \mid \Omega_{\varepsilon}\right)_{L^{2}}
$$

Then, thanks to this, point 6 from Proposition 1 and the fact that $\operatorname{div} v_{\varepsilon, Q G}=0$, we obtain:

$$
B_{4}=\left(v_{\varepsilon, Q G} \cdot \nabla U_{\varepsilon, Q G} \mid U_{\varepsilon, Q G}\right)_{\dot{H}_{F}^{1}}=\left(\Omega\left(v_{\varepsilon, Q G} \cdot \nabla U_{\varepsilon, Q G}\right) \mid \Omega_{\varepsilon}\right)_{L^{2}}=\left(v_{\varepsilon, Q G} \cdot \nabla \Omega_{\varepsilon} \mid \Omega_{\varepsilon}\right)_{L^{2}}=0
$$

Writing

$$
\left\{\begin{array}{l}
\left|B_{1}\right| \leq C_{F}\left\|v_{\varepsilon}\right\|_{L^{2}}\left\|\nabla U_{\varepsilon}\right\|_{L^{2}}\left\|\nabla^{2} U_{\varepsilon, o s c}\right\|_{L^{\infty}} \\
\left|B_{2}\right| \leq C_{F}\left\|v_{\varepsilon}\right\|_{L^{2}}\left\|\nabla^{2} U_{\varepsilon}\right\|_{L^{2}}\left\|\nabla U_{\varepsilon, o s c}\right\|_{L^{\infty}} \\
\left|B_{3}\right| \leq C_{F}\left\|v_{\varepsilon, o s c}\right\|_{L^{\infty}}\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{2}}\left\|\nabla^{2} U_{\varepsilon, Q G}\right\|_{L^{2}}
\end{array}\right.
$$

thanks to the Leray estimates (2.6), the a priori estimates (2.7) and the fact that $\mathcal{P}, \mathcal{Q}$ are pseudo-differential operators of order zero, we get that for all $t \leq \min \left(T_{\varepsilon}^{*}, T_{\varepsilon}\right)$ :

$$
\begin{align*}
& \frac{1}{2}\left\|U_{\varepsilon}(t)\right\|_{\dot{H}_{F}^{1}}^{2}+\nu_{0} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{\dot{H}_{F}^{1}}^{2} d \tau \\
& \quad \leq \frac{1}{2}\left\|U_{0, \varepsilon}\right\|_{\dot{H}_{F}^{1}}^{2}+C_{F} \int_{0}^{t}\left\|U_{\varepsilon}(\tau)\right\|_{H^{6}}^{2}\left(\left\|U_{\varepsilon, o s c}\right\|_{L^{\infty}}+\left\|\nabla U_{\varepsilon, o s c}\right\|_{L^{\infty}}+\left\|\nabla^{2} U_{\varepsilon, o s c}\right\|_{L^{\infty}}\right) d \tau \\
& \leq C_{F}\left(\left\|U_{0, \varepsilon}\right\|_{\dot{H}^{1}}^{2}+\left\|U_{\varepsilon, 0}\right\|_{H^{6}}^{2} e^{2 C V_{\varepsilon}(t)} t^{\frac{3}{4}}\left(\left\|U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}}+\left\|\nabla U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}}+\left\|\nabla^{2} U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}}\right)\right) \tag{4.32}
\end{align*}
$$

Therefore, thanks to Proposition 5 and (3.21) (we roughly use it even if we do not have derivatives of order three here) and as $t \leq \min \left(T_{\varepsilon}, \gamma \ln (\ln |\ln \varepsilon|)\right), V_{\varepsilon}(t) \leq K_{\varepsilon}=-2 \gamma \ln \varepsilon$ and $\left\|U_{0, \varepsilon}\right\|_{H^{6}} \leq C_{0} \varepsilon^{-5 \beta}$ we have:

$$
\begin{align*}
& \frac{1}{2}\left\|U_{\varepsilon}(t)\right\|_{\dot{H}_{F}^{1}}^{2}+\nu_{0} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{\dot{H}_{F}^{1}}^{2} d \tau \\
& \leq C_{F}\left(\left\|U_{0, \varepsilon}\right\|_{\dot{H}^{1}}^{2}+\left(T_{\varepsilon}^{\gamma}\right)^{\frac{5}{4}}\left(\varepsilon^{M-3(5 \beta+2 C \gamma)}+\varepsilon^{\frac{m}{2}-(M+3(5 \beta+2 C \gamma))}\right.\right. \\
&  \tag{4.33}\\
& \left.\left.\quad+\varepsilon^{1-(3 M+m+3(5 \beta+2 C \gamma))}+\varepsilon^{\frac{1}{4}-(8 M+4 m+4(5 \beta+2 C \gamma))}\right)\right)
\end{align*}
$$

So, similarly, under the following conditions:

$$
\left\{\begin{array}{l}
3(5 \beta+2 C \gamma) \leq \frac{M}{2}  \tag{4.34}\\
M+3(5 \beta+2 C \gamma) \leq \frac{m}{4} \\
3 M+m+3(5 \beta+2 C \gamma) \leq \frac{1}{2} \\
8 M+4 m+4(5 \beta+2 C \gamma) \leq \frac{1}{8}
\end{array}\right.
$$

which are implied for example if we have:

$$
\left\{\begin{array}{l}
5 \beta+2 C \gamma \leq \frac{M}{6},  \tag{4.35}\\
M \leq \frac{m}{6} \quad \text { and } \quad m \leq \frac{1}{49},
\end{array}\right.
$$

then as $\min \left(\frac{M}{2}, \frac{m}{4}, \frac{1}{2}, \frac{1}{8}\right)=\frac{M}{2}$, if $\varepsilon$ is small enough we can write that:

$$
\begin{align*}
\frac{1}{2}\left\|U_{\varepsilon}(t)\right\|_{\dot{H}_{F}^{1}}^{2}+\nu_{0} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{\dot{H}_{F}^{1}}^{2} d \tau \leq C_{F}\left(\left\|U_{0, \varepsilon}\right\|_{\dot{H}^{1}}^{2}+\right. & \left.\left(T_{\varepsilon}^{\gamma}\right)^{\frac{5}{4}} \varepsilon^{\frac{M}{2}}\right) \\
& \leq C_{F}\left(C_{0}+\varepsilon^{\frac{M}{4}}\right) \leq C_{F} \tag{4.36}
\end{align*}
$$

This concludes the proof.

## 4.2 $\quad L^{2}$-estimate for the potential vorticity

As a direct consequence of (4.30) we obtain the following result:
Proposition 7 Under the assumptions of Theorem 1, and with the notations from (2.9), there exists $C_{F}, M>0$ (with $M<1 / 294$ ) and $\varepsilon_{0}$ such that if $5 \beta+2 C \gamma \leq M / 6$, then for all $0<\varepsilon \leq \varepsilon_{0}$ and all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$, we have:

$$
\begin{equation*}
\frac{1}{2}\left\|\Omega_{\varepsilon}(t)\right\|_{L^{2}}^{2}+\nu_{0} \int_{0}^{t}\left\|\nabla \Omega_{\varepsilon}(\tau)\right\|_{L^{2}}^{2} d \tau \leq C_{F} \tag{4.37}
\end{equation*}
$$

## 5 Proof of the main result

## 5.1 $\quad L^{\infty}$-estimates for the potential vorticity

The object of this section is to obtain $L^{\infty}$-estimates for the potential vorticity. This result is very close to Proposition 1 from [16].

Proposition 8 Under the assumptions of Proposition 6, and with the notations from (2.9), there exists $C_{F}, D_{F}, C_{0}^{\prime}, M>0$ and $\varepsilon_{0}\left(D_{F}\right.$ depending on $F, \nu$ and $\nu^{\prime}, C_{0}^{\prime}$ depending on $\left.\left\|\Omega_{0}\right\|_{L^{\infty}}\right)$ such that if $5 \beta+2 C \gamma \leq M / 6$, then for all $0<\varepsilon \leq \varepsilon_{0}$ and all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$, we have:

$$
\left\{\begin{array}{l}
\frac{1}{2}\left\|U_{\varepsilon}(t)\right\|_{\dot{H}^{1}}^{2}+\nu_{0} \int_{0}^{t}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{\dot{H}^{1}}^{2} d \tau \leq C_{F}  \tag{5.38}\\
\left\|\Omega_{\varepsilon}\right\|_{L_{t}^{\infty} L^{\infty}} \leq C_{0}^{\prime} e^{t D_{F}}
\end{array}\right.
$$

Proof : the $\dot{H}^{1}$-estimates were obtained in the previous section and the ideas to get the $L^{\infty}$-estimates are the same as in [16] so we will skip details and only focus on what is different. Let us define for all $\xi \neq 0, q_{0}(\xi)$ by

$$
\widehat{\Gamma u}(\xi)=-\frac{|\xi|^{2}}{|\xi|_{F}^{2}}\left(\nu \xi_{1}^{2}+\nu \xi_{2}^{2}+\nu^{\prime} F^{2} \xi_{3}^{2}\right) \widehat{u}(\xi) \stackrel{\text { def }}{=}-q_{0}\left(\sqrt{\nu_{0}} \xi\right) \widehat{u}(\xi)
$$

If we denote $M=\frac{\nu}{\nu_{0}}$ and $M^{\prime}=\frac{\nu^{\prime}}{\nu_{0}},\left(\right.$ recall that $\left.\nu_{0}=\min \left(\nu, \nu^{\prime}\right)>0\right)$ then

$$
\left\{\begin{array}{l}
\min \left(M, M^{\prime}\right)=1 \\
\max \left(M, M^{\prime}\right)=M_{v i s c}=\frac{\max \left(\nu, \nu^{\prime}\right)}{\min \left(\nu, \nu^{\prime}\right)}
\end{array}\right.
$$

so that

$$
q_{0}(\xi)=\frac{|\xi|^{2}}{|\xi|_{F}^{2}}\left(M \xi_{1}^{2}+M \xi_{2}^{2}+M^{\prime} F^{2} \xi_{3}^{2}\right) \geq|\xi|^{2}
$$

And, as explained in [16], we can write that $e^{t \Gamma} u=K_{t} * u$, where the kernel $K_{t}(x)$ is defined for all $t, x$ by:

$$
K_{t}(x)=\frac{1}{{\sqrt{\nu_{0} t}}^{3}} K_{1}\left(\frac{x}{\sqrt{\nu_{0} t}}\right), \quad \text { with } \quad K_{1}(x)=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}^{3}} e^{i x \cdot \xi} e^{-q_{0}(\xi)} d \xi
$$

We recall that in [16] we obtained there exists a constant $C_{F}^{\prime}>0$ depending on $F, M_{\text {visc }}$ such that

$$
\begin{equation*}
\left\|K_{1}\right\|_{L^{1}}+\left\|\nabla K_{1}\right\|_{L^{\frac{6}{5}}} \leq C_{F}^{\prime} \tag{5.39}
\end{equation*}
$$

Thanks to the Duhamel form, we obtain that for all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$,

$$
\Omega_{\varepsilon}(t)=e^{t \Gamma} \Omega_{0, \varepsilon}+\int_{0}^{t} e^{(t-\tau) \Gamma}\left(-\operatorname{div}\left(v_{\varepsilon} \otimes \Omega_{\varepsilon}\right)(\tau)+\left(\nu-\nu^{\prime}\right) F \partial_{3} \Delta \theta_{\varepsilon, o s c}(\tau)+q_{\varepsilon}(\tau)\right) d \tau
$$

Then as in the cited paper, replacing $q_{\varepsilon}$ by its value and thanks to (5.39) and convolution estimates,

$$
\begin{align*}
& \left\|\Omega_{\varepsilon}(t)\right\|_{L^{\infty}} \\
& \leq C_{F}^{\prime}\left(\left\|\Omega_{0, \varepsilon}\right\|_{L^{\infty}}+\int_{0}^{t}\left(F\left|\nu-\nu^{\prime}\right|\left\|\partial_{3} \Delta \theta_{\varepsilon, o s c}(\tau)\right\|_{L^{\infty}}+\left\|\nabla U_{\varepsilon}(\tau) \cdot \nabla U_{\varepsilon, o s c}(\tau)\right\|_{L^{\infty}}\right) d \tau\right) \\
& \quad+\int_{0}^{t} \frac{1}{{\sqrt{\nu_{0}(t-\tau)^{4}}}^{\nu_{0}(t-\tau)^{3}} \cdot \frac{5}{6}\left\|\nabla K_{1}\right\|_{L^{\frac{6}{5}}}\left\|v_{\varepsilon}(\tau)\right\|_{L^{6}}\left\|\Omega_{\varepsilon}(\tau)\right\|_{L^{\infty}} d \tau .} \tag{5.40}
\end{align*}
$$

We recall that as assumed in Theorem $1, \Omega_{\varepsilon}=\varepsilon^{-3 \beta} h\left(\varepsilon^{\beta}.\right) * \Omega_{0}$. Then, using the injection $H^{2}\left(\mathbb{R}^{3}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{3}\right)$ we get:

$$
\begin{align*}
\left\|\Omega_{\varepsilon}(t)\right\|_{L^{\infty}} \leq C_{F}^{\prime}\left(\left\|\Omega_{0}\right\|_{L^{\infty}}+\right. & \left.\left(T_{\varepsilon}^{\gamma}\right)^{\frac{3}{4}}\left(\left\|\nabla^{3} U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}}+\left\|U_{0, \varepsilon}\right\|_{H^{6}} e^{C V_{\varepsilon}(t)}\left\|\nabla U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}}\right)\right) \\
& +C_{F}^{\prime} \nu_{0}^{-\frac{3}{4}}\left(\int_{0}^{t}(t-\tau)^{-\frac{3}{4}} d \tau\right)\left\|v_{\varepsilon}\right\|_{L^{\infty} \dot{H}^{1}}\left\|\Omega_{\varepsilon}\right\|_{L_{t}^{\infty} L^{\infty}} \tag{5.41}
\end{align*}
$$

and thanks to (3.21) and (4.30),

$$
\begin{align*}
& \left\|\Omega_{\varepsilon}\right\|_{L_{t}^{\infty} L^{\infty}} \leq C_{F}^{\prime}\left(\left\|\Omega_{0}\right\|_{L^{\infty}}+\left(T_{\varepsilon}^{\gamma}\right)^{\frac{5}{4}}\left(\varepsilon^{M-2(5 \beta+C \gamma)}+\varepsilon^{\frac{m}{2}-2(M+5 \beta+2 C \gamma)}\right.\right. \\
& \left.\left.\quad+\varepsilon^{1-(3 M+m+2(5 \beta+2 C \gamma))}+\varepsilon^{\frac{1}{4}-(8 M+4 m+3(5 \beta+2 C \gamma))}\right)\right)+4 C_{F}^{\prime} \nu_{0}^{-\frac{3}{4}} t^{\frac{1}{4}} C_{F}^{\prime}\left\|\Omega_{\varepsilon}\right\|_{L_{t}^{\infty} L^{\infty}} \tag{5.42}
\end{align*}
$$

The conditions on $M, m, \beta, \gamma$ under which the exponents of $\varepsilon$ are positive are implied by (4.35), then there exists $\varepsilon_{0}>0$ (only depending on $\beta, \gamma$ ) such that if $\varepsilon \leq \varepsilon_{0}$ then

$$
\begin{align*}
& \left(T_{\varepsilon}^{\gamma}\right)^{\frac{5}{4}}\left(\varepsilon^{M-2(5 \beta+C \gamma)}+\varepsilon^{\frac{m}{2}-2(M+5 \beta+2 C \gamma)}+\varepsilon^{1-(3 M+m+2(5 \beta+2 C \gamma))}\right. \\
& \left.\quad+\varepsilon^{\frac{1}{4}-(8 M+4 m+3(5 \beta+2 C \gamma))}\right) \leq 1 \tag{5.43}
\end{align*}
$$

and if $t$ is so small that $4 C_{F}^{\prime} \nu_{0}^{-\frac{3}{4}} t^{\frac{1}{4}} C_{F}^{\prime} \leq \frac{1}{2}$, that is

$$
\begin{equation*}
t \leq \frac{\nu_{0}^{3}}{\left(8 C_{F}^{\prime}\right)^{4}} \tag{5.44}
\end{equation*}
$$

then we obtain that

$$
\left\|\Omega_{\varepsilon}\right\|_{L_{t}^{\infty} L^{\infty}} \leq C_{F}^{\prime}\left(\left\|\Omega_{0}\right\|_{L^{\infty}}+1\right)
$$

As we want a result for large times $t$, we will globalize the estimates with the usual method: if we subdivide the interval $[0, t]$ into $0=T_{0}<T_{1}<\ldots<T_{N}=t$ such that for any $i \in\{0, \ldots, N-1\}$,

$$
\begin{equation*}
T_{i+1}-T_{i} \sim \frac{\nu_{0}^{3}}{\left(8 C_{F}^{\prime}\right)^{4}} \tag{5.45}
\end{equation*}
$$

then the previous arguments imply that if $0<\varepsilon \leq \varepsilon_{0}$ for any $i \in\{0, \ldots, N-1\}$,

$$
\left\|\Omega_{\varepsilon}\right\|_{L \infty\left(\left[T_{i}, T_{i+1}\right], L^{\infty}\right)} \leq C_{F}^{\prime}\left(\left\|\Omega_{\varepsilon}\left(T_{i}\right)\right\|_{L^{\infty}}+1\right) \leq C_{0}^{\prime}\left(C_{F}^{\prime}\right)^{i}
$$

Next summing (5.45) for $i \in\{0, \ldots, N-1\}$, we obtain that $N \sim \frac{\left(8 C_{F}^{\prime}\right)^{4}}{\nu_{0}^{3}} t$ so that finally if we denote $D_{F} \stackrel{\text { def }}{=} \frac{\left(8 C_{F}^{\prime}\right)^{4}}{\nu_{0}^{3}} \ln C_{F}^{\prime}$ we obtain the desired estimate for $\Omega_{\varepsilon}$.

### 5.2 Tangential regularity

### 5.2.1 Advected family of vector fields

We refer to the appendix for an introduction to the notations related to the vortex patches. As mentionned before, a crucial ingredient in the proof of the main result of this article is to use the logarithmic estimates (2.8). However we need to be careful that if $\Omega_{0}$ is $C^{s}\left(X_{0}\right)$ where $X_{0}=\left\{X_{0, \lambda}, \lambda=1, \ldots, N\right\}$ is a fixed admissible system of $C^{s_{-}}$ vectorfields, we will not measure $\left\|\Omega_{\varepsilon}\right\|_{C^{s}\left(X_{0}\right)}$ but $\left\|\Omega_{\varepsilon}\right\|_{C^{s}\left(X_{t, \lambda}^{\varepsilon}\right)}$ where $X_{t, \lambda}^{\varepsilon}$ is the solution of the following transport equation:

$$
\left\{\begin{array}{l}
\partial_{t} X_{t, \lambda}^{\varepsilon}+v_{\varepsilon} \cdot \nabla X_{t, \lambda}^{\varepsilon}=X_{t, \lambda}^{\varepsilon} \cdot \nabla v_{\varepsilon}  \tag{5.46}\\
X_{t, \lambda / t=0}^{\varepsilon}=X_{0, \lambda}
\end{array}\right.
$$

The regularity is preserved by this transformation : we refer to [36] for the proof of the fact that $X_{0, \lambda} \in C^{s} \Rightarrow X_{t, \lambda}^{\varepsilon} \in C^{s}$. We refer to [17, 36, 39, 29] for more details about the persistence of the tangential (or stratified) regularity in the vortex patches theory and we recall that we denote for any function $w$ (using the same notation as in [29, 10]):

$$
X_{t, \lambda}^{\varepsilon}(x, D) w=\operatorname{div}\left(w \otimes X_{t, \lambda}^{\varepsilon}\right)
$$

Then in our case, (2.8) becomes

$$
\begin{equation*}
\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} \leq C\left(\left\|\Omega_{\varepsilon}\right\|_{L^{2}}+\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}} \log \left(e+\frac{\left\|\Omega_{\varepsilon}\right\|_{C^{s}\left(X_{t, \lambda}^{\varepsilon}\right)}}{\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}}}\right)\right) \tag{5.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|\Omega_{\varepsilon}\right\|_{C^{s}\left(X_{t, \lambda}^{\varepsilon}\right)}=\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}}+\left\|\left[X_{t, \lambda}^{\varepsilon}\right]^{-1}\right\|_{L^{\infty}}+\sum_{\lambda=1}^{N}\left(\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}}+\left\|X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{C^{s-1}}\right) \tag{5.48}
\end{equation*}
$$

and there remains for us to estimate the last three terms. Only the last one requires a careful study as the other terms are strictly the same as in [10]. For now we will estimate these other terms and state in the next section the smoothing effect provided by a priori estimates on $\Omega_{\varepsilon}$ that will help us estimating $X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}$. In what follows we will first obtain estimates in a small time interval $\left[T_{1}, T_{2}\right]$ and then globalize the results at the end of the article.

Remark 13 For more simplicity, in this section we will denote $X^{\varepsilon}(t)$ instead of $X_{t, \lambda}^{\varepsilon}$.
System (5.46) has been extensively studied (see [17, 36, 39, 29, 10]) and we refer to [10] for the following estimate: there exists a constant $C_{s}>0$ such that for all $t \in\left[T_{1}, T_{2}\right]$,

$$
\begin{align*}
\left\|X^{\varepsilon}(t)\right\|_{C^{s}} & \leq\left\|X^{\varepsilon}\left(T_{1}\right)\right\|_{C^{s}}+C_{s} \int_{T_{1}}^{t}\left\|X^{\varepsilon}\left(t^{\prime}\right)\right\|_{C^{s}}\left\|U_{\varepsilon}\right\|_{L i p} d t^{\prime} \\
& +C_{s} \int_{T_{1}}^{t}\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\left(t^{\prime}\right)\right\|_{C^{s-1}} d t^{\prime}+C_{s} \int_{T_{1}}^{t}\left\|X^{\varepsilon}\left(t^{\prime}\right)\right\|_{L^{\infty}}\left\|U_{\varepsilon, o s c}\right\|_{C^{s+1}} d t^{\prime} \tag{5.49}
\end{align*}
$$

Without any change, as in [10] we refer to $[17,36]$ for the fact that for all $t \in\left[0, T_{\varepsilon}[\right.$,

$$
\left\{\begin{array}{l}
\left\|X^{\varepsilon}(t)\right\|_{L^{\infty}} \leq\left\|X_{0}\right\|_{L^{\infty}} e^{C V_{\varepsilon}(t)} \leq C_{0} \varepsilon^{-2 C \gamma}  \tag{5.50}\\
\left\|\left[X_{t, \lambda}^{\varepsilon}\right]^{-1}\right\|_{L^{\infty}} \leq C_{0} e^{C V_{\varepsilon}(t)} \leq C_{0} \varepsilon^{-2 C \gamma}
\end{array}\right.
$$

Using this and estimates (3.21) and (3.24), we obtain that under condition (4.35) on $m, M, \beta$ and $\gamma$ there exists $\varepsilon_{0}>0$ such that if $0<\varepsilon \leq \varepsilon_{0}$ we have,

$$
C_{s} \int_{T_{1}}^{t}\left\|X^{\varepsilon}\left(t^{\prime}\right)\right\|_{L^{\infty}}\left\|U_{\varepsilon, o s c}\right\|_{C^{s+1}} d t^{\prime} \leq C_{F, s} \varepsilon^{\frac{M}{2}}\left(T_{\varepsilon}^{\gamma}\right)^{\frac{1}{2}} \leq 1
$$

and therefore:

$$
\begin{align*}
&\left\|X^{\varepsilon}(t)\right\|_{C^{s}} \leq\left\|X^{\varepsilon}\left(T_{1}\right)\right\|_{C^{s}}+1+C_{s} \int_{T_{1}}^{t}\left\|X^{\varepsilon}\left(t^{\prime}\right)\right\|_{C^{s}}\left\|U_{\varepsilon}\right\|_{\text {Lip }} d t^{\prime} \\
&+C_{s} \int_{T_{1}}^{t}\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\left(t^{\prime}\right)\right\|_{C^{s-1}} d t^{\prime} \tag{5.51}
\end{align*}
$$

### 5.2.2 Smoothing effect for $\Omega_{\varepsilon}$

The aim of this section is to state the heat regularization occuring for the potential vorticity $\Omega_{\varepsilon}$ in Besov and Hölder spaces. We recall that $\Omega_{\varepsilon}$ satisfies system (1.2). Thanks to Proposition 6, under conditions (4.35) and if $0<\varepsilon \leq \varepsilon_{0}$, we have

$$
\begin{equation*}
\left\|v_{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, T_{2}\right], L^{6}\right)} \leq\left\|U_{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, T_{2}\right], \dot{H}^{1}\right)} \leq C_{F} \tag{5.52}
\end{equation*}
$$

If in addition $T_{1} \leq T_{2}$ are such that:

$$
\left\{\begin{array}{l}
2 C_{F}\left(T_{2}-T_{1}\right)^{\frac{1}{4}} \leq \nu_{0}^{3}  \tag{5.53}\\
e^{C \int_{T_{1}}^{T_{2}}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{L} \infty}-1 \leq \frac{1}{C_{F} M_{v i s c}}
\end{array}\right.
$$

then from Theorem 3 (see Appendix, this result is proved in [16]), for all $t \in\left[T_{1}, T_{2}\right]$

$$
\begin{align*}
& \left\|\Omega_{\varepsilon}\right\|_{\widetilde{L}^{\infty}\left(\left[T_{1}, t\right], C_{*}^{0}\right)}+\nu_{0}\left\|\Omega_{\varepsilon}\right\|_{\widetilde{L}^{1}\left(\left[T_{1}, t\right], C_{*}^{2}\right)} \\
& \quad \leq C_{F}\left[\left\|\Omega_{\varepsilon}\left(T_{1}\right)\right\|_{L^{\infty}}+\int_{T_{1}}^{t}\left(F\left|\nu-\nu^{\prime}\right|\left\|\partial_{3} \Delta \theta_{\varepsilon, o s c}(\tau)\right\|_{L^{\infty}}+\left\|q_{\varepsilon}(\tau)\right\|_{L^{\infty}}\right) d \tau\right] \tag{5.54}
\end{align*}
$$

Thanks to (3.21) and (3.24), we estimate as usual the oscillating part and obtain:

$$
\left\|\Omega_{\varepsilon}\right\|_{\widetilde{L}^{\infty}\left(\left[T_{1}, t\right], C_{*}^{0}\right)}+\nu_{0}\left\|\Omega_{\varepsilon}\right\|_{\widetilde{L}^{1}\left(\left[T_{1}, t\right], C_{*}^{2}\right)} \leq C_{F}\left(\left\|\Omega_{\varepsilon}\left(T_{1}\right)\right\|_{L^{\infty}}+\varepsilon^{\frac{M}{2}}\left(T_{\varepsilon}^{\gamma}\right)^{\frac{1}{2}}\left(t-T_{1}\right)^{\frac{3}{4}}\right)
$$

The last term is small so there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$ it is bounded by 1 , then using (5.38), we end up with:

$$
\begin{equation*}
\left\|\Omega_{\varepsilon}\right\|_{\widetilde{L}^{\infty}\left(\left[T_{1}, t\right], C_{*}^{0}\right)}+\nu_{0}\left\|\Omega_{\varepsilon}\right\|_{\widetilde{L}^{1}\left(\left[T_{1}, t\right], C_{*}^{2}\right)} \leq C_{F}\left(e^{T_{1} D_{F}}+1\right) \leq 2 C_{F} e^{T_{1} D_{F}} \tag{5.55}
\end{equation*}
$$

### 5.2.3 Study of $X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}$

As explained before, we now turn to the most difficult term. We begin with the transportdiffusion system satisfied by $X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}$ : similarly to [10] (the differences are the nonlocal operator and the additionnal term $\left.F\left(\nu-\nu^{\prime}\right) \partial_{3} \Delta \theta_{\varepsilon}\right)$ we easily obtain that:

$$
\begin{align*}
\left(\partial_{t}+v_{\varepsilon} \cdot\right. & \nabla-\Gamma)\left(X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}\right) \\
& =\left(\nu-\nu^{\prime}\right) F X_{t, \lambda}^{\varepsilon}(x, D)\left(\partial_{3} \Delta \theta_{\varepsilon}\right)+X_{t, \lambda}^{\varepsilon}(x, D) q_{\varepsilon}+\left[X_{t, \lambda}^{\varepsilon}(x, D), \Gamma\right] \Omega_{\varepsilon} \tag{5.56}
\end{align*}
$$

with the initial data

$$
X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon / t=0}=X_{0, \lambda}(x, D) \Omega_{0, \varepsilon}
$$

As in $[39,10]$ all the difficulty will lie in estimating the last term $\left[X_{t, \lambda}^{\varepsilon}(x, D), \Gamma\right] \Omega_{\varepsilon}$ and in our case, as in [16], everything will be far more tricky as we have to deal with the non-local diffusion operator $\Gamma$ instead of the Laplacian. As was first observed in [39] this commutator is a sum of terms of different regularity. From (6.99) that provides the
decomposition of $\Gamma$ into its local and purely non-local parts (we refer to [16] for more details) we can decompose the commutator into:

$$
\begin{align*}
{\left[X_{t, \lambda}^{\varepsilon}(x, D), \Gamma\right] \Omega_{\varepsilon} } & =\mathbb{A}+\mathbb{B} \\
& =\left[X_{t, \lambda}^{\varepsilon}(x, D), \Gamma_{L}\right] \Omega_{\varepsilon}+\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right)\left[X_{t, \lambda}^{\varepsilon}(x, D), \Lambda^{2}\right] \Omega_{\varepsilon} \tag{5.57}
\end{align*}
$$

The first term will be decomposed exactly as in [39, 10] into:

$$
\begin{equation*}
\mathbb{A}=F_{\mathbb{A}}+G_{\mathbb{A}} \tag{5.58}
\end{equation*}
$$

with

$$
F_{\mathbb{A}}=-\sum_{i=1}^{3}\left(\partial_{i} R\left(\Omega_{\varepsilon}, \Gamma_{L} X_{t, \lambda}^{\varepsilon, i}\right)+2 \partial_{i} R\left({ }^{t} \nabla X_{t, \lambda}^{\varepsilon, i}, M_{\nu, \nu^{\prime}, F} \nabla \Omega_{\varepsilon}\right)\right)
$$

and

$$
\begin{align*}
G_{\mathbb{A}}=-\sum_{i=1}^{3}\left(\partial_{i} T_{\Omega_{\varepsilon}} \Gamma_{L} X_{t, \lambda}^{\varepsilon, i}\right. & +\partial_{i} T_{\Gamma_{L} X_{t, \lambda}^{\varepsilon, i}} \Omega_{\varepsilon} \\
& \left.+2 \partial_{i} T_{t \nabla X_{t, \lambda}^{\varepsilon, i}} M_{\nu, \nu^{\prime}, F} \nabla \Omega_{\varepsilon}+2 \partial_{i} T_{M_{\nu, \nu^{\prime}, F} \nabla \Omega_{\varepsilon}} \nabla X_{t, \lambda}^{\varepsilon, i}\right) \tag{5.59}
\end{align*}
$$

where $M_{\nu, \nu^{\prime}, F}$ is the diagonal matrix defined by

$$
\left(\begin{array}{ccc}
\nu & 0 & 0 \\
0 & \nu & 0 \\
0 & 0 & \left(1-F^{2}\right) \nu+F^{2} \nu^{\prime}
\end{array}\right)
$$

and $R$ and $T$ correspond to the Bony decomposition and are defined in (6.97) (we refer to $[6,17,4]$ for precise studies of these operators). The second term first needs to be rewritten into :

$$
\begin{gather*}
\mathbb{B}=-\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right)\left(X_{t, \lambda}^{\varepsilon}(x, D)\left(\Lambda^{2} \Omega_{\varepsilon}\right)-\Lambda^{2}\left(X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}\right)\right) \\
=-\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \sum_{i=1}^{3} \partial_{i}\left(X_{t, \lambda}^{\varepsilon, i} \Lambda^{2} \Omega_{\varepsilon}-\Lambda^{2}\left(X_{t, \lambda}^{\varepsilon, i} \Omega_{\varepsilon}\right)\right) \\
=-\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \sum_{i=1}^{3} \partial_{i}\left(\left(X_{t, \lambda}^{\varepsilon, i} \Lambda\left(\Lambda \Omega_{\varepsilon}\right)-\Lambda\left(X_{t, \lambda}^{\varepsilon, i} \Lambda \Omega_{\varepsilon}\right)\right)+\Lambda\left(X_{t, \lambda}^{\varepsilon, i} \Lambda \Omega_{\varepsilon}-\Lambda\left(X_{t, \lambda}^{\varepsilon, i} \Omega_{\varepsilon}\right)\right)\right) \tag{5.60}
\end{gather*}
$$

And using the bilinear operator $M$ defined in (6.102), we can decompose $\mathbb{B}$ into:

$$
\begin{array}{r}
\mathbb{B}=-\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \sum_{i=1}^{3} \partial_{i}\left[\Lambda X_{t, \lambda}^{\varepsilon, i} \Lambda \Omega_{\varepsilon}+M\left(X_{t, \lambda}^{\varepsilon, i}, \Lambda \Omega_{\varepsilon}\right)+\Lambda\left(\Lambda X_{t, \lambda}^{\varepsilon, i} \Omega_{\varepsilon}+M\left(X_{t, \lambda}^{\varepsilon, i}, \Omega_{\varepsilon}\right)\right)\right] \\
=F_{\mathbb{B}}+G_{\mathbb{B}}, \tag{5.61}
\end{array}
$$

with

$$
\begin{align*}
F_{\mathbb{B}}=-\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \sum_{i=1}^{3} \partial_{i}[ & R\left(\Lambda X_{t, \lambda}^{\varepsilon, i}, \Lambda \Omega_{\varepsilon}\right)+M_{p}\left(R\left(X_{t, \lambda}^{\varepsilon, i}, \Lambda \Omega_{\varepsilon}\right)\right) \\
& \left.+\Lambda R\left(\Lambda X_{t, \lambda}^{\varepsilon, i}, \Omega_{\varepsilon}\right)+\Lambda M_{p}\left(R\left(X_{t, \lambda}^{\varepsilon, i}, \Omega_{\varepsilon}\right)\right)\right] \tag{5.62}
\end{align*}
$$

and

$$
\begin{align*}
& G_{\mathbb{B}}=-\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \sum_{i=1}^{3} \partial_{i}\left[T_{\Lambda X_{t, \lambda}^{\varepsilon, i}} \Lambda \Omega_{\varepsilon}+T_{\Lambda \Omega_{\varepsilon}} \Lambda X_{t, \lambda}^{\varepsilon, i}+M_{p}\left(T_{X_{t, \lambda}^{\varepsilon, \lambda}} \Lambda \Omega_{\varepsilon}\right)+M_{p}\left(T_{\Lambda \Omega_{\varepsilon}} X_{t, \lambda}^{\varepsilon, i}\right)\right. \\
&\left.+\Lambda\left(T_{\Lambda X_{t, \lambda}^{\varepsilon, i}} \Omega_{\varepsilon}+T_{\Omega_{\varepsilon}} \Lambda X_{t, \lambda}^{\varepsilon, i}+M_{p}\left(T_{X_{t, \lambda}^{\varepsilon, i}} \Omega_{\varepsilon}\right)+M_{p}\left(T_{\Omega_{\varepsilon}} X_{t, \lambda}^{\varepsilon, i}\right)\right)\right], \tag{5.63}
\end{align*}
$$

where we denote for any smooth functions $f, g$ :

$$
\left\{\begin{array}{l}
M_{p}\left(T_{f} g\right)=\sum_{q \geq-1} M\left(S_{q-1} f, \Delta_{q} g\right) \\
M_{p}(R(f, g))=\sum_{q \geq-1} \sum_{\alpha=-1}^{1} M\left(\Delta_{q} f, \Delta_{q+\alpha} g\right)
\end{array}\right.
$$

As in $[39,10]$ we decompose the commutators into the sum of two terms which have different regularity. This is the object of the following result:

Proposition 9 If $s \in] 0,1\left[\right.$ there exists a constant $C$ such that for all $0 \leq T_{1} \leq T_{2} \leq$ $\min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$ satisfying condition (5.53), we have for all $t \in\left[T_{1}, T_{2}\right]$ :

$$
\left\{\begin{array}{l}
\left\|F_{\mathbb{A}}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)}+\left\|F_{\mathbb{B}}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \leq C_{F, s} \max \left(\nu, \nu^{\prime}\right)\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)}\left\|\Omega_{\varepsilon}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C_{*}^{2}\right)},  \tag{5.64}\\
\left\|G_{\mathbb{A}}(t)\right\|_{C^{s-3}}+\left\|G_{\mathbb{B}}(t)\right\|_{C^{s-3}} \leq C_{F, s} \max \left(\nu, \nu^{\prime}\right)\left\|\Omega_{\varepsilon}(t)\right\|_{L^{\infty}}\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}}
\end{array}\right.
$$

This immediately implies, thanks to (5.38) and (5.55) that for all $t \in\left[T_{1}, T_{2}\right]$ :

$$
\left\{\begin{array}{l}
\left\|F_{\mathbb{A}}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)}+\left\|F_{\mathbb{B}}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \leq C_{F} M_{v i s c} e^{T_{1} D_{F}}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)},  \tag{5.65}\\
\frac{1}{\nu_{0}}\left(\left\|G_{\mathbb{A}}(t)\right\|_{C^{s-3}}+\left\|G_{\mathbb{B}}(t)\right\|_{C^{s-3}}\right) \leq C_{F} M_{v i s c} e^{T_{1} D_{F}}\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}}
\end{array}\right.
$$

Proof : even if the estimates of $F_{\mathbb{A}}$ and $G_{\mathbb{A}}$ are obtained exactly as in $[39,10]$ we will give a quick proof of them as it helps understanding how to deal with $F_{\mathbb{B}}$ and $G_{\mathbb{B}}$ which are more tricky. Let us begin with $F_{\mathbb{A}}$. In this proof, in order to simplify, we will drop
the summation in $i$ :

$$
\begin{align*}
& \left\|F_{\mathbb{A}}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \\
& =C_{F} \max \left(\nu, \nu^{\prime}\right) \sup _{q \geq-1} 2^{q(s-1)} \int_{T_{1}}^{t}\left\|\Delta_{q}\left(\nabla R\left(\Omega_{\varepsilon}, \Gamma_{L} X_{\tau, \lambda}^{\varepsilon}\right)+2 \nabla R\left({ }^{t} \nabla X_{\tau, \lambda}^{\varepsilon}, M_{\nu, \nu^{\prime}, F} \nabla \Omega_{\varepsilon}\right)\right)\right\|_{L^{\infty}} d \tau \\
& \leq C_{F} \max \left(\nu, \nu^{\prime}\right) \sup _{q \geq-1} 2^{q s} \int_{T_{1}}^{t} \sum_{\substack{l \geq q-N_{0} \\
l \geq-1}} \sum_{\alpha=-1}^{1}\left(\left\|\Delta_{l} \Omega_{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{l+\alpha} \Gamma_{L} X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\right. \\
& \left.\quad+\left\|\Delta_{l+\alpha} \nabla X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{l} M_{\nu, \nu^{\prime}, F} \nabla \Omega_{\varepsilon}\right\|_{L^{\infty}}\right) d \tau \\
& \leq C_{F} \max \left(\nu, \nu^{\prime}\right) \sup _{q \geq-1} 2^{q s} \sum_{\substack{l \geq q-N_{0} \\
l \geq-1}} \int_{T_{1}}^{t} 2^{2 l}\left\|\Delta_{l} \Omega_{\varepsilon}(\tau)\right\|_{L^{\infty}} 2^{-l s}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{C^{s}} d \tau \\
& \leq C_{F} \max \left(\nu, \nu^{\prime}\right)\left(\sum_{l \geq q-N_{0}} 2^{(q-l) s}\right)\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)}\left\|\Omega_{\varepsilon}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C_{*}^{2}\right)} . \tag{5.66}
\end{align*}
$$

Similarly, for $F_{\mathbb{B}}$, thanks to Proposition 11 (see Appendix) we can write that for all functions $f, g$ and all $l, l^{\prime} \geq-1$ :

$$
\left\|M\left(\Delta_{l} f, \Delta_{l^{\prime}} g\right)\right\|_{L^{\infty}} \leq C_{F} 2^{\frac{l+l^{\prime}}{2}}\left\|\Delta_{l} f\right\|_{L^{\infty}}\left\|\Delta_{l^{\prime}} g\right\|_{L^{\infty}}
$$

which implies that (recall that $\Lambda$ is a pseudo-differential operator of order 1)

$$
\begin{align*}
& \left\|F_{\mathbb{B}}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \\
& \quad \leq C_{F}\left|\nu-\nu^{\prime}\right| \sup _{q \geq-1} 2^{q s} \sum_{l \geq q-N_{0}} \sum_{\alpha=-1}^{1} \int_{T_{1}}^{t} 2^{2 l}\left\|\Delta_{l} X_{\tau,, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{l+\alpha} \Omega_{\varepsilon}\right\|_{L^{\infty}} d \tau \tag{5.67}
\end{align*}
$$

wich gives the desired estimate. We now turn to the second term. Thanks to the the fact that for any functions $f, g$, the product $S_{q-1} f \cdot \Delta_{q} g$ has its frequencies localized in an annulus of size $2^{q}$ (see (6.96)),

$$
\begin{align*}
& \left\|G_{\mathbb{A}}\right\|_{C^{s-3}} \leq \sup _{q \geq-1} 2^{q(s-2)}\left(\left\|S_{q-1} \Omega_{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{l} \Gamma_{L} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}+\left\|S_{q-1} \Gamma_{L} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{q} \Omega_{\varepsilon}\right\|_{L^{\infty}}\right. \\
& \left.\quad+2\left\|S_{q-1} \nabla X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\left\|M_{\nu, \nu^{\prime}, F} \nabla \Delta_{q} \Omega_{\varepsilon}\right\|_{L^{\infty}}+2\left\|S_{q-1} M_{\nu, \nu^{\prime}, F} \nabla \Omega_{\varepsilon}\right\|_{L^{\infty}}\left\|\nabla \Delta_{q} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\right) \\
& \quad \leq C_{F} \max \left(\nu, \nu^{\prime}\right) \sup _{q \geq-2} 2^{q(s-2)}\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}}\left(2^{q}\left\|S_{q-1} \nabla X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}+2^{2 q}\left\|\Delta_{q} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\right) . \tag{5.68}
\end{align*}
$$

The only difficulty is here that if we put all derivatives out of the norm $\left\|S_{q-1} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}$ we cannot recover the $C^{s}$-norm of $X_{t, \lambda}^{\varepsilon}$. To overcome this problem we simply use (6.95), as $s-1<0$ :

$$
\begin{equation*}
\left\|\nabla X_{t, \lambda}^{\varepsilon}\right\|_{C^{s-1}} \sim \sup _{q \geq-1} 2^{q(s-1)}\left\|\nabla S_{q} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}, \tag{5.69}
\end{equation*}
$$

which implies

$$
\left\|G_{\mathbb{A}}\right\|_{C^{s-3}} \leq C_{F} \max \left(\nu, \nu^{\prime}\right) \sup _{q \geq-2} 2^{q(s-2)} 2^{2 q}\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}} 2^{-q s}\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}}
$$

Proving the same for $G_{\mathbb{B}}$ will be more tricky for the same reason. More precisely, with the same method as before, some terms will involve $S_{q}$ and not enough derivatives for us to be able to use (5.69). To overcome this difficulty we will have to use Proposition 12 (see Appendix). These estimates for the bilinear operator $M$ will enable us to move some derivatives where they will be needed to apply (5.69). With the same simplification as before we write,

$$
\begin{align*}
G_{\mathbb{B}}=- & \left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \nabla \sum_{q \geq-1}\left[S_{q-1} \Lambda X_{t, \lambda}^{\varepsilon} \cdot \Delta_{q} \Lambda \Omega_{\varepsilon}+S_{q-1} \Lambda \Omega_{\varepsilon} \cdot \Delta_{q} \Lambda X_{t, \lambda}^{\varepsilon}\right. \\
& +M\left(S_{q-1} \Lambda \Omega_{\varepsilon}, \Delta_{q} X_{t, \lambda}^{\varepsilon, i}\right)+M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Lambda \Omega_{\varepsilon}\right)+\Lambda\left(S_{q-1} \Lambda X_{t, \lambda}^{\varepsilon} \cdot \Delta_{q} \Omega_{\varepsilon}\right. \\
& \left.\left.+S_{q-1} \Omega_{\varepsilon} \cdot \Delta_{q} \Lambda X_{t, \lambda}^{\varepsilon}+M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Omega_{\varepsilon}\right)+M\left(S_{q-1} \Omega_{\varepsilon}, \Delta_{q} X_{t, \lambda}^{\varepsilon}\right)\right)\right] \tag{5.70}
\end{align*}
$$

As for $G_{\mathbb{A}}$, using that for all $f, g$ we have (thanks again to Proposition 11),

$$
\left\|M\left(S_{l} f, \Delta_{l^{\prime}} g\right)\right\|_{L^{\infty}} \leq C_{F} 2^{\frac{l+l^{\prime}}{2}}\left\|S_{l} f\right\|_{L^{\infty}}\left\|\Delta_{l^{\prime}} g\right\|_{L^{\infty}}
$$

allows us to get that:

$$
\begin{align*}
& \left\|G_{\mathbb{B}}\right\|_{C^{s-3}} \\
& \begin{aligned}
& \leq C_{F}\left|\nu-\nu^{\prime}\right| \sup _{q \geq-1} 2^{q(s-2)}\left(2^{q}\left\|S_{q-1} \Lambda X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{q} \Omega_{\varepsilon}\right\|_{L^{\infty}}+2^{2 q}\left\|S_{q-1} \Omega_{\varepsilon}\right\|_{L^{\infty}}\left\|\Delta_{q} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}}\right. \\
&\left.+\left\|M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Lambda \Omega_{\varepsilon}\right)\right\|_{L^{\infty}}+\left\|\Lambda M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Omega_{\varepsilon}\right)\right\|_{L^{\infty}}\right)
\end{aligned}
\end{align*}
$$

In this expression, the first two terms will easily be estimated as explained before by

$$
\begin{equation*}
2^{-q(s-2)}\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}}\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}} \tag{5.72}
\end{equation*}
$$

and we will estimate the other terms thanks to Proposition 12 as it will enable us to make some derivatives pound on $S_{q-1} X_{t, \lambda}^{\varepsilon}$, and use (5.69). As $\left.s \in\right] 0,1[$ let $\sigma>0$ such that $s+\sigma \in] 0,1[$. Then thanks to (6.105), we can write that

$$
\begin{align*}
\left\|M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Lambda \Omega_{\varepsilon}\right)\right\|_{L^{\infty}}+\| \Lambda M\left(S_{q-1}\right. & \left.X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Omega_{\varepsilon}\right) \|_{L^{\infty}} \\
\leq & C_{F} 2^{q}\left\|S_{q-1} X_{t, \lambda}^{\varepsilon}\right\|_{\dot{B}_{\infty, \infty}^{s+\sigma}}\left\|\Delta_{q} \Omega_{\varepsilon}\right\|_{\dot{B}_{\infty, 1}^{1-(s+\sigma)}} \tag{5.73}
\end{align*}
$$

We emphasize that we deal here with homogeneous Besov norms and our results involve inhomogeneous norms. Then, thanks to the frequency localization we will use the following estimates: for any any function $u$, and any $\alpha>0$ :

$$
\left\{\begin{array}{l}
\|u\|_{\dot{B}_{\infty, \infty}^{\alpha}}=\left\||D|^{\alpha} u\right\|_{\dot{B}_{\infty, \infty}^{0}} \leq\left\||D|^{\alpha} u\right\|_{L^{\infty}} \\
\|u\|_{\dot{B}_{\infty, 1}^{\alpha}} \leq C \sqrt{\|u\|_{L^{\infty}}\left\||D|^{2 \alpha} u\right\|_{L^{\infty}}}
\end{array}\right.
$$

and deduce that

$$
\begin{align*}
\left\|M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Lambda \Omega_{\varepsilon}\right)\right\|_{L^{\infty}} & +\left\|\Lambda M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Omega_{\varepsilon}\right)\right\|_{L^{\infty}} \\
& \leq C_{F} 2^{q}\left\|S_{q-1}|D|^{s+\sigma} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}} 2^{q(1-(s+\sigma))}\left\|\Delta_{q} \Omega_{\varepsilon}\right\|_{L^{\infty}} . \tag{5.74}
\end{align*}
$$

Now we have enough derivatives pounding on $S_{q-1}$, indeed:

$$
X_{t, \lambda}^{\varepsilon} \in C^{s} \Longleftrightarrow|D|^{s+\sigma} X_{t, \lambda}^{\varepsilon} \in C^{-\sigma},
$$

so that we have the estimate:

$$
\left\|S_{q-1}|D|^{s+\sigma} X_{t, \lambda}^{\varepsilon}\right\|_{L^{\infty}} \leq C 2^{q \sigma}\left\||D|^{s+\sigma} X_{t, \lambda}^{\varepsilon}\right\|_{C^{-\sigma}} \leq C 2^{q \sigma}\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}},
$$

which implies that:

$$
\begin{align*}
&\left\|M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Lambda \Omega_{\varepsilon}\right)\right\|_{L^{\infty}}+\left\|\Lambda M\left(S_{q-1} X_{t, \lambda}^{\varepsilon}, \Delta_{q} \Omega_{\varepsilon}\right)\right\|_{L^{\infty}} \\
& \leq C_{F} 2^{q(2-s)}\left\|X_{t, \lambda}^{\varepsilon}\right\|_{C^{s}}\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}} . \tag{5.75}
\end{align*}
$$

Plugging this estimates and (5.72) into (5.71) concludes the proof of the proposition.

### 5.2.4 Study of $X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}$ : estimates

In this section we will recollect the previous results in order to bound the $C^{s-1}$-norm of $X_{t, \lambda}^{\varepsilon}(x, D) \Omega_{\varepsilon}$. For more simplicity, we will denote it $X^{\varepsilon}(x, D) \Omega_{\varepsilon}$. First as it satisfies system (5.56), and as $s \in] 0,1[$, we can use Theorem 4 from the appendix (see [16] for more details): as we have (5.52) and div $v_{\varepsilon}=0$, there exists constants $C_{F}>0$ and $C_{s}>0$ such that if $T_{2}-T_{1}>0$ is so small that:

1. $C_{F}\left(T_{2}-T_{1}\right)^{\frac{1}{4}} \leq \nu_{0}^{3}$,
2. $e^{C \int_{T_{1}}^{T_{2}}\left\|\nabla U_{\varepsilon}(\tau)\right\|_{L^{\infty}}}-1 \leq \frac{1}{C_{F} M_{v i s c}}$,
3. $T_{2}-T_{1}+\int_{T_{1}}^{T_{2}}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d \tau \leq C_{s, \nu_{0}}$

Remark 14 These conditions on $T_{1}, T_{2}$ are implied by what follows: there exists a constant $\underline{c}=\underline{c}\left(F, s, \nu, \nu^{\prime}\right)>0$ such that $T_{1}<T_{2}$ satisfy:

$$
\begin{equation*}
T_{2}-T_{1}+\int_{T_{1}}^{T_{2}}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d \tau \leq \underline{c} \tag{5.76}
\end{equation*}
$$

If this condition is satisfied, then from Theorem 4 there exists a constant $C_{\nu_{0}, F}>0$ such that for all $t \in\left[T_{1}, T_{2}\right]$ satisfying condition (5.76),

$$
\begin{align*}
& \left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\tilde{L}^{\infty}\left(\left[T_{1}, t\right], C^{s-1}\right)} \\
& \leq C_{\nu_{0}, F}\left(\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\left(T_{1}\right)\right\|_{C^{s-1}}+\left\|F^{e}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)}+\frac{1}{\nu_{0}}\left\|G^{e}\right\|_{\tilde{L}^{\infty}\left(\left[T_{1}, t\right], C^{s-3}\right)}\right), \tag{5.77}
\end{align*}
$$

where, from system (5.56), we have:

$$
\left\{\begin{array}{l}
F^{e}=\left(\nu-\nu^{\prime}\right) F X_{t, \lambda}^{\varepsilon}(x, D)\left(\partial_{3} \Delta \theta_{\varepsilon}\right)+X_{t, \lambda}^{\varepsilon}(x, D) q_{\varepsilon}+F_{\mathbb{A}}+F_{\mathbb{B}},  \tag{5.78}\\
G^{e}=G_{\mathbb{A}}+G_{\mathbb{B}} .
\end{array}\right.
$$

Thanks to the previous section (see 5.65), we have:

$$
\begin{align*}
\| F_{\mathbb{A}} & \left\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)}+\right\| F_{\mathbb{B}}\left\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)}+\frac{1}{\nu_{0}}\right\| G^{e} \|_{\tilde{L}^{\infty}\left(\left[T_{1}, t\right], C^{s-3}\right)} \\
& \leq C_{F} M_{v i s c} e^{T_{1} D_{F}}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)} \tag{5.79}
\end{align*}
$$

Next, there is no change for the following term, as in [10] thanks to Besov product laws:

$$
\begin{array}{r}
\left\|X^{\varepsilon}(x, D) q_{\varepsilon}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \leq \int_{T_{1}}^{t}\left\|X^{\varepsilon} \otimes q_{\varepsilon}\right\|_{C^{s}} d \tau \leq \int_{T_{1}}^{t}\left(\left\|X^{\varepsilon}\right\|_{C^{s}}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}}\left\|\nabla U_{\varepsilon, o s c}\right\|_{L^{\infty}}\right. \\
+\left\|X^{\varepsilon}\right\|_{L^{\infty}}\left(\left\|\nabla U_{\varepsilon}\right\|_{C^{s}}\left\|\nabla U_{\varepsilon, o s c}\right\|_{L^{\infty}}+\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}}\left\|\nabla U_{\varepsilon, o s c}\right\|_{C^{s}}\right) d \tau, \quad(5.80) \tag{5.80}
\end{array}
$$

then using (3.21), (2.7) and under condition (4.35), we easily obtain:

$$
\begin{equation*}
\left\|X^{\varepsilon}(x, D) q_{\varepsilon}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \leq C_{F}\left(1+\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)}\right) . \tag{5.81}
\end{equation*}
$$

The additional term is also estimated thanks to product laws:

$$
\begin{gather*}
\left|\nu-\nu^{\prime}\right| F\left\|X_{t, \lambda}^{\varepsilon}(x, D) \partial_{3} \Delta \theta_{\varepsilon, o s c}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C^{s-1}\right)} \leq C_{F}\left|\nu-\nu^{\prime}\right| \int_{T_{1}}^{t}\left\|X^{\varepsilon} \cdot \partial_{3} \Delta \theta_{\varepsilon, o s c}\right\|_{C^{s}} d \tau \\
\leq C_{F}\left(1+\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)}\right) \tag{5.82}
\end{gather*}
$$

Substituting all these estimates in (5.77) gives that, under conditions (5.76) and (4.35), if $0<\varepsilon \leq \varepsilon_{0}$, for all $t \in\left[T_{1}, T_{2}\right]$,

$$
\begin{align*}
& \left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\tilde{L}^{\infty}\left(\left[T_{1}, t\right], C^{s-1}\right)} \\
& \quad \leq C_{\nu_{0}, F}\left(\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\left(T_{1}\right)\right\|_{C^{s-1}}+1+e^{T_{1} D_{F}} \sup _{\tau \in\left[T_{1}, t\right]}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{C^{s}}\right) \tag{5.83}
\end{align*}
$$

In [10] after having obtained the analoguous of (5.51) and (5.83) we could easily obtain a globalization for large times of the result. In our case, we have to be extremely careful: due to (5.38), the $L^{\infty}$ estimates of the potential vorticity involves the coefficient $e^{T_{1} D_{F}}$ that may be very large. For this reason the only way we can absorb the last term of (5.83) is to consider:

$$
Z(t) \stackrel{\text { def }}{=}\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\tilde{L}^{\infty}\left(\left[T_{1}, t\right], C^{s-1}\right)}+2 C_{\nu_{0}, F} e^{T_{1} D_{F}}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{1}, t\right], C^{s}\right)} .
$$

Then combining (5.51) and (5.83) we get that for all $t \in\left[T_{1}, T_{2}\right]$,

$$
Z(t) \leq C_{\nu_{0}, F}\left(Z\left(T_{1}\right)+1+\int_{T_{1}}^{t}\left(e^{T_{1} D_{F}}+\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}}\right) Z\left(t^{\prime}\right) d t^{\prime}\right)+\frac{1}{2} Z(t)
$$

Simplifying and thanks to the Gronwall estimate, we end up with (thanks to condition (5.76)):

$$
\begin{align*}
Z(t) \leq C_{\nu_{0}, F}\left(Z\left(T_{1}\right)+1\right) & e^{C_{\nu_{0}, F} \int_{T_{1}}^{t}\left(e^{T_{1} D_{F}}+\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}}\right) d t^{\prime}} \\
& \leq C_{\nu_{0}, F}\left(Z\left(T_{1}\right)+1\right) e^{C_{\nu_{0}, F}\left(e^{T_{1} D_{F}}+\int_{T_{1}}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}}\right) d t^{\prime}} \tag{5.84}
\end{align*}
$$

The globalisation argument is classical except that we have to be careful with $e^{T_{1} D_{F}}$ : for all $t \in\left[0, \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)\right.$, we subdivide $[0, t]$ into $0=T_{0}<T_{1}<\ldots<T_{N}=t$ such that for every $i \in\{0, N-1\}$,

$$
\begin{equation*}
T_{i+1}-T_{i}+\int_{T_{i}}^{T_{i+1}}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime} \sim \underline{\mathrm{c}} . \tag{5.85}
\end{equation*}
$$

The previous arguments give us that for all $i \in\{0, N-1\}$,

$$
\begin{gather*}
Y_{i+1} \stackrel{\text { def }}{=}\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\tilde{L}^{\infty}\left(\left[T_{i}, T_{i+1}\right], C^{s-1}\right)}+2 C_{\nu_{0}, F} e^{T_{i} D_{F}}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left(\left[T_{i}, T_{i+1}\right], C^{s}\right)} \\
\leq C_{\nu_{0}, F}\left(Y_{i}+1\right) e^{C_{\nu_{0}, F}\left(e^{T_{i} D_{F}}+\int_{T_{i}}^{T_{i+1}}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}}\right) d t^{\prime}} \tag{5.86}
\end{gather*}
$$

and by induction (using that $t=T_{N}$ ) we get that:

$$
\begin{align*}
& Y(t) \stackrel{\text { def }}{=}\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\widetilde{L}^{\infty}\left([0, t], C^{s-1}\right)}+\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left([0, t], C^{s}\right)} \\
& \leq\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\widetilde{L}^{\infty}\left([0, t], C^{s-1}\right)}+2 C_{\nu_{0}, F} e^{T_{N-1} D_{F}}\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left([0, t], C^{s}\right)} \\
& \leq C_{\nu_{0}, F}^{N}(1+Y(0)) e^{C_{\nu_{0}, F}\left(e^{T_{0} D_{F}}+\ldots+e^{T_{N-1} D_{F}}\right)} e_{e} \int_{0}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime} \\
& \quad \leq C_{0} C_{\nu_{0}, F}^{N} e^{C_{\nu_{0}, F} N e^{t D_{F}} e^{\int_{0}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime}}} . \tag{5.87}
\end{align*}
$$

Finally, summing (5.85) for $i \in\{0, N-1\}$ we obtain that:

$$
N \sim \frac{1}{\underline{\mathrm{c}}}\left(t+\int_{0}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime}\right)
$$

Substituting this in the previous result and estimating the oscillating part as before finally gives that:

$$
\begin{align*}
Y(t) \leq C_{0} e^{N\left(\ln C_{\nu_{0}, F}+C_{\nu_{0}, F} e^{t D_{F}}\right)} e_{e} \int_{0}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime} \\
\left.\leq C_{0} e^{2 C_{\nu_{0}, F} e^{t D_{F}}\left(t+\int_{0}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime}\right.}\right)_{e} \int_{0}^{t}\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty} d t^{\prime}} \\
\leq C_{0} e^{3 C_{\nu_{0}, F} e^{t D_{F}}\left(t+\int_{0}^{t}\left\|\nabla U_{\varepsilon}\right\|_{L^{\infty}} d t^{\prime}\right)} \tag{5.88}
\end{align*}
$$

We can estimate the oscillating part: thanks to (3.24)

$$
\int_{0}^{t}\left\|\nabla U_{\varepsilon, o s c}\right\|_{L^{\infty}} d t^{\prime} \leq t^{\frac{3}{4}}\left\|\nabla U_{\varepsilon, o s c}\right\|_{L_{t}^{4} L^{\infty}} \leq C_{F}\left(T_{\varepsilon}^{\gamma}\right)^{\frac{5}{4}} \varepsilon^{\frac{M}{2}} \leq 1
$$

if $0<\varepsilon \leq \varepsilon_{0}$, with $\varepsilon_{0}$ small enough, we end up with:

$$
\begin{align*}
& Y(t) \stackrel{\text { def }}{=}\left\|X^{\varepsilon}(x, D) \Omega_{\varepsilon}\right\|_{\widetilde{L}^{\infty}\left([0, t], C^{s-1}\right)}+\left\|X_{\tau, \lambda}^{\varepsilon}\right\|_{L^{\infty}\left([0, t], C^{s}\right)} \\
& \leq C_{0} e^{3 C_{\nu_{0}, F} e^{t D_{F}}\left(t+1+\int_{0}^{t}\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} d t^{\prime}\right)} . \tag{5.89}
\end{align*}
$$

### 5.3 End of the proof

We are now able to conclude the argument started with (2.9). First, thanks to the logarithmic estimate (5.47)

$$
\begin{equation*}
\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} \leq C\left(\left\|\Omega_{\varepsilon}\right\|_{L^{2}}+\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}} \log \left(e+1+\frac{\left.\left\|\left[X_{t, \lambda}^{\varepsilon}\right]^{-1}\right\|_{L^{\infty}}+Y(t)\right)}{\left\|\Omega_{\varepsilon}\right\|_{L^{\infty}}}\right)\right) \tag{5.90}
\end{equation*}
$$

Using that for any $A, B>0$ the function $x \mapsto x \ln \left(A+\frac{B}{x}\right)$ is increasing on $] 0, \infty[$, and substituting (4.37), (5.38), (5.50) and (5.89) into the previous estimate, there exists $\varepsilon_{0}, C_{F}>0$ and $M$ such that if condition (4.35) is satisfied, then for all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$,

$$
\begin{gather*}
\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} \leq C_{F}\left(1+e^{t D_{F}} \log \left(e+1+C_{0} e^{3 C_{\nu_{0}, F} e^{t D_{F}}\left(t+1+\int_{0}^{t}\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} d t^{\prime}\right)}\right)\right) \\
\leq C_{F}\left(1+e^{t D_{F}} \log C_{0}+3 C_{\nu_{0}, F} e^{2 t D_{F}}\left(t+1+\int_{0}^{t}\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} d t^{\prime}\right)\right) \\
\leq C_{\nu_{0}, F} t e^{2 t D_{F}}+3 C_{\nu_{0}, F} e^{2 t D_{F}} \int_{0}^{t}\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} d t^{\prime} . \tag{5.91}
\end{gather*}
$$

The Gronwall estimates then implies that for all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$,

$$
\begin{equation*}
\left\|\nabla U_{\varepsilon, Q G}\right\|_{L^{\infty}} \leq C_{\nu_{0}, F} t e^{2 t D_{F}} e^{3 C_{\nu_{0}, F} t e^{2 t D_{F}}} \leq e^{4 C_{\nu_{0}, F} t e^{2 t D_{F}}} \tag{5.92}
\end{equation*}
$$

Remark 15 We can afford such a rough estimates as $x \leq e^{x}$, because the precision is forced by the term of size $e^{e^{t}}$.

Following (2.9), for all $t \leq \min \left(T_{\varepsilon}, T_{\varepsilon}^{\gamma}\right)$, we have $V_{\varepsilon}(t) \leq K_{\varepsilon}=-2 \ln \varepsilon$ and thanks to (3.24):

$$
\begin{align*}
V_{\varepsilon}(t)=\int_{0}^{t}\left\|\nabla U_{\varepsilon}\left(t^{\prime}\right)\right\|_{L^{\infty}} d t^{\prime} & \leq\left(T_{\varepsilon}^{\gamma}\right)^{\frac{5}{4}} \varepsilon^{\frac{M}{2}}+T_{\varepsilon}^{\gamma} e^{4 C_{\nu_{0}, F} T_{\varepsilon}^{\gamma}} e^{2 D_{F} T_{\varepsilon}^{\gamma}} \leq 2 T_{\varepsilon}^{\gamma} e^{4 C_{\nu_{0}, F}} T_{\varepsilon}^{\gamma} e^{2 D_{F} T_{\varepsilon}^{\gamma}} \\
& \leq 2 \gamma \ln (\ln |\ln \varepsilon|) e^{4 C_{\nu_{0}, F} \gamma \ln (\ln |\ln \varepsilon|)(\ln |\ln \varepsilon|)^{2 D_{F} \gamma}} \tag{5.93}
\end{align*}
$$

If $\gamma$ is so small that $2 D_{F} \gamma<1$ and $4 C_{\nu_{0}, F} \gamma<\frac{1}{2}$, as there exists a constant $C$ such that for all $x \geq e$,

$$
\ln (x) e^{4 C_{\nu_{0}, F} \gamma \ln (x) x^{2 D_{F} \gamma}} \leq C e^{\frac{x}{2}},
$$

we end up with:

$$
\begin{equation*}
V_{\varepsilon}(t) \leq 2 \gamma C|\ln \varepsilon|^{\frac{1}{2}} \leq \frac{K_{\varepsilon}}{2}, \tag{5.94}
\end{equation*}
$$

if $\varepsilon$ is small enough, which is the bound announced in (2.10) that allows us to obtain that $T_{\varepsilon}^{*}>T_{\varepsilon}^{\gamma}$. The last part of the proof is done exactly as in [10]: indeed the non-local operator is not a problem for $L^{2}$-estimates. This concludes the proof of the theorem.

## 6 Appendix

The first part is devoted to a quick presentation of the Littlewood-Paley theory. In the second section we briefly recall general definitions for vortex patches and the last section provides new properties for the operator $\Gamma$ and recalls the a priori estimates from [16].

### 6.1 Littlewood-Paley theory

In this section, $C^{s}$ is the usual Hölder space, which can also be defined through the Littlewood-Paley theory if $s \notin \mathbb{N}$ (we refer to $[17,4]$ for a complete presentation of the theory) :

$$
C^{s}=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3}\right), \quad\|u\|_{C^{s}} \stackrel{\text { def }}{=} \sup _{q \geq-1} 2^{q s}\left\|\Delta_{q} u\right\|_{L^{\infty}}<\infty\right\},
$$

where $\Delta_{q}$ is the classical dyadic frequency localization operator defined as follows : consider a smooth radial function $\chi$ supported in the ball $B\left(0, \frac{4}{3}\right)$, equal to 1 in a neighborhood of $B\left(0, \frac{3}{4}\right)$ and such that $r \mapsto \chi\left(r . e_{1}\right)$ is nonincreasing over $\mathbb{R}_{+}$. If we define $\varphi(\xi)=\chi\left(\frac{\xi}{2}\right)-\chi(\xi), \varphi$ is supported respectively in the annulus $\mathcal{C}\left(0, \frac{3}{4}, \frac{8}{3}\right)$ (equal to 1 in a sub-annulus), and satisfiy that for all $\xi \in \mathbb{R}^{3}$,

$$
\chi(\xi)+\sum_{q \geq 0} \varphi\left(2^{-q} \xi\right)=1 \quad \text { and if } \xi \neq 0, \quad \sum_{q \in \mathbb{Z}} \varphi\left(2^{-q} \xi\right)=1 .
$$

Then for all tempered ditribution we define :

- $\Delta_{-1}=\mathcal{F}^{-1}(\chi(\xi) \widehat{u}(\xi))$ and $\forall q \leq-2, \quad \Delta_{q}=0$,
- $\forall q \geq 0, \quad \Delta_{q}=\mathcal{F}^{-1}\left(\varphi\left(2^{-q} \xi\right) \widehat{u}(\xi)\right)$ and $S_{q} u=\sum_{p<q-1} \Delta_{p} u=\chi\left(2^{-q} D\right) u$,
- $\forall q \in \mathbb{Z}, \quad \dot{\Delta}_{q}=\mathcal{F}^{-1}\left(\varphi\left(2^{-q} \xi\right) \widehat{u}(\xi)\right)$ and $\dot{S}_{q} u=\sum_{p<q-1} \dot{\Delta}_{p} u=\chi\left(2^{-q} D\right) u$.

Hölder spaces are particular cases of inhomogeneous Besov spaces: $C^{s}=B_{\infty, \infty}^{s}$, where

$$
B_{p, r}^{s}=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3}\right), \quad\|u\|_{B_{p, r}^{s}} \stackrel{\text { def }}{=}\left\|\left(2^{q s}\left\|\Delta_{q} u\right\|_{L^{p}}\right)_{q \geq-1}\right\|_{\ell^{r}}<\infty\right\} .
$$

The homogeneous Besov spaces are defined as follows:

$$
\dot{B}_{p, r}^{s}=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3}\right), \quad\|u\|_{\dot{B}_{p, r}^{s}} \stackrel{\text { def }}{=}\left\|\left(2^{q s}\left\|\dot{\Delta}_{q} u\right\|_{L^{p}}\right)_{q \in \mathbb{Z}}\right\|_{\ell^{r}}<\infty\right\}
$$

When the regularity index $s$ is negative, another way to express the Besov norm involves the operator $S_{q}$ instead of $\Delta_{q}$ (for more details we refer to [4] Proposition 2.76 and to 2.31 for the homogeneous case):

Proposition 10 There exists a constant $C>0$ such that for all $s<0, p, r \in[1, \infty]$ and $u$, then $u \in B_{p, r}^{s}$ if and only if

$$
\left(2^{q s}\left\|S_{q} u\right\|_{L^{p}}\right)_{q \geq-1} \in \ell^{r}
$$

Moreover, we have

$$
\begin{equation*}
\left\|\left(2^{q s}\left\|S_{q} u\right\|_{L^{p}}\right)_{q}\right\|_{\ell^{r}} \sim\|u\|_{B_{p, r}^{s}} \tag{6.95}
\end{equation*}
$$

Remark 16 Due to the supports, we easily obtain that

$$
\begin{equation*}
\Delta_{j} \Delta_{l}=\dot{\Delta}_{j} \dot{\Delta}_{l}=0 \quad \text { if }|j-l| \geq 2 \tag{6.96}
\end{equation*}
$$

- For any functions $f, g$, and any $\alpha \in\{-1,0,1\}$, the product $\Delta_{q} f . \Delta_{q+\alpha} g$ has its frequencies in a ball of size $2^{q}$.
- For any functions $f, g$, the product $S_{q-1} f . \Delta_{q} g$ has its frequencies in an annulus of size $2^{q}$.

We will end this section with the Bony decomposition, which comes from the fact that for all distributions $u, v$, we can write the product as follows:

$$
u v=\left(\sum_{q \geq-1} \Delta_{q} u\right)\left(\sum_{l \geq-1} \Delta_{l} v\right)
$$

In fact, a more efficient way to write this product is the following Bony decomposition, where we basically set three parts according to the fact that the frequency $q$ of $u$ is smaller, comparable or bigger than the frequency $l$ of $v$ :

$$
\begin{equation*}
u v=T_{u} v+T_{v} u+R(u, v) \tag{6.97}
\end{equation*}
$$

where

- $T$ is the paraproduct : $T_{u} v=\sum_{p \leq q-2} \Delta_{p} u \Delta_{q} v=\sum_{q} S_{q-1} u \Delta_{q} v$,
- $R$ is the remainder : $R(u, v)=\sum_{|p-q| \leq 1} \Delta_{p} u \Delta_{q} v$.

A similar decomposition can be defined with the homogeneous Littlewood-Paley operators.

### 6.2 Vortex patches

We refer to [17] for a full description of the persistence of the vortex patches structure in the case of the Euler system, to [25] and [39] for the case of the Navier-Stokes system, and to [29] for the case of the inviscid Primitive Equations ( $\nu=\nu^{\prime}=0$ ). In the present paper, we take here the same definitions of vortex patches and tangential regularity as in [29] : a potential vortex patch will be defined with respect to the scalar potential vorticity instead of the vorticity (rotational of the velocity). The potential vorticity is called a vortex patch if it is the characteristic function of a regular open set :

Definition 1 We say that $\Omega_{0}$ is a vortex patch of class $C^{s}$ if, for some $\left.s \in\right] 0,1[$,

$$
\Omega_{0}=\Omega_{0, i} \boldsymbol{1}_{D}+\Omega_{0, e} \mathbf{1}_{\mathbb{R}^{3}-D}
$$

where $\Omega_{0, i} \in C^{s}(\bar{D}), \Omega_{0, e} \in C^{s}\left(\mathbb{R}^{3}-D\right)$ and $D$ is an open bounded domain of class $C^{s+1}$.
In our results we will use estimates involving the tangential regularity with respect to a set $X$ of vectorfields :

Definition 2 If $X=\left(X_{\lambda}\right)_{\lambda=1, \ldots, N}$ is a finite family of vectorfields we will say that this family is admissible if and only if ( $\times$ is the usual vector product in $\mathbb{R}^{3}$ ) :

$$
[X]^{-1} \stackrel{\text { def }}{=}\left(\frac{2}{N(N-1)} \sum_{\lambda<\lambda^{\prime}}\left|X_{\lambda} \times X_{\lambda^{\prime}}\right|^{2}\right)^{-\frac{1}{4}}<\infty
$$

If $s \in] 0,1\left[\right.$ and $X$ is an admissible family of vectorfields $C^{s}$ we define the space :

$$
C^{s}(X)=\left\{w \in L^{\infty} \text { such that } \quad X_{\lambda}(x, D) w \stackrel{\text { def }}{=} \operatorname{div}\left(w \otimes X_{\lambda}\right) \in C^{s-1}\right\}
$$

and as corresponding norm we take :

$$
\begin{equation*}
\|w\|_{C^{s}(X)} \stackrel{\text { def }}{=}\|w\|_{L^{\infty}}+\left\|[X]^{-1}\right\|_{L^{\infty}}+\sum_{\lambda=1}^{N}\left(\left\|X_{\lambda}\right\|_{C^{s}}+\left\|X_{\lambda}(x, D) w\right\|_{C^{s-1}}\right) . \tag{6.98}
\end{equation*}
$$

Remark 17 We took here the same definition as in [29] for $X_{\lambda}(x, D) w$ which is a slightly simplified formulation of the definitions from [17], or [39].

### 6.3 Definition and additional properties for the non-local operator $\Gamma$

### 6.3.1 Product estimates

We refer to [16] for a study of operator $\Gamma$ where we give various formulations. This operator is defined as

$$
\Gamma=\Delta \Delta_{F}^{-1}\left(\nu \partial_{1}^{2}+\nu \partial_{2}^{2}+\nu^{\prime} F^{2} \partial_{3}^{2}\right) .
$$

First we decompose $\Gamma$ into its local and non-local parts:

$$
\Gamma=\Gamma_{L}+\left(\nu-\nu^{\prime}\right) F^{2}\left(1-F^{2}\right) \Lambda^{2},
$$

where we denote:

$$
\left\{\begin{array}{l}
\Gamma_{L}=\nu \partial_{1}^{2}+\nu \partial_{2}^{2}+\left(\left(1-F^{2}\right) \nu+F^{2} \nu^{\prime}\right) \partial_{3}^{2}  \tag{6.99}\\
\Lambda=\partial_{3}^{2}\left(-\Delta_{F}\right)^{-\frac{1}{2}}
\end{array}\right.
$$

We also refer to [16] for the following expressions of $\Lambda$ as singular or convergent integrals, directly related to the alternative expression of homogeneous Besov norms involving finite differences:

$$
\begin{align*}
\Lambda f(x)=\lim _{\varepsilon \rightarrow 0} \int_{|y| \geq \varepsilon} K(y)(f(x & -y)-f(x)) d y \\
& =\frac{1}{2} \int_{\mathbb{R}^{3}} K(y)(f(x-y)+f(x+y)-2 f(x)) d y \tag{6.100}
\end{align*}
$$

where the kernel $K$ is defined for all $y \in \mathbb{R}^{3}$ by ( $C$ is a universal constant):

$$
\begin{equation*}
K(y)=-\frac{2 C}{F^{3}} \frac{y_{1}^{2}+y_{2}^{2}-\frac{3}{F^{2}} y_{3}^{2}}{\left(y_{1}^{2}+y_{2}^{2}+\frac{1}{F^{2}} y_{3}^{2}\right)^{3}} \tag{6.101}
\end{equation*}
$$

The main feature of [16] was an estimate of the commutator of $\Lambda$ with a lagrangian change of variable (crucial to obtain the apriori estimates), but we also obtained the following result that allows to consider commutators like $\Gamma(f g)-f \Gamma g$ :

Proposition 11 ([16] Section 3.3.2) For any smooth functions $f, g$ we can write:

$$
\Lambda(f g)=f \Lambda g+g \Lambda f+M(f, g)
$$

where the bilinear operator $M$ is defined for all $x \in \mathbb{R}^{3}$ by:

$$
\begin{equation*}
M(f, g)(x)=\int_{\mathbb{R}^{3}} K(y)(f(x-y)-f(x))(g(x-y)-g(x)) d y \tag{6.102}
\end{equation*}
$$

Moreover there exists a constant $C_{F}$ such that for all $f, g$ :

$$
\begin{equation*}
\|M(f, g)\|_{L^{p}} \leq C_{F} \sqrt{\|f\|_{L^{p}}\|\nabla f\|_{L^{p}}\|g\|_{L^{\infty}}\|\nabla g\|_{L^{\infty}}} \tag{6.103}
\end{equation*}
$$

In this article we will need more precise estimates where we can in particular, even if $M(f, g)=M(g, f)$, make the derivatives pound differently on $f$ or $g$, which is the object of the following result:

Proposition 12 There exists a constant $C_{F}$ such that for all $f, g$ and all $p, p_{1}, P_{2}, r, \bar{r} \in$ $[1, \infty]$ and $\eta$ satisfying:

$$
\left\{\begin{array}{l}
\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}, \quad 1=\frac{1}{r}+\frac{1}{\bar{r}} \\
\left.2-\eta-\frac{3}{r} \in\right] 0,1[
\end{array}\right.
$$

then we have

$$
\begin{equation*}
\|M(f, g)\|_{L^{p}} \leq C_{F}\|f\|_{\dot{B}_{p_{1}, r}^{2-\eta-\frac{3}{r}}}\|g\|_{\dot{B}_{p_{2}, \bar{r}}^{2+\eta-\frac{3}{r}}} \tag{6.104}
\end{equation*}
$$

Remark 18 In the present article we will use the previous proposition in the case $p=$ $p_{1}=p_{2}=\infty, r=\infty, \bar{r}=1$ and for $\eta=2-(s+\gamma)$ where $\left.s \in\right] 0,1[$ and $\sigma>0$ is such that $s+\sigma<1$. In this case we end up with:

$$
\begin{equation*}
\|M(f, g)\|_{L^{\infty}} \leq C_{F}\|f\|_{\dot{B}_{\infty, \infty}^{s+\sigma}}\|g\|_{\dot{B}_{\infty, 1}^{1-(s+\sigma)}} \tag{6.105}
\end{equation*}
$$

Proof : let $f, g$ be smooth functions. From the expression of the kernel, there exists a constant $C_{F}>0$ such that, thanks to the relations between the parameters:

$$
\begin{align*}
& \|M(f, g)\|_{L_{x}^{p}} \leq C_{F} \int_{\mathbb{R}^{3}} \frac{\|f(.-y)-f(.)\|_{L_{x}^{p_{1}}}}{|y|^{2-\eta}} \cdot \frac{\|g(.-y)-g(.)\|_{L_{x}^{p_{2}}}}{|y|^{2+\eta}} d y \\
& \quad \leq C_{F}\left(\int_{\mathbb{R}^{3}} \frac{\|f(.-y)-f(.)\|_{L_{x}^{p_{1}}}^{r}}{\|} d y\right)^{\frac{1}{r}}\left(\int_{\mathbb{R}^{3}} \frac{\|g(.-y)-g(.)\|_{L_{x}^{(2-\eta) r}}^{\overline{p_{p}}}}{|y|^{(2+\eta) \bar{r}}} d y\right)^{\frac{1}{\bar{r}}} \tag{6.106}
\end{align*}
$$

If we denote $s_{1}=2-\eta-\frac{3}{r}$ and $s_{2}=2+\eta-\frac{3}{\bar{r}}$ then $(2-\eta) r=s_{1} r+3$ and $(2+\eta) \bar{r}=s_{2} \bar{r}+3$. Moreover $s_{1}+s_{2}=1$ so if $1-\frac{3}{r}<\eta<2-\frac{3}{r}$ both regularity exponents are in $] 0,1[$ and we can use the following result

Theorem $2([4], 2.36)$ Let $s \in] 0,1[$ and $p, r \in[1, \infty]$. There exists a constant $C$ such that for any $u \in \mathcal{C}_{h}^{\prime}$,

$$
C^{-1}\|u\|_{\dot{B}_{p, r}^{s}} \leq\left\|\frac{\left\|\tau_{-y} u-u\right\|_{L^{p}}}{|y|^{s}}\right\|_{L^{r}\left(\mathbb{R}^{d} ; \frac{d y}{|y|^{d}}\right)} \leq C\|u\|_{\dot{B}_{p, r}^{s}} .
$$

This concludes the proof.

### 6.3.2 A priori estimates

For the confort of the reader we state here the a priori estimates obtained in [16]. We consider the following transport diffusion system:

$$
\left\{\begin{array}{l}
\partial_{t} u+v \cdot \nabla u-\Gamma u=F^{e}  \tag{6.107}\\
u_{\mid t=0}=u_{0}
\end{array}\right.
$$

Let us introduce $M_{v i s c}=\frac{\max \left(\nu, \nu^{\prime}\right)}{\min \left(\nu, \nu^{\prime}\right)}$.
Proposition 13 ( $L^{p}$-estimates) Assume that $u$ solves (6.107) on $[0, T]$ with $u_{0} \in L^{p}$ and that $\|v\|_{L_{T}^{\infty} L^{6}} \leq C^{\prime}$ (for some constant $C^{\prime}$ ) with $\operatorname{div} v=0$. Then there exists a constant $D$ (depending on $F, M_{v i s c}$ and $C^{\prime}$ ) such that for all $t \in[0, T]$,

$$
\begin{equation*}
\|u\|_{L_{t}^{\infty} L^{p}} \leq D^{t}\left(\left\|u_{0}\right\|_{L^{p}}+\int_{0}^{t}\left\|F^{e}(\tau)\right\|_{L^{p}} d \tau\right) \tag{6.108}
\end{equation*}
$$

Theorem 3 (Smoothing effect) Assume that $u$ solves (6.107) on $\left[T_{1}, T_{2}\right]$ with $v$ satisfying $\operatorname{div} v=0$ and $\|v\|_{L^{\infty}\left(\left[T_{1}, T_{2}\right], L^{6}\right)} \leq C^{\prime}, u\left(T_{1}\right) \in L^{p}, F^{e} \in L_{l o c}^{1} L^{p}$ (for $p \in[1, \infty]$ ). There exist two constants $C$ and $C_{F}$ such that if $T_{2}-T_{1}>0$ is so small that:

1. $2 C C^{\prime}\left(T_{2}-T_{1}\right)^{\frac{1}{4}} \leq \nu_{0}^{\frac{3}{4}}$,
2. $e^{C \int_{T_{1}}^{T_{2}}\|\nabla v(\tau)\|_{L} \infty}-1 \leq \frac{1}{C_{F} M_{v i s c}}$.

Then, for all $r \in[1, \infty]$, there exists a constant $C_{r, F}>0$ such that for all $t \in\left[T_{1}, T_{2}\right]$,

$$
\begin{equation*}
\left(\nu_{0} r\right)^{\frac{1}{r}}\|u\|_{\tilde{L}^{r}\left(\left[T_{1}, t\right], B_{p, \infty}\right.}^{\left.\frac{2}{r}\right)} \leq_{r, F}\left(\left\|u\left(T_{1}\right)\right\|_{L^{p}}+\int_{T_{1}}^{t}\left\|F^{e}(\tau)\right\|_{L^{p}} d \tau\right) . \tag{6.109}
\end{equation*}
$$

Remark 19 In the particular case $r=1, p=\infty$ we obtain that:

$$
\begin{equation*}
\nu_{0}\|u\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], C_{*}^{2}\right)} \leq C_{F}\left(\left\|u\left(T_{1}\right)\right\|_{L^{\infty}}+\int_{T_{1}}^{t}\left\|F^{e}(\tau)\right\|_{L^{\infty}} d \tau\right) . \tag{6.110}
\end{equation*}
$$

Theorem 4 (a priori estimates) Let $s \in]-1,1\left[\right.$. Assume that $u$ solves (6.107) on $\left[T_{1}, T_{2}\right]$ with $v$ satisfying $\operatorname{div} v=0$ and $\|v\|_{L^{\infty}\left(\left[T_{1}, T_{2}\right], L^{6}\right)} \leq C^{\prime}, u\left(T_{1}\right) \in B_{p, \infty}^{s}$. Assume in addition that the external force term can be decomposed into $F^{e}+G^{e}$, with $F^{e} \in \widetilde{L}^{1}\left(\left[T_{1}, T_{2}\right], B_{p, \infty}^{s}\right)$ (for $p \in[1, \infty]$ ) and $G^{e} \in \widetilde{L}^{\infty}\left(\left[T_{1}, T_{2}\right], B_{p, \infty}^{s+\frac{2}{2}-2}\right)$ for $r \in[1, \infty]$ with $\left.s+\frac{2}{r} \in\right]-1,1[$. There exist two constants $C_{s}$ and $C_{F}$ such that if $T_{2}-T_{1}>0$ is so small that:

1. $2 C C^{\prime}\left(T_{2}-T_{1}\right)^{\frac{1}{4}} \leq \nu_{0}^{\frac{3}{4}}$,
2. $e^{C \int_{T_{1}}^{T_{2}}\|\nabla v(\tau)\|_{L \infty}}-1 \leq \frac{1}{C_{F} M_{v i s c}}$,
3. $T_{2}-T_{1}+\int_{T_{1}}^{T_{2}}\|\nabla v\|_{L^{\infty}} d \tau \leq C_{s, \nu_{0}}$

Then, there exists a constant $C_{\nu_{0}, F}>0$ such that for all $r \in[1, \infty]$ with $\left.s+\frac{2}{r} \in\right]-1,1[$ and $t \in\left[T_{1}, T_{2}\right]$,
$\left(\nu_{0} r\right)^{\frac{1}{r}}\|u\|_{\tilde{L}^{r}\left(\left[T_{1}, t\right], B_{p}^{s+\infty}\right)} \leq C_{\nu_{0}, F}\left(\left\|u\left(T_{1}\right)\right\|_{B_{p, \infty}^{s}}+\left\|F^{e}\right\|_{\tilde{L}^{1}\left(\left[T_{1}, t\right], B_{p, \infty}^{s}\right)}+\frac{1}{\nu_{0}}\left\|G^{e}\right\|_{\tilde{L}^{\infty}\left(\left[T_{1}, t\right], B_{p}^{s-\infty}\right)}\right)$.

The author wishes to thank R. Danchin, I. Gallagher, and T. Hmidi for useful discussions.
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