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# Convolution of orbital measures on symmetric spaces: a survey 

P. Graczyk and P. Sawyer<br>This paper is dedicated to Philip Feinsilver, Salah Mohammed, and Arunava Mukherjea at the occasion of their retirement.


#### Abstract

This survey summarizes a long and fruitful collaboration of the authors on the properties of the convolutions of orbital measures on symmetric spaces or, equivalently, on the product formula for spherical functions on such spaces. A special accent is put on recent results in the singular case. They are presented in a simplified and unified manner in this survey.

New results for the flat symmetric spaces are also included, including a new short proof of the Thompson's conjecture in the complex case. Important open problems and possible applications of our results are proposed.


## 1. Introduction

1.1. Introductory example: uniform measures on spheres in $\mathbf{R}^{n}$. We start by discussing a simple and well known but fundamental example: the convolution of the uniform measures on centered spheres $S(r)$ in $\mathbf{R}^{n}$. Let $\delta_{S(r)}$ and $\delta_{S(R)}$ be two such measures. If $r \leq R$, the support $S(r)+S(R)$ of the convolution $\delta_{S(r)} * \delta_{S(R)}$ is equal to the annulus (see Figure 1)

$$
\left\{z \in \mathbf{R}^{n}: R-r \leq\|z\| \leq R+r\right\}
$$

(we use the usual Euclidean norm on $\mathbf{R}^{n}$ ).
In order to prove the absolute continuity of $\delta_{S(r)} * \delta_{S(R)}$ when $r, R>0$, one uses classically a Fourier-based approach. The knowledge of the Fourier transform

$$
\begin{equation*}
\mathcal{F}\left(\delta_{S(1)}\right)(y)=\Gamma\left(\frac{n}{2}\right)\left(\frac{2}{\|y\|}\right)^{n / 2-1} J_{n / 2-1}(\|y\|) \tag{1.1}
\end{equation*}
$$

where $J_{n / 2-1}$ is a Bessel function of the first kind (see e.g. [19, (2.30)]) allows one to study the inverse Fourier transform of $\mathcal{F}\left(\delta_{S(r)} * \delta_{S(R)}\right)$. This approach also leads to estimates and regularity properties of the density of $\delta_{S(r)} * \delta_{S(R)}$.

Let us look at this example from the point of view of the action of the compact group $K=\mathbf{O}(n)$ on the vector space $\mathbf{R}^{n}$.
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Figure 1. Support $S(r)+S(R)$

If $X \in \mathbf{R}^{n}$ and $X \neq 0$ then the orbit $K \cdot X$ is the sphere $S(\|X\|)$ of center 0 and radius $\|X\|$. The orbital measure $\delta_{X}^{\natural}$ on $K \cdot X$ is the transport of the Haar measure $m_{K}$ on $K$ by the map $k \in K \mapsto k \cdot X \in K \cdot X$. In other words, for a test function $f$ on $\mathbf{R}^{n}$

$$
\delta_{X}^{\natural}(f)=\int_{K} f(k \cdot X) d k
$$

We have $\delta_{X}^{\natural}=\delta_{S(\|X\|)}$.
Suppose now $X, Y \neq 0$ and then consider the convolution measure

$$
m_{X, Y}=\delta_{X}^{\natural} \star \delta_{Y}^{\natural}
$$

In other words, for a test function $f$ on $\mathbf{R}^{n}$

$$
m_{X, Y}(f)=\int_{\mathbf{O}(n) \times \mathbf{O}(n)} f\left(k_{1} X+k_{2} Y\right) d k_{1} d k_{2}
$$

The measure $m_{X, Y}$ is the transport of the Haar measure $m_{K \times K}$ on $K \times K$ by the analytic map

$$
T\left(k_{1}, k_{2}\right)=k_{1} \cdot X+k_{2} \cdot Y
$$

Let us now describe the support of $m_{X, Y}$, namely

$$
S_{X, Y}=\mathbf{O}(n) \cdot X+\mathbf{O}(n) \cdot Y
$$

which is the image of the group $\mathbf{O}(n) \times \mathbf{O}(n)$ by the map $T$. It is not difficult to see that

$$
\begin{equation*}
S_{X, Y}=\|X\| \mathbf{O}(n) \cdot \mathbf{e}_{1}+\|Y\| \mathbf{O}(n) \cdot \mathbf{e}_{1} \tag{1.2}
\end{equation*}
$$

where $\mathbf{e}_{1}=(1,0, \ldots, 0)$. Without loss of generality, we can assume that $\|X\| \geq\|Y\|$. Observe that the set described in (1.2) is the annulus

$$
S_{X, Y}=\left\{Z \in \mathbf{R}^{n}:\|X\|-\|Y\| \leq\|Z\| \leq\|X\|+\|Y\|\right\}
$$

Indeed, we have $\left\|S_{X, Y}\right\|=[\|X\|-\|Y\|,\|X\|+\|Y\|]$ which means that for every $r$ in this interval, there is a $Z \in S_{X, Y}$ with $\|Z\|=r$. Given that $S_{X, Y}$ is invariant under the action of $\mathbf{O}(n)$, the rest follows.

In order to study the existence of the density of $m_{X, Y}$, some basic differential geometry arguments explained in the beginning of the Section 2 (see Theorem 2.3) justify the equivalence of the following properties

- The measure $m_{X, Y}=T\left(m_{K \times K}\right)$ is absolutely continuous
- The support $S_{X, Y}=T(K \times K)$ has a nonempty interior
- The derivative of the map $T$ is surjective at a point $\left(k_{1}, k_{2}\right)$.

This gives two new approaches to the question of absolute continuity of $m_{X, Y}$ : the support approach and the surjectivity approach.

Let us illustrate these two other methods on the introductory example.
The annulus $S_{X, Y}$ has nonempty interior if and only if $X$ and $Y \neq 0$. Thus, by the support approach, the measure $m_{X, Y}=T\left(m_{K \times K}\right)$ is absolutely continuous if and only if $X$ and $Y \neq 0$.

The surjectivity approach is also very simple. The image of the derivative of the map $T$ at $\left(k_{1}, k_{2}\right)$ is easily seen to be $k_{1} \mathfrak{s o}(n) X+k_{2} \mathfrak{s o}(n) Y$. There exists $\left(k_{1}, k_{2}\right)$ such that $d T$ is surjective if and only if $k_{1} \mathfrak{s o}(n) X+k_{2} \mathfrak{s o}(n) Y=\mathbf{R}^{n}$ or if $\mathfrak{s o}(n) X+k \mathfrak{s o}(n) Y=\mathbf{R}^{n}$ (taking $k=k_{1}^{-1} k_{2}$ ) for some $k$. If, as before, we assume that $X=\|X\| \mathbf{e}_{1}$ and $Y=\|Y\| \mathbf{e}_{1}$, the condition becomes $\left[0, a_{2}, \ldots, a_{n}\right]^{T}+$ $k\left[0, b_{2}, \ldots, b_{n}\right]^{T}=\mathbf{R}^{n}$ for some $k$ (the $a_{i}$ 's and $b_{i}$ 's being arbitrary). The last condition is easily satisfied.

The main objective of our study of convolutions of $K$-orbital measures $\delta_{g}^{\natural}$ on Riemannian symmetric spaces $G / K$ is the existence of their density. Even though the spherical Fourier transform of such measures is known to be the spherical function $\phi_{\lambda}(g)$, the Fourier-based approach does not lead to sharp conditions due to the lack of efficient estimates of $\phi_{\lambda}(g)$ for singular $g$ 's.

However, the support approach and the surjectivity approach can be used. That's why we wanted to explain them on the introductory example, where they are particularly simple and rather unknown, in favor of the Fourier-based approach.

Let us notice that our introductory example can be realized as the Euclidean symmetric space $\mathbf{O}(n) \rtimes \mathbf{R}^{n} / \mathbf{O}(n)$ as discussed in Section 4.
1.2. Basic notations. Let $G / K$ be a Riemannian symmetric space of noncompact type (Helgason provides an excellent introduction in [16]):

Here $G$ is a semisimple Lie group of noncompact type with finite centre and $K$ is a maximal compact subgroup of $G$. Let $\mathfrak{a}^{+}$be the positive Weyl chamber. The Cartan decomposition of the group $G$ writes

$$
g=k_{1} e^{a(g)} k_{2}
$$

where $k_{1}, k_{2} \in K$ and $a(g) \in \overline{\mathfrak{a}^{+}}$is uniquely determined.
We define now the main objects of our work, the orbital measures and their convolutions.

Consider $X, Y \in \mathfrak{a}$ and let $m_{K}$ denote the Haar measure of the group $K$. We define

$$
\delta_{e^{x}}^{\natural}=m_{K} \star \delta_{e^{x}} \star m_{K} .
$$

| Measures | Lives on | support |
| :--- | :---: | :---: |
| $\delta_{e^{X}}^{\natural}=m_{K} \star \delta_{e^{X}} \star m_{K}$ | $G$ | $K e^{X} K$ |
| $m_{X, Y}=\delta_{e^{X}} \star \delta_{e^{Y}}^{\natural}$ | $G$ | $K e^{X} K e^{Y} K$ |
| $\mu_{X, Y}=$Transport of $m_{X, Y}$ <br> on <br> $\mathfrak{a}^{+}$ <br> $g \rightarrow a(g)$ | $\overline{\mathfrak{a}^{+}}$ | $a\left(e^{X} K e^{Y}\right)$ |
|  |  |  |

TABLE 1. Important measures
1.3. Motivations and applications. The problem of the absolute continuity of the convolution of two orbital measures

$$
m_{X, Y}=\delta_{e^{X}}^{\natural} \star \delta_{e^{Y}}^{\natural}
$$

and the study of the properties of its density that we address in this survey have important applications in the harmonic analysis of spherical functions on $G / K$ and in probability theory.
1.3.1. Applications in harmonic analysis: product formula. The spherical Fourier transform of $\delta_{e^{X}}^{\natural}$ is equal to the spherical function $\phi_{\lambda}\left(e^{X}\right)$ where $\lambda$ is a complexvalued linear form on $\mathfrak{a}$.

Thus the product $\phi_{\lambda}\left(e^{X}\right) \phi_{\lambda}\left(e^{Y}\right)$ is the spherical Fourier transform of the convolution $m_{X, Y}=\delta_{e^{X}}^{\natural} \star \delta_{e^{Y}}^{\natural}$.

Therefore, using the fact that the probability measure $\mu_{X, Y}$ is the Cartantransport of $m_{X, Y}$ on $\overline{\mathfrak{a}^{+}}$,

$$
\phi_{\lambda}\left(e^{X}\right) \phi_{\lambda}\left(e^{Y}\right)=\int_{\overline{\mathfrak{a}^{+}}} \phi_{\lambda}\left(e^{H}\right) d \mu_{X, Y}(H)
$$

The last formula is a version of the product formula for spherical functions on $G / K$. Like Helgason [16, 18], we reserve the name of product formula to the case when $\mu_{X, Y}$ has a density $k(H, X, Y)$. Thus the product formula for spherical functions

$$
\begin{equation*}
\phi_{\lambda}\left(e^{X}\right) \phi_{\lambda}\left(e^{Y}\right)=\int_{\mathfrak{a}^{+}} \phi_{\lambda}\left(e^{H}\right) k(H, X, Y) \delta(H) d H \tag{1.3}
\end{equation*}
$$

where $\delta(H) d H$ is the Cartan-transport of the invariant measure on $G / K$, is equivalent to the absolute continuity of the measure $\mu_{X, Y}$. Given that $\phi_{\lambda}\left(e^{X}\right) \phi_{\lambda}\left(e^{Y}\right)=$ $\int_{K} \phi_{\lambda}\left(e^{X} k e^{Y}\right) d k$, formula (1.3) is equivalent to

$$
\begin{equation*}
\int_{K} f\left(e^{X} k e^{Y}\right) d k=\int_{\mathfrak{a}^{+}} f\left(e^{H}\right) k(H, X, Y) \delta(H) d H \tag{1.4}
\end{equation*}
$$

for every $K$-biinvariant function $f$.
The investigation of the product formula was initiated by Helgason [16, Prop.IV.10.13, p.480]. Helgason proposes in [18, p. 367] studying the properties of $\mu_{X, Y}$ in relation to the structure of $G$ as an interesting open problem. The questions of existence and explicit expression of a density of $\mu_{X, Y}$ are thus of great importance. The investigation of this problem was started by Flensted-Jensen and Koornwinder on hyperbolic spaces $[\mathbf{4}, \mathbf{2 3}]$. These questions were investigated by Rösler and other authors (see [30] and references therein) with the hope of generalization in the Dunkl and hypergroups setting.
1.3.2. Applications in probability. They concern two groups of problems:
(1) Arithmetic of probability measures. In order to characterize the important class $I_{0}$ of probability laws without indecomposable factors (in the sense of the convolution product), Ostrovskii [27], Trukhina [34] and Voit [35] use as the main tool the product formula and some properties of its kernel, respectively on $\mathbf{R}^{n} / \mathbf{O}(n)$, on real hyperbolic spaces and on some hypergroups. We conjecture that our results will allow the characterization of the $I_{0}$ class on all symmetric spaces $G / K$ as $K$-invariant Gaussian measures.
(2) Properties of random walks on semi-simple groups. The property of absolute continuity of sufficiently large convolution powers $\left(\delta_{e^{X}}^{\natural}\right)^{l}$ is essential in the study of random walks on groups (see for example $[\mathbf{2 0}, \mathbf{2 1}, \mathbf{2 4}]$ ). The measures, with a certain convolution power allowing an absolutely continuous part, are called spreadout. We also believe that the results on the convolution powers of $\delta_{e^{x}}^{\natural}$ will be useful in the study of isotropic $K$-invariant random walks on $G / K$, see $[\mathbf{6}]$ in the case $\mathbf{R}^{n}$.
1.4. Plan of the survey. We present here the organization of this survey.

In Section 2 we present the results on the existence of the density of the measures $m_{X, Y}$ and $\mu_{X, Y}$.

In Section 3 we discuss formulas available for the density and we give a description of the support.

We conclude with Section 4 with a discussion of our problems in the case of Euclidean (or flat) symmetric spaces. This section, in particular, contains new results.

## 2. Absolute continuity of the convolution of orbital measures

Our goal in this section is to discuss sharp criteria guaranteeing the existence of the density of the convolution of two orbital measures. We will develop the results in a variety of symmetric spaces of noncompact type and show in Section 4 that they apply in the case of symmetric spaces of Euclidean type.

Here are the three main Problems that we are discussing in this survey:
(1) Prove the existence of the density when $X$ is regular and $Y \neq 0$.
(2) Provide a sufficient and necessary condition for the existence of the density when $X$ and $Y$ are both singular.
(3) Provide a sufficient and necessary condition for the existence of the density of $\delta_{e^{X_{1}}}^{\natural} * \ldots * \delta_{e^{X_{m}}}^{\natural}$ and $\left(\delta_{e^{X}}^{\natural}\right)^{l}$.
2.1. Existence of the density: methods. We will discuss here the various tools and equivalences that we have developed to prove the existence of the density.

Here are the methods we used in our research in order to show the absolute continuity of measures $m_{X, Y}$ and $\mu_{X, Y}$.
(i) Support approach for Problem 1. Show that $\operatorname{supp}\left(\mu_{X, Y}\right)=a\left(e^{X} K e^{Y}\right)$ has a nonempty interior using local Taylor expansions of the map $t \rightarrow$ $a\left(e^{X} k_{t}^{X_{\alpha}} e^{Y}\right)$ at $X+Y$ (see [13]). Here $X_{\alpha}$ denotes a root vector and $k_{t}^{X_{\alpha}}=\exp \left(t\left(X_{\alpha}+\theta X_{\alpha}\right)\right)$.
(ii) Fourier-based approach for Problem 1. Using inverse spherical Fourier transform (see [11]).
(iii) Surjectivity approach for Problems 2 and 3. This technique was introduced and used in $[\mathbf{7}, \mathbf{8}, \mathbf{9}]$ and is based on the study of the surjectivity of the differential of the map $T\left(k_{1}, k_{2}, k_{3}\right)=k_{1} e^{X} k_{2} e^{Y} k_{3}$, equivalent to Theorem 2.3, part (7).
From today's perspective, it is clear for us that the surjectivity approach (2.1) is the simplest and the most powerful tool allowing a unified treatment of all three Problems 1, 2, 3. That is why we present this method in detail in this survey. However, the lemma that follows which was proven in [9] will be used in conjunction with the "support approach" to prove that the criteria that we are proposing are necessary (i.e. sharp).

LEMMA 2.1. $\operatorname{Let} U=\operatorname{diag}([\overbrace{u_{0}, \ldots, u_{0}}^{r}, u_{1}, \ldots, u_{N-r}]$ and $V=\operatorname{diag}([\overbrace{v_{0}, \ldots, v_{0}}^{s}, v_{1}, \ldots, v_{N-s}]$
where $r+s>N, s<N, r<N$ and the $u_{i}$ 's and $v_{j}$ 's are arbitrary. Then each element of $a\left(e^{U} \mathbf{S U}(N, \mathbf{F}) e^{V}\right)$ has at least $r+s-N$ entries equal to $u_{0}+v_{0}$ (here $a(g)$ corresponds to the singular values of $g$ ).

REmARK 2.2. The following two observations are used repeatedly in our work on the product formula:
(1) Let $f: M \rightarrow \mathbf{R}$ (or $\mathbf{C}$ ) be a nonzero analytic function where $M$ is a real (or complex) analytic manifold. Then $U=\{m: f(m) \neq 0\}$ is a dense open set of $M$.
(2) The intersection of two dense open sets of $M$ is a dense open set of $M$.

Observation 2 is simple but useful: it will be used to show that two properties that are each valid almost everywhere are valid together almost everywhere.

Theorem 2.3. Let $F(k)=a\left(e^{X} k e^{Y}\right)$ and let $T: K \times K \times K \rightarrow G$ be defined by $T\left(k_{1}, k_{2}, k_{3}\right)=k_{1} e^{X} k_{2} e^{Y} k_{3}$. The following statements are equivalent:
(1) $\mu_{X, Y}$ is absolutely continuous.
(2) $\operatorname{supp}\left(\mu_{X, Y}\right)=a\left(e^{X} K e^{Y}\right)$ has a nonempty interior.
(3) There exists $k \in K$ such that $\left.d F\right|_{k}$ is surjective.
(4) $m_{X, Y}$ is absolutely continuous.
(5) $\operatorname{supp}\left(m_{X, Y}\right)=K e^{X} K e^{Y} K$ has a nonempty interior.
(6) There exists $\left(k_{1}, k_{2}, k_{3}\right) \in K \times K \times K$ such that $\left.d T\right|_{\left(k_{1}, k_{2}, k_{3}\right)}$ is surjective.
(7) Let $V_{X}=\operatorname{span}\left\{X_{\alpha}-\theta\left(X_{\alpha}\right): \alpha(X) \neq 0\right\} \subset \mathfrak{p}$ (similarly for $\left.V_{Y}\right)$.

$$
\begin{equation*}
\exists k \in K \quad V_{X}+A d(k) V_{Y}=\mathfrak{p} \tag{2.1}
\end{equation*}
$$

Proof. We first observe that $m_{X, Y}$ is absolutely continuous if and only if its support $K e^{X} K e^{Y} K$ has nonempty interior $U$. This implies that the derivative of $T$ is surjective at least for some $\mathbf{k}$. Indeed, by Sard's theorem (see for example [16, p. 479] and the reference therein), given that $T$ is analytic, on the set $C$ of its critical points where $d T$ is not surjective, the invariant measure of $T(C)$ is zero. Given that the image of $T$ contains an open set, $C$ cannot be the whole of $K \times K \times K$. Hence, $T$ is surjective at least at one point and therefore, using Remark 2.2, $d T$ is surjective for every $\left(k_{1}, k_{2}, k_{3}\right)$ in a dense open subset of $K \times K \times K$. Using the implicit function theorem, a density $k_{G}(\cdot, X, Y)$ exists for the measure $m_{X, Y}$. On the other hand, if the image of $T$ does not contain an open set, the set of critical points will be $C=K \times K \times K$ and the invariant measure of $T(K \times K \times K)$ is zero. Therefore, the measure $m_{X, Y}$ is not absolutely continuous.

The same result is true for the measure $\mu_{X, Y}$ although the proof requires some adjustment since $F(k)=a\left(e^{X} k e^{Y}\right)$ is continuous but not necessarily analytic everywhere. In [13], we worked around this technical difficulty by observing that $\mathfrak{a}$ is analytic on $G^{\prime}=K e^{\mathfrak{a}^{++}} K$ where $\mathfrak{a}^{++}=\left\{H \in \mathfrak{a}^{+}: \alpha(H) \neq \beta(H)\right.$ for $\left.\alpha \neq \beta\right\}$.

Rather than reproducing here all the details, we can observe that $\mu_{X, Y}$ is absolutely continuous if and only if $m_{X, Y}$ is and that the interiors of their supports are closely related. If $k(H, X, Y)$ and $k_{G}(g, X, Y)$ are the respective densities of $\mu_{X, Y}$ and $m_{X, Y}$ then

$$
\begin{aligned}
k(H, X, Y) & =\int_{K \times K} k_{G}\left(k_{1} e^{H} k_{2}, X, Y\right) d k_{1} d k_{2} \\
k_{G}(g, X, Y) & =k(a(g), X, Y)
\end{aligned}
$$

Finally, we show that (6) allows us to deduce another more practical criterion. We have

$$
\begin{aligned}
d T_{\mathbf{k}}(A, B, C) & =\left.\frac{d}{d t}\right|_{t=0} e^{t A} k_{1} e^{X} e^{t B} k_{2} e^{Y} e^{t C} k_{3} \\
& =A k_{1} e^{X} k_{2} e^{Y} k_{3}+k_{1} e^{X} B k_{2} e^{Y} k_{3}+k_{1} e^{X} k_{2} e^{Y} C k_{3} \\
(2.2) & =k_{1} e^{X}\left[\operatorname{Ad}\left(e^{-X}\right)\left(k_{1}^{-1} A k_{1}\right)+B+\operatorname{Ad}\left(k_{2}\right) \operatorname{Ad}\left(e^{Y}\right)\left(k_{3} C k_{3}^{-1}\right)\right] k_{2} e^{Y} k_{3} .
\end{aligned}
$$

We conclude from (2.2) that $d T_{\mathbf{k}}$ is surjective if and only if there exists $k \in K$ such that

$$
\begin{aligned}
\operatorname{Ad}\left(e^{-X}\right) \mathfrak{k}+\mathfrak{k}+\operatorname{Ad}(k) \operatorname{Ad}\left(e^{Y}\right) \mathfrak{k} & =\mathfrak{g} \text { or } \\
{\left[\mathfrak{k}+\operatorname{Ad}\left(e^{-X}\right) \mathfrak{k}\right]+\operatorname{Ad}(k)\left[\mathfrak{k}+\operatorname{Ad}\left(e^{Y}\right) \mathfrak{k}\right] } & =\mathfrak{g} .
\end{aligned}
$$

If we project this equation on $\mathfrak{p}$ via the map $X \rightarrow X-\theta(X)$, the criterion (6) becomes equivalent to the existence of $k \in K$ such that (2.1) holds. Indeed, given that

$$
\begin{aligned}
k+\operatorname{Ad}\left(e^{-X}\right) \mathfrak{k}= & \operatorname{span}\left\{X_{\alpha}+\theta\left(X_{\alpha}\right), e^{\alpha(X)} X_{\alpha}+e^{-\alpha(X)} \theta\left(X_{\alpha}\right)\right\} \\
= & \operatorname{span}\left\{X_{\alpha}+\theta\left(X_{\alpha}\right), \frac{e^{\alpha(X)}+e^{-\alpha(X)}}{2}\left(X_{\alpha}+\theta\left(X_{\alpha}\right)\right)\right. \\
& \left.+\frac{e^{\alpha(X)}-e^{-\alpha(X)}}{2}\left(X_{\alpha}-\theta\left(X_{\alpha}\right)\right)\right\}
\end{aligned}
$$

the result follows.
If we refer to Remark 2.2, it is helpful to note that in (3) and (6), we could write instead "There exists a dense open subset $U$ of $K$ (or of $K \times K \times K$ ) such that $\left.d F\right|_{k}$ (or $\left.\left.d T\right|_{\left(k_{1}, k_{2}, k_{3}\right)}\right)$ is surjective everywhere on $U$."
2.2. Existence of the density: symmetric spaces of noncompact type. We believe that the simplest method to prove the statement of Problem 1 is the surjectivity approach via Theorem 2.3 , part (7). Below, we provide a new proof of Theorem 2.4 using Theorem 2.3, part (7). In [13], we showed that:

ThEOREM 2.4. Let $G / K$ be an irreducible symmetric space of noncompact type. If $X \in \mathfrak{a}$ is regular and $Y \in \mathfrak{a}$ is not 0 , then the convolution $\delta_{e^{X}}^{\natural} * \delta_{e^{Y}}^{\natural}$ is absolutely continuous.

The proof that we used in [13] to show that $\left.d F\right|_{k}$ is surjective for some $k \in K$ was based on local Taylor expansions at $X+Y$. It goes like this: $a\left(e^{X} e^{t\left(X_{\alpha}+\theta\left(X_{\alpha}\right)\right)} e^{Y}\right)=$ $X+Y+S t^{2} H_{\alpha}+O\left(t^{2}\right)$ where $S \neq 0$ whenever $\alpha(X) \neq 0$ and $\alpha(Y) \neq 0$. If we get enough directions to generate $\mathfrak{a}$ (we get every $H_{\alpha}, \alpha>0$ when $X, Y \in \mathfrak{a}^{+}$) then the density has to exist. We will show here that the criterion given in (2.1) can be used to prove Theorem 2.4.

We reproduce here the following result from [13]:
Lemma 2.5. Let $\Delta$ be an irreducible root system and $\Delta_{0}$ be the set of simple positive roots. If $\beta_{1} \in \Delta_{0}$ then one may order the elements of $\Delta_{0}$ in such a way $\beta_{2}, \ldots, \beta_{r}\left(r=\left|\Delta_{0}\right|\right)$ that $\sum_{i=1}^{k} \beta_{i} \in \Delta$ for all $k=1, \ldots, r$.

Proof. We use induction on $r$. The result is trivial when $r=1$.
Suppose that the statement is true for any root system with $r-1$ simple positive roots. In this paper, the scalar product on $\mathfrak{a}$ (and correspondingly on $\mathfrak{a}^{*}$ ) is defined via the Killing form: for $X, Y \in \mathfrak{a},\langle X, Y\rangle=B(X, Y)$.

Consider the Dynkin diagram $D$ of a root system with $\left|\Delta_{0}\right|=r$. As a graph, this diagram is a finite tree so there exists a root $\alpha_{r} \in \Delta$ such that $\left\langle\alpha, \alpha_{r}\right\rangle \neq 0$ for only one other root in $\Delta$, say $\alpha=\alpha_{r-1}$ (geometrically, it means that the only vertex of $D$ connected with $\alpha_{r}$ is $\alpha_{r-1}$ ).

Let $\Delta^{\prime}$ be the root system generated by the simple roots $\Delta_{0} \backslash\left\{\alpha_{r}\right\}$ (the Dynkin diagram $D^{\prime}$ of $\Delta^{\prime}$ is obtained from $D$ by suppressing the vertex $\alpha_{r}$ and the edge $\left.\left[\alpha_{r-1}, \alpha_{r}\right]\right)$.

Let us order the elements of $\Delta_{0} \backslash\left\{\alpha_{r}\right\}$ in such a way $\alpha_{1}, \ldots, \alpha_{r-1}$ that $\sum_{i=k}^{r-1} \alpha_{i} \in \Delta$ for all $k=1, \ldots, r-1$. This is possible by the induction hypothesis.

Let $\beta=\alpha_{1}+\cdots+\alpha_{r-1} \in \Delta$. As $\left\langle\alpha_{p}, \alpha_{r}\right\rangle=0$ when $p<r-1$ and $\left\langle\alpha_{r-1}, \alpha_{r}\right\rangle<0$ (all this follows from the fact that $D$ contains the edge $\left[\alpha_{r-1}, \alpha_{r}\right]$ and no other edge with vertex $\alpha_{r}$ ) we infer that $\left\langle\beta, \alpha_{r}\right\rangle<0$. This implies [16, Lemma 2.18 page 291] that $\beta+\alpha_{r}=\alpha_{1}+\cdots+\alpha_{r} \in \Delta$. The statement of the lemma is then true for $\beta_{1}=\alpha_{i}, i<r$. It is also true for $\beta_{1}=\alpha_{r}$ since $\sum_{i=k}^{r-1} \alpha_{i}+\alpha_{r} \in \Delta$ for $k=1, \ldots$, $r-1$ which follows from the same argument replacing $\beta$ by $\alpha_{k}+\cdots+\alpha_{r-1}$.

The lemma could also be proven using the classification of root systems by a case by case examination (see for instance [16]).

Proof (of the theorem). Let $r$ be the rank of the symmetric space. We can assume without loss of generality that $X \in \mathfrak{a}^{+}$and that $Y \in \overline{\mathfrak{a}^{+}}$. We will show that

$$
V_{X}+\operatorname{Ad}(k) V_{Y}=\mathfrak{p} .
$$

Since $X$ is regular, we have $\mathfrak{p}=V_{X} \oplus \mathfrak{a}$ and therefore, $\operatorname{dim} V_{X}=\operatorname{dim} \mathfrak{p}-r$. Since $Y \neq 0$, there exists a simple root $\beta_{1}$ such that $\beta_{1}(Y)>0$. Let $\beta_{i}, i=2$, $\ldots, r$ be as in Lemma 2.5. Let $\gamma_{k}=\sum_{i=1}^{k} \beta_{i}$ and note that $\gamma(Y)>0$ for each $k$. If $H_{\gamma_{k}}=\left[X_{\gamma_{k}}, \theta\left(X_{\gamma_{k}}\right)\right]$ then the $H_{\gamma_{k}}$ 's are linearly independent and generate $\mathfrak{a}$. Indeed, $\sum_{k=1}^{r} b_{k} H_{\gamma_{k}}=0$ implies $\sum_{k=1}^{r} b_{k} B\left(H_{\gamma_{k}}, H\right)=0$ for all $H \in \mathfrak{a}$. We then have $\sum_{k=1}^{r} b_{k} \gamma_{k}(H)=0$ which is equivalent to $\sum_{k=1}^{r} \sum_{i=1}^{k} b_{k} \beta_{i}(H)=0$ for all $H \in \mathfrak{a}$. This means that $\sum_{k=1}^{r} \sum_{i=1}^{k} b_{k} \beta_{i}=0$ or $\sum_{i=1}^{r}\left(\sum_{k=i}^{r} b_{k}\right) \beta_{i}=0$ from which we easily conclude that all the $b_{i}$ 's must be 0 .

Let

$$
k_{t}=\exp \left(t \sum X_{\gamma_{j}}^{\mathfrak{k}}\right), \quad X_{\gamma_{j}}^{\mathfrak{k}}=X_{\gamma_{j}}+\theta X_{\gamma_{j}} .
$$

Then, writing $X^{\mathfrak{p}}=X-\theta X \in \mathfrak{p}$,

$$
\operatorname{Ad}\left(k_{t}\right)\left(X_{\gamma_{j}}^{\mathfrak{p}}\right)=f(t) H_{\gamma_{j}}
$$

modulo $V_{X}$ with $f(t)=-2 t+o(t)$ as $t$ tends to 0 .
Now, provided that $t$ is small enough so that the terms in $t H_{\gamma_{j}}$ do not disappear, we have:

$$
\begin{aligned}
& V_{X} \oplus \operatorname{span}\left\{\operatorname{Ad}\left(k_{t}\right)\left(X_{\gamma_{1}}^{\mathfrak{p}}\right)\right\}=V_{X} \oplus \operatorname{span}\left\{H_{\gamma_{1}}\right\} \\
& V_{X} \oplus \operatorname{span}\left\{\operatorname{Ad}\left(k_{t}\right)\left(X_{\gamma_{1}}^{\mathfrak{p}}\right), \operatorname{Ad}\left(k_{t}\right)\left(X_{\gamma_{1}}^{\mathfrak{p}}\right)\right\}=V_{X} \oplus \operatorname{span}\left\{H_{\gamma_{1}}, H_{\gamma_{2}}\right\} \\
& \ldots \\
& V_{X} \oplus \operatorname{span}\left\{\operatorname{Ad}\left(k_{t}\right)\left(X_{\gamma_{1}}^{\mathfrak{p}}\right), \ldots, \operatorname{Ad}\left(k_{t}\right)\left(X_{\gamma_{r}}^{\mathfrak{p}}\right)\right\}=V_{X} \oplus \operatorname{span}\left\{H_{\gamma_{1}}, \ldots, H_{\gamma_{r}}\right\} \\
& \subset V_{X}+\operatorname{Ad}(K) V_{Y} .
\end{aligned}
$$

Since $V_{X} \oplus \operatorname{span}\left\{H_{\gamma_{1}}, \ldots, H_{\gamma_{r}}\right\}=\mathfrak{p}$, we have proven the Theorem.
The density can however still exist when both $X$ and $Y$ are singular. In the case of the root system $A_{2}$, if $X$ and $Y$ are singular, then the density does not exist. Indeed, if $X=x \operatorname{diag}[1,1,-1], Y=y \operatorname{diag}[1,1,-1]$ and $k \in \mathbf{S O}(3)$ then

$$
\begin{aligned}
& a\left(e^{X} k e^{Y}\right) \\
& =a\left(e^{X}\left[\begin{array}{ccc}
\cos \theta_{1} & -\sin \theta_{1} & 0 \\
\sin \theta_{1} & \cos \theta_{1} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{2} & -\sin \theta_{2} \\
0 & \sin \theta_{2} & \cos \theta_{2}
\end{array}\right]\left[\begin{array}{cc}
\cos \theta_{3} & -\sin \theta_{3} \\
\sin \theta_{3} & 0 \\
0 & 0 \\
\cos \theta_{3} & 0 \\
0
\end{array}\right] e^{Y}\right) \\
& =a\left(\left[\begin{array}{ccc}
\cos \theta_{1} & -\sin \theta_{1} & 0 \\
\sin \theta_{1} & \cos \theta_{1} & 0 \\
0 & 0 & 1
\end{array}\right] e^{X}\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{2} & -\sin \theta_{2} \\
0 & \sin \theta_{2} & \cos \theta_{2}
\end{array}\right] e^{Y}\left[\begin{array}{cc}
\cos \theta_{3} & -\sin \theta_{3} \\
\sin \theta_{3} & \cos \theta_{3} \\
0 & 0 \\
0 & 0
\end{array}\right]\right) \\
& =a\left(e^{X}\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{2} & -\sin \theta_{2} \\
0 & \sin \theta_{2} & \cos \theta_{2}
\end{array}\right] e^{Y}\right)
\end{aligned}
$$

(any $k \in \mathbf{S O}(3)$ can be written in that way). Hence, $a\left(e^{X} \mathbf{S O}(3) e^{Y}\right)$ has dimension at most 1 and therefore does not contain an open set.

Table 3 shows however that even in the low rank cases such as $B_{2}, A_{3}$, it is possible for the density to exist when both $X$ and $Y$ are singular.

We arrive in this way to the challenging Problem 2: characterize all pairs $X$, $Y$ of singular elements

$$
X, Y \notin W \cdot \mathfrak{a}^{+}
$$

such that the measure $m_{X, Y}=\delta_{e^{X}}^{\natural} \star \delta_{e^{Y}}^{\natural}$ has a density. It should depend on how irregular $X$ and $Y$ are.

In our most recent papers, we solved this problem for:

- classical symmetric spaces of type $A_{n}$,
- the symmetric spaces $\mathbf{S O}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q), p \leq q$, containing (for $p<q$ ) the noncompact Grassmanians,
- their complex and quaternionic analogs $\mathbf{S U}(p, q) / \mathbf{S U}(p) \times \mathbf{S U}(q)$ and $\mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q)$,
- the spaces $\mathbf{S O}^{*}(2 n) / \mathbf{U}(n)$.

Theorem 2.6. In Table 2 and Table 3, we provide definitions of eligibility for a pair of elements of $\mathfrak{a}$ for the spaces $\mathbf{S L}(n, \mathbf{F}), \mathbf{F}=\mathbf{R}, \mathbf{C}, \mathbf{H}$ for all $n \geq 2, \mathbf{E}_{6} / \mathbf{F}_{4}$, $\mathbf{S O}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q), \mathbf{S U}(p, q) / \mathbf{S U}(p) \times \mathbf{S U}(q), \mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q), p \leq q$ and $\mathbf{S O}^{*}(2 n) / \mathbf{U}(n), n \geq 2$. In all these cases, the measure $\mu_{X, Y}$ is absolutely continuous if an only if the pair $(X, Y)$ is eligible.

| Symmetric space | Description of $X \in \mathfrak{a}^{+}$ | Configuration of $X$ |
| :---: | :---: | :---: |
| $\begin{aligned} & \mathbf{S L}(n, \mathbf{F}) / \mathbf{S U}(n, \mathbf{F}), \\ & \mathbf{F}=\mathbf{R}, \mathbf{C}, \mathbf{H}, n \geq 2, \\ & \mathbf{F}=\mathbf{O}, n=3 \\ & \left(\text { i.e. } \mathbf{E}_{6} / \mathbf{F}_{4}\right) \end{aligned}$ | $\begin{aligned} & \operatorname{diag}\left[x_{1}, \ldots, x_{n}\right], \\ & \sum_{i=1}^{n} x_{i}=0, \\ & x_{1}>x_{2}>\cdots>x_{n} \end{aligned}$ | $X=X\left[s_{1}, \ldots, s_{r}\right], \quad s_{i}$ <br> number of repetitions of the $x_{i}$ 's |
| $\begin{aligned} & \mathbf{S O}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q) \\ & p<q, \\ & \mathbf{S U}(p, q) / \mathbf{S U}(p) \times \mathbf{S U}(q), \\ & \mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q) \\ & p \leq q \end{aligned}$ | $\begin{aligned} & {\left[\begin{array}{ccc} 0 & \mathcal{D}_{X} & 0 \\ \mathcal{D}_{X} & 0 & 0 \\ 0 & 0 & 0 \end{array}\right]} \\ & \text { in } \mathfrak{g l}(p+q, \mathbf{R}), \\ & \mathcal{D}_{X}=\operatorname{diag}\left[x_{1}, \ldots, x_{p}\right] \\ & x_{1}>x_{2}>\cdots>x_{p}>0 \end{aligned}$ | $X=X\left[s_{1}, \ldots, s_{r} ; u\right], s_{i}$ <br> number of repetitions of the nonzero $x_{i}$ 's and $u$ the number of $x_{i}=0$ |
| $\mathbf{S O}(p, p) / \mathbf{S O}(p) \times \mathbf{S O}(p)$ | $\begin{aligned} & {\left[\begin{array}{cc} 0 & \mathcal{D}_{X} \\ \mathcal{D}_{X} & 0 \end{array}\right] \in \mathfrak{g l}(2 p, \mathbf{R}),} \\ & \mathcal{D}_{X}=\operatorname{diag}\left[x_{1}, \ldots, x_{p}\right], \\ & x_{1}>x_{2}>\cdots>x_{p-1}> \\ & \left\|x_{p}\right\| \end{aligned}$ | $X=X\left[s_{1}, \ldots, s_{r} ; u\right], s_{i}$ number of repetitions of the nonzero $\left\|x_{i}\right\|$ 's and $u$ the number of $x_{i}=0$ |
| SO* ${ }^{*}(2 n) / \mathbf{U}(n)$ | $\begin{gathered} {\left[\begin{array}{c\|c} 0 & \mathcal{E}_{X} \\ \hline-\mathcal{E}_{X} & 0 \end{array}\right] \in \mathfrak{g l}(2 n, \mathbf{R}),} \\ \mathcal{E}_{X}=\sum_{k=1}^{[n / 2]} x_{k} \\ \left(E_{2 k, 2 k+1}-E_{2 k+1,2 k}\right), \\ x_{1}>x_{2}>\cdots>x_{n / 2}>0 \end{gathered}$ | $X=X\left[s_{1}, \ldots, s_{r} ; u\right], s_{i}$ number of repetitions of the nonzero $x_{i}$ 's and $u$ the number of $x_{i}=0$ |

Table 2. Configurations of elements of $\mathfrak{a}$

| Symmetric space | Eligibility | $\begin{aligned} & X \neq 0, \\ & \left(\delta_{e^{x}}^{\natural}\right)^{l} \\ & \text { absolutely } \\ & \text { contin- } \\ & \text { uous } \\ & \text { (optimal } \\ & \text { value) } \end{aligned}$ | Reference |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathbf{S L}(n, \mathbf{F}) / \mathbf{S U}(n, \mathbf{F}), \\ & \mathbf{F}=\mathbf{R}, \mathbf{C}, \mathbf{H}, n \geq 2, \\ & \mathbf{F}=\mathbf{O}, n=3 \\ & \text { (i.e. } \left.\mathbf{E}_{6} / \mathbf{F}_{4}\right) \end{aligned}$ | $\begin{aligned} & X=X[\mathbf{s}], Y=Y[\mathbf{t}]: \\ & \max \{\mathbf{s}\}+\max \{\mathbf{t}\} \leq n, \\ & (\text { and } X \text { or } Y \text { not of the form } \\ & \left.a \operatorname{diag}\left[I_{n / 2},-I_{n / 2}\right]\right) \end{aligned}$ | $l \geq n$ | [9] |
| $\begin{aligned} & \mathbf{S O}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q), \\ & p<q, \\ & \mathbf{S U}(p, q) / \mathbf{S U}(p) \times \mathbf{S U}(q), \\ & \mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q), \\ & p \leq q \end{aligned}$ | $\begin{aligned} & X=X[\mathbf{s} ; u], Y=Y[\mathbf{t} ; v]: \\ & \max (\mathbf{s}, 2 u)+\max (\mathbf{t}, 2 v) \leq 2 p \end{aligned}$ | $l \geq p$ | $[7,8]$ |
| $\mathbf{S O}(p, p) / \mathbf{S O}(p) \times \mathbf{S O}(p)$ | $\begin{aligned} & X=X[\mathbf{s} ; u], Y=Y[\mathbf{t} ; v]: \\ & \text { if } u \leq 1, v \leq 1 \text { then } \\ & \max (\mathbf{s})+\max (\mathbf{t}) \leq 2 p-2, \\ & \text { if } u \geq 2 \text { or } v \geq 2 \text { then } \\ & \max (\mathbf{s}, 2 u)+\max (\mathbf{t}, 2 v) \leq 2 p \\ & \text { (if } p=4, \text { then }\left\{\mathcal{D}_{X}, \mathcal{D}_{Y}\right\} \\ & \neq\{\operatorname{diag}[a, a, a, a], \operatorname{diag}[b, b, c, c]\}) \end{aligned}$ | $\begin{aligned} & l \geq p \text { if } \\ & p \geq 4, \\ & l \geq p+1 \\ & \text { if } p=2,3 \end{aligned}$ | [7] |
| $\mathbf{S O}^{*}(2 n) / \mathbf{U}(n)$ | $\begin{aligned} & X=X[\mathbf{s} ; u], Y=Y[\mathbf{t} ; v]: \\ & \max (\mathbf{s}, 2 u)+\max (\mathbf{t}, 2 v) \leq 2\left[\frac{n}{2}\right] \end{aligned}$ | $l \geq[n / 2]$ | [31] |

Table 3. Summary of results
2.2.1. Comments on Problem 3. The last column of the last table concerns the absolute continuity of convolution powers.

Ragozin showed in [29] that for any Riemannian symmetric space $G / K$ and any $X_{j} \neq 0 \in \mathfrak{a}, j=1, \ldots, m$, the measure

$$
\begin{equation*}
\delta_{e^{x_{1}}}^{\natural} \star \cdots \star \delta_{e^{x_{m}}}^{\natural} \tag{2.3}
\end{equation*}
$$

is absolutely continuous for $m \geq \operatorname{dim}(G / K)$.
In [10], we proved a much stronger property: under the same conditions, the measure in (2.3) is absolutely continuous for $m \geq r+1$, where $r$ is the rank of $G / K$. As can be seen from Table 3, this bound cannot be improved since it is optimal for the root systems of type $A$.

THEOREM 2.7. Table 3 provides the optimal values $m$ which ensure that the convolution powers $\left(\delta_{e^{x}}^{\natural}\right)^{l}, X \neq 0$, are absolutely continuous for the spaces $\mathbf{S L}(n, \mathbf{F})$, $\mathbf{F}=\mathbf{R}, \mathbf{C}, \mathbf{H}$ for all $n \geq 2, \mathbf{E}_{6} / \mathbf{F}_{4}, \mathbf{S O}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q), \mathbf{S U}(p, q) / \mathbf{S U}(p) \times$ $\mathbf{S U}(q), \mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q), p \leq q$ and $\mathbf{S O}^{*}(2 n) / \mathbf{U}(n), n \geq 2$. These values $m$ are optimal in the sens that there are choices of $X \neq 0$ for which $\left(\delta_{e^{X}}^{\natural}\right)^{l}$ is not absolutely continuous when $l<m$. We provide in Table 4 examples of such choices in each case. In a sense, these are the "most singular" elements of their respective Cartan subalgebra.

| Symmetric space | $X$ | $\left(\delta_{e^{\text {}}}\right)^{l}$ not absolutely continuous |
| :--- | :--- | :---: |
| $\mathbf{S L}(n, \mathbf{F}) / \mathbf{S U}(n, \mathbf{F})$, | $X=X[n-1,1]$ | $l<n$ |
| $\mathbf{F}=\mathbf{R}, \mathbf{C}, \mathbf{H}, n \geq 2$, |  |  |
| $\mathbf{F}=\mathbf{O}, n=3\left(i . e . \mathbf{E}_{6} / \mathbf{F}_{4}\right)$ |  |  |
| $\mathbf{S O}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q), p<q$, <br> $\mathbf{S U}(p, q) / \mathbf{S U}(p) \times \mathbf{S U}(q)$, <br> $\mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q), p \leq q$ | $X=X[1 ; p-1]$ | $l<p$ |
| $\mathbf{S O}(p, p) / \mathbf{S O}(p) \times \mathbf{S O}(p)$ | $X=X[1 ; p-1]$ | $l<p, p \geq 4$ |
|  | $X=X[p]$ | $l<p+1, p=2,3$ |
| $\mathbf{S O}^{*}(2 n) / \mathbf{U}(n)$ | $X=X[1 ;[n / 2]-1]$ | $l<[n / 2]$ |

TABLE 4. Convolutions powers which are not absolutely continuous
2.3. Proofs. We sketch the idea of the proof in the case of the spaces $\mathbf{S O}_{0}(p, q) / \mathbf{S O}(p) \times$ $\mathbf{S O}(q), p<q$. This is a good choice for illustration purposes: the proof for the symmetric spaces of type $A$ is simpler while the proof in the case of the spaces $\mathbf{S O}_{0}(p, p) / \mathbf{S O}(p) \times \mathbf{S O}(p)$ is more technical.
2.3.1. The case of the noncompact Grassmanians. In [7], we discussed the product formula on the spaces

$$
\mathbf{S O}_{0}(p, q) /(\mathbf{S O}(p) \times \mathbf{S O}(q)) \text { with } q>p
$$

In what follows, with the help of selected examples, we will outline the techniques that led to the results in Table 3 . We start by presenting here the necessary information on the spaces.

We defined $\mathbf{S O}(p, q)$ as the group of matrices $g \in \mathbf{S L}(p+q, \mathbf{R})$ such that $g^{T} I_{p, q} g=I_{p, q}$ where $I_{p, q}=\left[\begin{array}{cc}-I_{p} & 0_{p \times q} \\ 0_{q \times p} & I_{q}\end{array}\right]$. Therefore the Lie algebra $\mathfrak{s o}(p, q)$ of $\mathbf{S O}_{0}(p, q)$ (the connected component of $\mathbf{S O}(p, q)$ ) consists of the matrices

$$
\left[\begin{array}{cc}
A & B \\
B^{T} & D
\end{array}\right]
$$

where $A$ and $D$ are skew-symmetric.

- The maximal compact subgroup $K=\left\{\left[\begin{array}{cc}A & 0 \\ 0 & D\end{array}\right]: A \in \mathbf{S O}(p), B \in \mathbf{S O}(q)\right\}$
- $\mathfrak{p}=\left\{\left[\begin{array}{cc}0 & B_{p \times q} \\ B^{T} & 0\end{array}\right]\right\}$.
- The Cartan involution is given by $\theta(X)=-X^{T}$.
- The Cartan subalgebra consists of $\mathfrak{a}=\left\{H=\left[\begin{array}{ccc}0 & \mathcal{D}_{H} & 0_{p \times(q-p)} \\ \mathcal{D}_{H} & 0 & 0 \\ 0_{(q-p) \times p} & 0 & 0\end{array}\right]\right\}$ where $\mathcal{D}_{H}=\operatorname{diag}\left[H_{1}, \ldots, H_{p}\right]$.
We describe the root system of the Lie algebra $\mathfrak{s o}(p, q)$ in Table 5.
The positive roots can be chosen as $\alpha(H)=H_{i} \pm H_{j}, 1 \leq i<j \leq p$ and $\alpha(H)=H_{i}, i=1, \ldots, p$ with simple roots $\alpha_{i}(H)=H_{i}-H_{i+1}, i=1, \ldots, p-1$ and $\alpha_{p}(H)=H_{p}$. The positive Weyl chamber $\mathfrak{a}^{+}$consists therefore of $H \in \mathfrak{a}$ with

| $\alpha$ | $m_{\alpha}$ | root vectors $X_{\alpha}$ |
| :---: | :---: | :---: |
| $\pm H_{i}$ | $q-p$ | $X_{i r}^{ \pm}=E_{i 2 p+r}+E_{2 p+r i}$ |
| $1 \leq i \leq p$ |  | $\pm\left(E_{p+i 2 p+r}-E_{2 p+r p+i}\right)$ |
|  |  | $r=1, \ldots, q-p$ |

TABLE 5. Restricted roots and associated root vectors
$\mathcal{D}_{H}=\operatorname{diag}\left(H_{1}, \ldots, H_{p}\right)$ such that

$$
H_{1}>H_{2}>\cdots>H_{p}>0 .
$$

The elements of the Weyl group $W$ are permutations of the diagonal entries of $\mathcal{D}_{X}$ with eventual sign changes of any number of these entries.

We need to describe how irregular an element of $\mathfrak{a}$ is: let $X \in \overline{\mathfrak{a}^{+}}$. We will write $X=X[\mathbf{s} ; u]$ if $X=\left[\begin{array}{ccc}0 & \mathcal{D}_{X} & 0_{p \times(q-p)} \\ \mathcal{D}_{X} & 0 & 0 \\ 0_{(q-p) \times p} & 0 & 0\end{array}\right]$ with

$$
\mathcal{D}_{X}=\operatorname{diag}[\overbrace{x_{1}, \ldots, x_{1}}^{s_{1} \geq 1}, \overbrace{x_{2}, \ldots, x_{2}}^{s_{2} \geq 1}, \ldots, \overbrace{x_{M}, \ldots, x_{M}}^{s_{M} \geq 1}, \overbrace{0 \ldots, 0}^{u \geq 0}] .
$$

If $X \notin \overline{\mathfrak{a}^{+}}$then we will associate to $X$ the configuration of $w \cdot X \in \overline{\mathfrak{a}^{+}}$.
Definition 2.8. Let $X=X[\mathbf{s} ; u]$ and $Y=Y[\mathbf{t} ; v]$. We say that $X$ and $Y$ are eligible if

$$
\max \{\mathbf{s}, 2 u\}+\max \{\mathbf{t}, 2 v\} \leq 2 p
$$

Theorem 2.9. Let $G=\mathbf{S O}_{0}(p, q)$ and let $X, Y \in \mathfrak{a}$. Then the measure $m_{X, Y}$ is absolutely continuous if and only if $X$ and $Y$ are eligible.

Proof. We now sketch the proof in the case $\mathbf{S O}_{0}(p, q) / \mathbf{S O}(p) \times \mathbf{S O}(q)$. We start by showing that the eligibility is a sufficient condition.

Our proof uses the criterion developed in Theorem 2.3, part (7). It follows the following steps.
(1) Proof for $p=1, q=2$.

In [8], our starting point was $p=2, q=3$ but that was unnecessarily complicated. If we start at $p=1$, one only needs to notice that we either have $X=0$ or $X \in \mathfrak{a}^{+}($similarly for $Y)$.
(2) Proof in the case $q=p+1$ using induction on $p$.
(a) For $X=X[\mathbf{s} ; u]$ and $Y=Y[\mathbf{t} ; v]$ with $u>0$ or $v>0$.
(b) For $X=X[\mathbf{s} ; 0]$ and $Y=Y[\mathbf{t} ; 0]$.

In both cases, instead of the full proof, we will provide illustrative examples.
(3) Proof that $(p, p+1) \Rightarrow(p, q)$ for $q>p+1$.

Again the proof given in [8] of this step can be simplified. It suffices to notice that if the $(2 p+1) \times(2 p+1)$ submatrices $X^{\prime}$ and $Y^{\prime}$ of $X$,

$$
\begin{gathered}
Y \in \mathfrak{s o}(p, q) \text { are such that } \mathcal{D}_{X^{\prime}}=\mathcal{D}_{X} \text { and } \mathcal{D}_{Y^{\prime}}=\mathcal{D}_{Y} \text { and using } \mathbf{S O}(p) \times \\
\mathbf{S O}(p+1) \simeq \mathbf{S O}(p) \times \mathbf{S O}(p+1) \times\left\{I_{q-(p+1)}\right\}, \text { then } \\
a\left(e^{X^{\prime}} \mathbf{S O}(p) \times \mathbf{S O}(p+1) e^{Y^{\prime}}\right) \simeq a\left(e^{X} \mathbf{S O}(p) \times \mathbf{S O}(p+1) \times\left\{I_{q-(p+1)}\right\} e^{Y}\right) \\
\subset a\left(e^{X} \mathbf{S O}(p) \times \mathbf{S O}(q) e^{Y}\right)
\end{gathered}
$$

Therefore if the left hand side has an open set homeomorphic to an open set of $\mathbf{R}^{p}$, the same has to be true of the rightmost side.
Sketch of the proof of the case $X=X[\mathbf{s} ; u]$ and $Y=Y[\mathbf{t} ; v]$ with $u>0$ or $v>0$ via an example ( $p=3$ and $q=4$ ).

$$
\text { Suppose } X[1 ; 2]=\left[\begin{array}{c|cc}
0_{3 \times 3} & \mathcal{D}_{X} & 0_{3 \times 1} \\
\hline \mathcal{D}_{X} & 0_{4 \times 4} \\
0_{1 \times 3} &
\end{array}\right] \text { and } Y[2 ; 1]=\left[\begin{array}{c|c}
0_{3 \times 3} & \mathcal{D}_{Y} \\
\hline \mathcal{D}_{3 \times 1} & \\
0_{1 \times 3} & 0_{4 \times 4}
\end{array}\right]
$$

with $\mathcal{D}_{X}=\operatorname{diag}[a, 0,0], a>0$ and $\mathcal{D}_{Y}=\operatorname{diag}[b, b, 0], b>0$. Note that $X$ and $Y$ are eligible: $2 \cdot 2+2 \leq 2 \cdot 3$.

The induction step: $\mathcal{D}_{X}=\operatorname{diag}[0, \overbrace{a, 0}^{X^{\prime}}]$ and $\mathcal{D}_{Y}=\operatorname{diag}[b, \overbrace{b, 0}^{Y^{\prime}}]: X^{\prime}=X^{\prime}[1 ; 1]$ and $Y^{\prime}=Y^{\prime}[1 ; 1]$ are eligible: $2+2 \cdot 1 \leq 2 \cdot 2$. There is a method in choosing "good" predecessor $X^{\prime}$ and $Y^{\prime}$ : we placed one of the zeros of $\mathcal{D}_{X}$ at the start and the rest at the end while we ensured that the largest block of $\mathcal{D}_{Y}$ was at the start. The construction of $X^{\prime}$ and $Y^{\prime}$ is then as shown in all cases.

By induction, there exists $k_{0}^{\prime}=\left[\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right]$ such that $V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}^{\prime}\right) V_{Y^{\prime}}=\mathfrak{p}^{\prime}$ or

$$
V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}\right) V_{Y^{\prime}}=\left[\begin{array}{ccc|cccc}
0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.4}\\
0 & 0 & 0 & 0 & * & * & * \\
0 & 0 & 0 & 0 & * & * & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & 0 & 0 & 0
\end{array}\right]
$$

with $k_{0}=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & A & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & B\end{array}\right]$. Now, $V_{X}=\operatorname{span}(\overbrace{\left\{Z_{12}, Y_{12}\right\}}^{N_{X}} \cup V_{X^{\prime}}), V_{Y}=\operatorname{span}(\overbrace{\left\{X_{1}, Z_{12}, Z_{13}, Y_{13}\right\}}^{N_{Y}} \cup V_{Y^{\prime}})$.
By straightforward computations, we find that

$$
\begin{aligned}
& \operatorname{Ad}\left(k_{0}\right)\left(\operatorname{span}\left(N_{Y}\right)\right) \\
& =\operatorname{span}\left\{\operatorname{Ad}\left(k_{0}\right) X_{1}=\left[\begin{array}{c|c}
0 & \beta_{3}^{T} \\
\hline 0 & 0
\end{array}\right]^{s}, \operatorname{Ad}\left(k_{0}\right) Z_{12}=\left[\begin{array}{c|c}
0 & \beta_{1}^{T} \\
\hline-\alpha_{1} & 0
\end{array}\right]^{s},\right. \\
& \left.\qquad \operatorname{Ad}\left(k_{0}\right) Z_{13}=\left[\begin{array}{c|c|c}
0 & \beta_{2}^{T} \\
\hline-\alpha_{2} & 0
\end{array}\right]^{s}, \operatorname{Ad}\left(k_{0}\right) Y_{13}=\left[\begin{array}{c|c}
0 & \beta_{2}^{T} \\
\hline \alpha_{2} & 0
\end{array}\right]^{s}\right\}
\end{aligned}
$$

where the $\alpha_{i}$ 's are the columns of $A$ and the $\beta_{i}$ 's the columns of $B$. Given that $A$ and $B$ are non-singular, it is easy to see that these matrices are linearly independent. We want to have

$$
\operatorname{Ad}\left(k_{0}\right)\left(\operatorname{span}\left(N_{Y}\right)\right)=\left[\begin{array}{ccc|cccc}
0 & 0 & 0 & 0 & a_{1} & a_{2} & a_{3} \\
0 & 0 & 0 & \tau & 0 & 0 & 0 \\
0 & 0 & 0 & a_{4} & 0 & 0 & 0 \\
\hline 0 & \tau & a_{4} & 0 & 0 & 0 & 0 \\
a_{1} & 0 & 0 & 0 & 0 & 0 & 0 \\
a_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
a_{3} & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

where the $a_{i}$ 's are arbitrary and $\tau$ depends on the $a_{i}$ 's. This is possible as long as the second component of $\alpha_{2}$ is not zero. Since this is the case for a dense open
subset of $\mathbf{S O}(2)$ and (2.4) is valid for a dense open subset of $\mathbf{S O}(2) \times \mathbf{S O}(3)$, we can assume that this is the case (recall Remark 2.2). Hence, we have

$$
V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}\right) \overbrace{\operatorname{span}\left\{N_{Y} \cup V_{Y^{\prime}}\right\}}^{V_{Y}})=\left[\begin{array}{ccc|cccc}
0 & 0 & 0 & 0 & a_{1} & * & * \\
0 & 0 & 0 & \tau & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
\hline 0 & \tau & * & 0 & 0 & 0 & 0 \\
a_{1} & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0
\end{array}\right]
$$

where only the entry $\tau$ is not arbitrary. If $\tau=a_{1}$, then we pick $Z_{1,2}$ from $N_{X}$, if $\tau=-a_{1}$, we pick $Y_{1,2}$ otherwise, we pick either. To fix things, suppose that we pick $Y_{1,2}$. Then

$$
\operatorname{span}\left\{Y_{1,2}\right\} \oplus V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}\right)\left(V_{Y}\right)=\left[\begin{array}{ccc|cccc}
0 & 0 & 0 & 0 & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
\hline 0 & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Next we note that for $t>0$ small enough

$$
\begin{aligned}
& \operatorname{Ad}\left(e^{t\left(Z_{12}^{+}+\theta Z_{12}^{+}\right)}\right)\left(\operatorname{span}\left\{Y_{1,2}\right\} \oplus V_{X^{\prime}}\right)+\operatorname{Ad}\left(k_{0}\right)\left(V_{Y}\right) \\
& =\left[\begin{array}{lll|llll}
0 & 0 & 0 & 0 & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
\hline 0 & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

(for $t$ small enough the dimension of this space remains the same; the position in upper left angle of $\mathfrak{p}$ is not affected).

Finally, we use the last vector $Z_{1,2}$ from $N_{X}$ :

$$
\begin{array}{l}
\operatorname{Ad}\left(e^{t\left(Z_{12}^{+}+\theta\right.} Z_{12}^{+}\right)
\end{array} \overbrace{\left(\operatorname{span}\left\{Z_{12}\right\} \oplus \operatorname{span}\left\{Y_{1,2} \cup V_{X^{\prime}}\right\}\right)}^{V_{X}}+\operatorname{Ad}\left(k_{0}\right) \overbrace{\left(\operatorname{span}\left(N_{Y}\right)+V_{Y^{\prime}}\right)}^{V_{Y}})
$$

if $t$ is close to 0 since $\operatorname{Ad}\left(e^{t\left(Z_{12}^{+}+\theta Z_{12}^{+}\right)}\right)\left(Z_{12}\right)=\cos (4 t) Z_{12}+2 \sin (4 t)\left(A_{1}+A_{2}\right)$. Therefore,

$$
V_{X}+\operatorname{Ad}(\overbrace{e^{-t\left(Z_{12}^{+}+\theta Z_{12}^{+}\right)} k_{0}}^{k}) V_{Y}=\operatorname{Ad}\left(e^{-t\left(Z_{12}^{+}+\theta Z_{12}^{+}\right)}\right) \mathfrak{p}=\mathfrak{p}
$$

which means that the density exists.
Sketch of the proof of the case with $u=0$ and $v=0$ via an example ( $p=3$ and $q=4$ ).

If $=0$ and $v=0$, we can assume that $X=X[p]$ and $Y=Y[p]$. Indeed, For all the $X$ and $Y$ with $u=v=0$, this choice is the one with the smallest $V_{X}$ and
$V_{Y}$. In our particular example, $\mathcal{D}_{X}=\operatorname{diag}[a, \overbrace{a, a}^{X^{\prime}}]$ and $\mathcal{D}_{Y}=[b, \overbrace{b, b}^{Y^{\prime}}]$ with $a>0$ and $b>0$. Assuming that the case $p=2$ has been solved, we can know that there
exists $k_{0}^{\prime}=\left[\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right]$ such that $V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}^{\prime}\right) V_{Y^{\prime}}=\mathfrak{p}^{\prime}$ or

$$
V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}\right) V_{Y^{\prime}}=\left[\begin{array}{ccc|cccc}
0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.5}\\
0 & 0 & 0 & 0 & * & * & * \\
0 & 0 & 0 & 0 & * & * & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & 0 & 0 & 0
\end{array}\right]
$$

with $k_{0}=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & A & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & B\end{array}\right]$. Now, $V_{X}=\operatorname{span} \overbrace{\left\{X_{1}, Z_{12}, Z_{13}\right\}}^{N_{X}}+V_{X^{\prime}}, V_{Y}=\operatorname{span} \overbrace{\left\{X_{1}, Z_{12}, Z_{13}\right\}}^{N_{Y}}+V_{Y^{\prime}}$. As before, we find that
$\operatorname{Ad}\left(k_{0}\right)\left(\operatorname{span}\left(N_{Y}\right)\right)=\operatorname{span}\left\{\operatorname{Ad}\left(k_{0}\right) X_{1}=\left[\begin{array}{c|c}0 & \beta_{3}^{T} \\ \hline 0 & 0\end{array}\right]^{s}, A d\left(k_{0}\right) Z_{12}=\left[\begin{array}{c|c}0 & \beta_{1}^{T} \\ \hline-\alpha_{1} & 0\end{array}\right]^{s}\right.$,

$$
\left.A d\left(k_{0}\right) Z_{13}=\left[\begin{array}{c|c}
0 & \beta_{2}^{T}  \tag{2.6}\\
\hline-\alpha_{2} & 0
\end{array}\right]^{s}\right\}
$$

Suppose for an instant that $A=-I_{2}$ and $B=I_{3}$. The matrices in (2.6) together with the matrices $Z_{1,2}$ and $Z_{1,3}$ are clearly linearly independent. By Remark 2.2, the set of matrices $k_{0}$ for which this holds is dense in $\mathbf{S O}(2) \times \mathbf{S O}(3)$. The same is true for the set of matrices for which (2.5) holds. By another application of Remark 2.2 , we can assume that both properties hold. We therefore have

$$
\left.\operatorname{span}\left\{Z_{1,2}, Z_{1,3}\right\} \oplus V_{X^{\prime}}+\operatorname{Ad}\left(k_{0}\right) V_{Y}\right)=\left[\begin{array}{ccc|cccc}
0 & 0 & 0 & 0 & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
0 & 0 & 0 & * & * & * & * \\
\hline 0 & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 0 & 0
\end{array}\right] .
$$

The remaining step is the same using $X_{1} \in N_{X}$ instead of $Z_{1,2}$ and $k_{t}=$ $e^{t\left(X_{1}^{+}+\theta\left(X_{1}^{+}\right)\right.}$.

To prove the necessity of the eligibility condition for the measures to be absolutely continuous we use similar approaches in all cases. We first introduce a matrix $S$ which allows us to jointly diagonalize every elements of $\mathfrak{a}$.

Let $J_{p}=\left(\delta_{i, p+1-i}\right) \in \mathfrak{g l}(p, \mathbf{R})$ and let $S=\left[\begin{array}{ccc}\frac{\sqrt{2}}{2} I_{p} & 0_{p \times(q-p)} & \frac{\sqrt{2}}{2} J_{p} \\ \frac{\sqrt{2}}{2} I_{p} & 0_{p \times(q-p)} & -\frac{\sqrt{2}}{2} J_{p} \\ 0_{(q-p) \times p} & I_{q-p} & 0_{(q-p) \times p}\end{array}\right] \in$
$\mathbf{S O}(p+q)$. We check easily that $S^{T} H S=\operatorname{diag}[H_{1}, \ldots, H_{p}, \overbrace{0, \ldots, 0}^{q-p},-H_{p}, \ldots,-H_{1}]$ where, as before, $\mathcal{D}_{H}=\operatorname{diag}\left[H_{1}, \ldots, H_{p}\right]$.

This can be used to recover the diagonal part $\mathcal{D}_{H}$ of $H \in a\left(e^{X} K e^{Y}\right)$ from $a_{\mathbf{S L}(p+q)}(\overbrace{\left(S^{T} e^{X} S\right)}^{e^{S^{T}} \times S} \overbrace{\left(S^{T} K S\right)}^{\subset \mathbf{S O}(p+q)} \overbrace{\left(S^{T} e^{Y} S\right)}^{\left.e^{S^{T} Y S}\right)}$.

The other device we use is given by Lemma 2.1. Suppose now that $X[\mathbf{s}, u], Y[\mathbf{t}, v] \in$ $\mathfrak{a}$ are not eligible: $\max \{\mathbf{s}, 2 u\}+\max \{\mathbf{t}, 2 v\}>2 p$ and apply Lemma 2.1 to $\tilde{H}=$ $a_{\mathbf{S L}(p+q)}\left(e^{S^{T} X S} \mathbf{S O}(p+q) e^{S^{T} Y S}\right)$.

There are essentially two cases:

- If $u+v>p$ then for any $H \in a\left(e^{X} K e^{Y}\right)$, the diagonal of $\mathcal{D}_{H}$ has $r+s-N=(2 u+q-p)+(2 v+q-p)-(p+q)=2(u+v-p)+(q-p)$
repetitions of $0+0=0$ which implies that $a\left(e^{X} K e^{Y}\right)$ has an empty interior.
- If $2 u+\overbrace{\max \{\mathbf{t}\}}>2 p$ and $Y_{i} \neq 0$ is repeated $t$ times then for any $H \in$ $a\left(e^{X} K e^{Y}\right)$, the diagonal of $\mathcal{D}_{H}$ has $r-s=r+(N-s)-N=(2 u+q-$ $p)+t-(p+q)=2 u+t-2 p>0$ repetitions of $Y_{i}+0 \neq 0$ which implies that $a\left(e^{X} K e^{Y}\right)$ has an empty interior.

We should note that the same result holds for the spaces $\mathbf{S U}(p, q) / \mathbf{S}(\mathbf{U}(p) \times$ $\mathbf{U}(q))$ and $\mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q), q>p$. Indeed, the same proof that the condition of eligibility is necessary applies directly to these spaces while we can directly embed the set $a\left(e^{X}(\mathbf{S O}(p) \times \mathbf{S O}(q)) e^{K}\right)$ for the space $\mathbf{S O}_{0}(p, q) / \mathbf{S O}([p) \times \mathbf{S O}(q)$ into the corresponding sets $a\left(e^{X}(\mathbf{S U}(p) \times \mathbf{S U}(q)) e^{K}\right)$ and $a\left(e^{X}(\mathbf{S p}(p) \times \mathbf{S p}(q)) e^{K}\right)$ of the spaces $\mathbf{S U}(p, q) / \mathbf{S}(\mathbf{U}(p) \times \mathbf{U}(q))$ and $\mathbf{S p}(p, q) / \mathbf{S p}(p) \times \mathbf{S p}(q)$.
2.3.2. Convolution powers. We will outline here how our previous results allow us to prove Theorem 2.7. Again, for illustrations purposes, we will provide the proof for one of the spaces, namely $\mathbf{S L}(n, \mathbf{F}) / \mathbf{S U}(n, \mathbf{F})$.

Proof. We wish to prove that for $X \neq 0,\left(\delta_{e^{x}}^{\natural}\right)^{l}$ is absolutely continuous for $l \geq n$ in the case of the root system $A_{n-1}$ (Problem 3). We will first show that this result cannot be improved. Indeed, consider $X=X[n-1,1]$ i.e. $X=$ $\operatorname{diag}[\overbrace{a, \ldots, a}^{n-1},-a], a>0$. Observe that the support of the measure $\left(\delta_{e^{X}}^{\natural}\right)^{l}$ is $\mathcal{S}_{r}^{X}=$ $a\left(e^{X} K e^{X} \ldots K e^{X}\right)$ where $K$ is repeated $l-1$ times. Using Lemma 2.1, $l-1$ times, one notes that for every $H \in \mathcal{S}_{r}^{X}, \mathcal{D}_{H}$ has $n-l$ diagonal entries equal to $l a$. Therefore, $\mathcal{S}_{r}^{X}$ has an empty interior whenever $l<n$.

We now show that for $X \neq 0,\left(\delta_{e^{x}}^{\natural}\right)^{l}$ is absolutely continuous for $l \geq n$. It is enough to prove the following claim: $\mathcal{S}_{n-1}^{X} \cap \mathfrak{a}^{+} \neq \emptyset$. Indeed, if $H \in \mathcal{S}_{n-1}^{X} \cap \mathfrak{a}^{+}$then $a\left(e^{H} K e^{X}\right)$ has nonempty interior and the result follows since $a\left(e^{H} K e^{X}\right) \subset \mathcal{S}_{n}^{X}$.

We now prove the claim using induction on $n \geq 2$. When $n=2$ then $\mathcal{S}_{2}^{X}=a\left(e^{X} K e^{X}\right)$ has nonempty interior since in this case $X \in \mathfrak{a}^{+}$and therefore it intersects $\mathfrak{a}^{+}$. Suppose now the result true for $n-1$ and consider $\mathcal{S}_{n-2}^{X}$ : there exists then $H_{0}=\mathcal{S}_{n-2}^{X}$ with at least $n-1$ distinct elements on its diagonal and therefore, $H_{0}=H_{0}\left[1^{n-2}, 2\right]$ or $H_{0}=H_{0}\left[1^{n}\right]$. In the second case, we are done since $\mathcal{S}_{n-2}^{X} \subset \mathcal{S}_{n-1}^{X}$.

If $H_{0}=H_{0}\left[1^{n-2}, 2\right] \in \mathcal{S}_{n-2}^{X}$, we can assume that the diagonal entries which are identical in $\mathcal{D}_{X}$ and in $\mathcal{D}_{H_{0}}$ are at the end. We note that $X$ and $H_{0}$ considered without their last entries are eligible in $\mathbf{S L}(n-1, \mathbf{F})$ since the shortened $H_{0}$ is in $\mathfrak{a}^{+}$. Hence $a\left(e^{X} K_{0} e^{H_{0}}\right)$ has nonempty interior in the projection of the subspace $\overline{\mathfrak{a}^{+}}$ by removing the last row and column. Therefore, there exists $H \in a\left(e^{X} K_{0} e^{H_{0}}\right) \subset$ $S_{X}^{p-1}$ with $H=H\left[1^{n}\right]$ which proves the claim.

In order to solve the Problem 2 for all classical symmetric spaces of noncompact type, we still need to consider the spaces
$\mathbf{S p}(n, \mathbf{R}) / \mathbf{U}(n), \mathbf{S O}(2 n+1, \mathbf{C}) / \mathbf{S O}(2 n+1), \mathbf{S O}(2 n, \mathbf{C}) / \mathbf{S O}(2 n)$ and $\mathbf{S p}(n, \mathbf{C}) / \mathbf{S p}(n)$
as can be seen from $[\mathbf{1 6}$, Tables IV, V, Chapter X].

## 3. Properties of the density of the convolution of orbital measures

Once we know that the measures $m_{X, Y}$ and $\mu_{X, Y}$ are absolutely continuous, it is natural to study the properties of the corresponding density.

These questions are studied in $[\mathbf{1 1}, \mathbf{1 2}, \mathbf{1 4}]$ in the case of the measure $\mu_{X, Y}$ on $\overline{\mathfrak{a}^{+}}$or, equivalently, for its $W$-invariant version on the space $\mathfrak{a}$

$$
\mu_{X, Y}^{W}=\frac{1}{|W|} \sum_{w \in W} \mu_{X, Y} \circ w^{-1}
$$

Recall that the integration on $G$ written in polar coordinates, with suitable normalization, is given as

$$
\int_{G} f(g) d g=\int_{K} \int_{K} \int_{\mathfrak{a}^{+}} f\left(k_{1} e^{H} k_{2}\right) \delta(H) d H d k_{1} d k_{2}
$$

where $\delta(H)=\prod_{\alpha \in \Sigma^{+}} \sinh ^{m_{\alpha}} \alpha(H)$ and $m_{\alpha}$ denotes the multiplicity of the root $\alpha$. Hence $\delta$ is the density of the invariant measure on $\mathfrak{a}$ in polar coordinates i.e.

$$
\int_{G} h(g) d g=\int_{\mathfrak{a}^{+}} h\left(e^{H}\right) \delta(H) d H
$$

for any $K$-biinvariant function $h$ integrable on $G$.
It is thus relevant to study the density of the measures $\mu_{X, Y}$ or $\mu_{X, Y}^{W}$ with respect to the measure $\delta(H) d H$. We denote these two densities, respectively, by $k(H, X, Y)$ and $k^{W}(H, X, Y)$. Their supports

$$
S_{X, Y}=a\left(e^{X} K e^{Y}\right)=\operatorname{supp}\left(\mu_{X, Y}\right), S_{X, Y}^{W}=W \cdot a\left(e^{X} K e^{Y}\right)=\operatorname{supp}\left(\mu_{X, Y}^{W}\right)
$$

are compact since $S_{X, Y}$ is the continuous image of the compact group $K$.
3.1. Support. The results on the support contained in this section are valid for $X, Y \in \mathfrak{a}$.

Helgason [17, Prop. 10.13, Chapter IV] proved, using the celebrated Kostant convexity theorem, that

$$
S_{X, Y}^{W} \subset C(X)+C(Y)
$$

where $C(X)$ is the convex hull of the set $W X$.
We gave much more information on the support $S_{X, Y}$ in $[\mathbf{1 1}, \mathbf{1 2}, 14]$. We describe a "skeleton" set $I$ such that its convex hull equals $S_{X, Y}$.

Definition 3.1. Suppose $\alpha_{1}, \ldots, \alpha_{r}$ are the simple positive roots. For each $i$, let $\mathfrak{k}^{(i)}$ be the smallest Lie subalgebra of $\mathfrak{k}$ containing all the vectors $X_{\alpha}^{\mathfrak{k}}=X_{\alpha}+\theta X_{\alpha}$ with $X_{\alpha} \in \mathfrak{g}_{\alpha_{j}}$ and $j \neq i$. Let $K^{(i)}$ be the corresponding connected subgroup of $K$ and let

$$
K_{0}=\cup_{i=1}^{r} W K^{(i)} W
$$

For $X, Y \in \overline{\mathfrak{a}^{+}}$, we define the "skeleton" set $I$ by

$$
I=a\left(e^{X} K_{0} e^{Y}\right)
$$

Of course $I \subset S_{X, Y}$. Figure 2 shows an example of the set $I$ in the rank 2 case $\mathbf{S L}(3, \mathbf{F}) / \mathbf{S U}(3, \mathbf{F})$. It may be then constructed from the hexagon $\partial(X+C(Y))$ together with its main diagonals, using the projection on the positive Weyl chamber. The details of this construction were provided in [12, Prop. 15].

The "skeleton" sets $K_{0}$ and $I$ are closely related to the surjectivity approach from Section 2. Indeed, we proved in [11, Cor. 2.13] that if $k \notin K_{0}$ and $a\left(e^{X} k e^{Y}\right) \in$


Figure 2. $X+C(Y)$ and $I$
$\mathfrak{a}^{+}$then the differential of the map $k \rightarrow a\left(e^{X} k e^{Y}\right)$ is surjective and $a\left(e^{X} k e^{Y}\right) \in$ int $S_{X, Y}$.

In the case of the spaces $\mathbf{S L}(3, \mathbf{F}) / \mathbf{S U}(3, \mathbf{F})$, we proved in $[\mathbf{1 2}, \mathrm{Th} .25]$ that

$$
S_{X, Y}=\operatorname{conv}(I)
$$

In particular, we obtained that the set $S_{X, Y}$ is convex. Note that if $\mathbf{F}=\mathbf{C}$, the convexity of $S_{X, Y}$ is a consequence of [14, Prop.4.4], which says that on $\mathbf{S L}(3, \mathbf{C}) / \mathbf{S U}(3)$

$$
\begin{equation*}
S_{X, Y}=(C(X)+Y) \cap(C(Y)+X) \cap\left\{H \in \overline{\mathfrak{a}^{+}} \mid H_{3} \leq X_{2}+Y_{2} \leq H_{1}\right\} \tag{3.1}
\end{equation*}
$$

The last formula allowed us to produce the first images of the support of $k^{W}$ as shown in Figure 3.

$$
-7.0], \mathrm{Y}=[3.0,1.0,-4.0] \quad-7.0], \mathrm{Y}=[3.0,-1.0,-2.0]
$$



Figure 3. The support of $\mu_{X, Y}^{W}$

Several years later, the convexity of $S_{X, Y}$ was proved for all Riemannian symmetric spaces of noncompact type in [25]. It is a challenging problem to prove this convexity result by the methods of spherical harmonic analysis. Using the convexity of $S_{X, Y}$, we proved in [11, Th. 2.14] that

$$
S_{X, Y}=\operatorname{conv}(I)
$$

on all Riemannian symmetric spaces of noncompact type.
3.2. Explicit formulas for the density. Explicit formulas for the function $k(H, X, Y)$ for the rank one case were given by Koornwinder in [23]. These formulas were derived using an addition formula for Jacobi functions, a tool that is not available in higher rank situations.

In [14], we exploited the particularly simple form of the spherical functions in the complex case (see for instance [17, Th. 5.7, Chapter IV]) to give an explicit expression for the density of $\mu_{X, Y}$ when $X, Y \in \mathfrak{a}^{+}$. Recall that the kernel $K(X, H)$ of the Abel transform is defined by

$$
\begin{equation*}
\phi_{\lambda}\left(e^{X}\right)=\int_{C(X)} e^{<i \lambda, H>} K(X, H) d H \tag{3.2}
\end{equation*}
$$

In $\left[\mathbf{1 4}\right.$, Th. 2.1] we obtained the following expression for the density $k^{W}$ in the complex case:

$$
\begin{equation*}
k^{W}(H, X, Y)=\frac{1}{\delta^{1 / 2}(H) \delta^{1 / 2}(Y)} \frac{1}{|W|} \sum_{w \in W} \operatorname{det}(w) K(X, w \cdot H-Y) \tag{3.3}
\end{equation*}
$$

Let $\Sigma_{0}^{+}$be the set of positive roots, $\pi(\lambda)=\prod_{\alpha \in \Sigma_{0}^{+}}\langle\alpha, \lambda\rangle$ and $\rho$ the half-sum of the positive roots. Graczyk and Loeb had shown in [5] that

$$
\begin{equation*}
K(X, H)=\frac{\pi(\rho)}{\delta^{1 / 2}(X)} \sum_{w \in W} \epsilon(w) T(w X-H) \tag{3.4}
\end{equation*}
$$

where the function $T$ is defined by

$$
\begin{equation*}
\int_{\mathbf{R}_{+}^{q}} f\left(\sum_{\alpha \in \Sigma_{0}^{+}} x_{k} H_{\alpha_{k}}\right) d x_{1} \cdots d x_{q}=\int_{\mathbf{R}_{+}^{r}} f\left(\sum_{i=1}^{r} x_{i} H_{\alpha_{i}}\right) T\left(\sum_{i=1}^{r} x_{i} H_{\alpha_{i}}\right) d x_{1} \cdots d x_{r} \tag{3.5}
\end{equation*}
$$

Here the $\alpha_{i}$ 's, $i=1, \ldots, r$, are the simple positive roots and $H_{\alpha}$ is defined by the relation $\left(H, H_{\alpha}\right)=\alpha(H)$ for all $H \in \mathfrak{a}$. This led ([14, Prop. 3.1]) to the following explicit formula for $k^{W}$ when $X, Y \in \mathfrak{a}^{+}$:

$$
\begin{equation*}
k^{W}(H, X, Y)=\frac{\pi(\rho)}{|W|} \frac{\sum_{v, w \in W} \epsilon(v) \epsilon(w) T(v X+w Y-H)}{\delta^{1 / 2}(X) \delta^{1 / 2}(Y) \delta^{1 / 2}(H)} \tag{3.6}
\end{equation*}
$$

Expression (3.6) was the main tool of the proof of the support formula (3.1) on $\mathbf{S L}(3, \mathbf{C}) / \mathbf{S U}(3)$.
3.3. Integral formulas for the density and its regularity. In the Introduction, we presented briefly the Fourier-based approach to the convolution of orbital measures. We exploited this approach in [11].

In [11, Th.3.8], we proved the following integral formula for the density of $\mu_{X, Y}^{W}$. Let $\mathfrak{a}^{\prime}$ denote the set of regular points $W \cdot \mathfrak{a}^{+}$. Then we can write

$$
\begin{equation*}
k^{W}(H, X, Y)=|W|^{-1} \int_{\mathfrak{a}^{*}} \phi_{\lambda}\left(e^{X}\right) \phi_{\lambda}\left(e^{Y}\right) \phi_{\lambda}\left(e^{H}\right)|c(\lambda)|^{-2} d \lambda \tag{3.7}
\end{equation*}
$$

on $\mathfrak{a}^{\prime} \times \mathfrak{a}^{\prime} \times \mathfrak{a}^{\prime}$, with a few low rank exceptions: $\mathbf{S L}(n, \mathbf{R}), n \leq 4, \mathbf{S L}(2, \mathbf{C}), \mathbf{S O}(1, q)$, $q \leq 2, \mathbf{S O}(p, q), 2 \leq p \leq q \leq 3, \mathbf{S U}(2,2), \mathbf{S p}(2, \mathbf{R})$ and $\mathbf{S O}^{*}(4)$.

The proof was based on an extension of the inversion formula for the spherical Fourier transform $\mathcal{H}$ :

$$
k^{W}(H, X, Y)=\mathcal{H}^{-1}\left(\phi_{\lambda}\left(e^{X}\right) \phi_{\lambda}\left(e^{Y}\right)\right)
$$

and on the following estimates of the spherical functions from [3]. If $B$ is a compact set of $\mathfrak{a}^{+}$, then there exists a constant $C_{B}$ such that for every $H \in B$ and $\lambda \in\left(\mathfrak{a}^{*}\right)^{+}$

$$
\begin{equation*}
\left|\phi_{\lambda}\left(e^{H}\right)\right| \leq C_{B} \prod_{\alpha \in \Sigma^{+}}(1+\langle\lambda, \alpha\rangle)^{-m_{\alpha} / 2} \tag{3.8}
\end{equation*}
$$

Formula (3.7) allowed us to deduce the following properties of the kernels $k^{W}(H, X, Y)$ and $k(H, X, Y)$ :

- symmetry: $k(H, X, Y)$ is symmetric in all 3 variables on the set $\mathfrak{a}^{\prime} \times \mathfrak{a}^{\prime} \times$ $\mathfrak{a}^{\prime}$.
- continuity: $k(H, X, Y)$ is continuous in all 3 variables on the set $\mathfrak{a}^{\prime} \times$ $\mathfrak{a}^{\prime} \times \mathfrak{a}^{\prime}$.
- smoothness: using the co-area formula, we proved in [11, Th. 3.16] that $k(H, X, Y)$ is smooth in the variable $H$ for each $H=a\left(e^{X} k e^{Y}\right) \in \mathfrak{a}^{+}$ such that the differential of the map $k \rightarrow a\left(e^{X} k e^{Y}\right)$ is surjective at $k$. Thus the density $k(H, X, Y)$ is smooth on $\operatorname{int}\left(S_{X, Y} \backslash I\right)$.

We can apply [11, Cor. 3.10] that says that $k$ is of class $\mathcal{C}^{m}$ in its three variables with $m<(\gamma-2) / 2$ where

$$
\gamma=\inf _{i=1, \ldots, r}\left\{\sum_{\left\{\alpha: \eta_{i}(\alpha) \geq 1\right\}} \frac{m_{\alpha}}{l(\alpha)}\right\}
$$

(the $\alpha_{i}$ 's being the simple roots, $\alpha=\sum_{i=1}^{r} \eta_{i}(\alpha) \alpha_{i}$ and $l(\alpha)=\mid\left\{k: \eta_{k}(\alpha) \geq\right.$ $1\} \mid)$.
We end this section by an open question: when is $k$ bounded?

## 4. Symmetric spaces of Euclidean type

The results of this section concerning the density of the convolution of two orbital measures of an infinitesimal flat symmetric space $\mathfrak{p}$ are new.

There has been some recent literature on symmetric spaces of Euclidean type such as the articles $[\mathbf{1}, \mathbf{2}, \mathbf{3 6}]$. We note that the paper $[\mathbf{3 6}]$ by Wolf is a good introduction to the topic of symmetric spaces of Euclidean type or flat symmetric spaces. They are defined by $\mathbf{R}^{n} \simeq G / K$ where $G=K \rtimes \mathbf{R}^{n}$ and $K$ is a subgroup of $\mathbf{O}(n)$. We consider three different situations:
(1) the "maximal" case: $\mathbf{R}^{n} \simeq \mathbf{O}(n) \rtimes \mathbf{R}^{n} / \mathbf{O}(n)$,
(2) the minimal case where $K=\{e\}$.
(3) the Cartan motion group $G_{0}=K \rtimes \mathfrak{p}$ where $\mathfrak{p} \simeq G_{0} / K$ is called an infinitesimal flat symmetric space
4.1. Existence of the density. We discussed the first case in the Introduction since we felt that it was a good "classical" introduction to the questions discussed in this survey. There, we said that the density of the measure $m_{X, Y}$ exists if and only if both $X$ and $Y$ are nonzero. Using the inverse Fourier transform approach, which we used to obtain formula (3.7), and the expression given in (1.1), the density of $m_{X, Y}$ is given in $[\mathbf{2 7}]$ as

$$
K\left(r, r_{1}, r_{2}\right)=\frac{\Gamma(n / 2)}{2^{n-3} \Gamma((n-1) / 2) \sqrt{\pi}} \frac{\left\{\left[r^{2}-\left(r_{1}-r_{2}\right)^{2}\right]\left[\left(r_{1}+r_{2}\right)^{2}-r^{2}\right]\right\}^{(n-3) / 2}}{\left(r r_{1} r_{2}\right)^{n-2}}
$$

on its support which is $\left\{r:\left|r_{1}-r_{2}\right| \leq r \leq r_{1}+r_{2}\right\}$ (here $r_{1}=\|x\|$ and $r_{2}=\|y\|$ ).
(2) The other extreme case, when $K=\{e\}$, is trivial: in this case, $\delta_{X}^{\natural}=\delta_{X}$ and the support of the measure $m_{X, Y}=\delta_{X} \star \delta_{Y}$ is $\{X+Y\}$. The measure $m_{X, Y}$ is therefore never absolutely continuous in this case.
(3) We will discuss here at some length the more interesting intermediate case, the situation of the Cartan motion group. We start by providing some details and notation.

The group operation in $G_{0}=K \rtimes \mathfrak{p}$ is given by

$$
\left(k_{1}, X\right) \cdot\left(k_{2}, Y\right)=\left(k_{1} k_{2}, X+k_{1} \cdot Y\right)
$$

where we write $k \cdot X$ instead of $\operatorname{Ad}(k) X$. Note that $X \in \mathfrak{p}$ is identified with $(e, X) \in G_{0}$ and $k \in K$ is identified with $(k, 0) \in G_{0}$.

Recall that the convolution of two probability measures $\mu$ and $\nu$ on $G_{0}$ is defined by

$$
(\mu \star \nu)(f)=\int_{G_{0} \times G_{0}} f(X Y) d \mu(X) d \nu(Y)
$$

for a test function on $G_{0}$.
Proposition 4.1.
(i) The multiplicative convolution of $K$-invariant measures on $G_{0}$ corresponds to the additive convolution of their images on $\mathfrak{p}$.
(ii) Let $X, Y \in \mathfrak{p}$. The support of $\delta_{X}^{\natural} \star \delta_{Y}^{\natural}$ as a measure on $\mathfrak{p}$ is $\operatorname{Ad}(K) X+$ $A d(K) Y$.

Proof. We have

$$
\begin{aligned}
\delta_{X}^{\natural}(f) & =\int_{G_{0}} \int_{K \times K} f\left(\left(k_{1}, 0\right)\left(k_{2}, X_{0}\right)\left(k_{3}, 0\right)\right) d k_{1} d k_{3} d \delta_{X}\left(k_{2}, X_{0}\right) \\
& =\int_{G_{0}} \int_{K \times K} f\left(k_{1} k_{2} k_{3}, k_{1} X_{0}\right) d k_{1} d k_{3} d \delta_{X}\left(k_{2}, X_{0}\right) \\
& =\int_{G_{0}} \int_{K \times K} f\left(k_{1} e k_{3}, k_{1} X\right) d k_{1} d k_{3} \\
& =\int_{K \times K} f\left(k_{1}, k_{2} X\right) d k_{1} d k_{2}
\end{aligned}
$$

and

$$
\delta_{Y}^{\natural}(f)=\int_{K \times K} f\left(k_{1}, k_{2} Y\right) d k_{1} d k_{2} .
$$

Therefore,

$$
\begin{aligned}
\delta_{X}^{\natural} \star \delta_{Y}^{\natural}(f) & =\int_{K \times K \times K \times K} f\left(\left(k_{1}, k_{2} X\right) \cdot\left(k_{3}, k_{4} Y\right)\right) d k_{1} d k_{2} d k_{3} d k_{4} \\
& =\int_{K \times K \times K \times K} f\left(k_{1} k_{3}, k_{1} k_{4} \cdot Y+k_{2} \cdot X\right) d k_{1} d k_{2} d k_{3} d k_{4} \\
& =\int_{K \times K \times K} f\left(k_{3}, k_{4} \cdot Y+k_{2} \cdot X\right) d k_{2} d k_{3} d k_{4} .
\end{aligned}
$$

If $f$ is $K$-invariant then

$$
\delta_{X}^{\natural} \star \delta_{Y}^{\natural}(f)=\int_{K \times K} f\left(e, k_{1} \cdot X+k_{2} \cdot Y\right) d k_{1} d k_{2}
$$

and the support of $\delta_{X}^{\natural} \star \delta_{Y}^{\natural}$ is then $\operatorname{Ad}(K) X+\operatorname{Ad}(K) Y$.
We now consider the Euclidean analogue of Theorem 2.3, part 7:
Proposition 4.2. The support $A d(K) X+A d(K) Y$ of $\delta_{X}^{\natural} \star \delta_{Y}^{\natural}$ has nonempty interior if and only if there exists $k \in K$ such that

$$
V_{X}+A d(k) V_{Y}=\mathfrak{p}
$$

Proof. Let $T: K \times K \rightarrow \mathfrak{p}$ be defined by $T\left(k_{1}, k_{2}\right)=\operatorname{Ad}\left(k_{1}\right) X+\operatorname{Ad}\left(k_{2}\right) Y$. Its derivative at $(A, B) \in \mathfrak{k} \times \mathfrak{k}$ is given by

$$
\begin{aligned}
& d T(A, B)=\left.\frac{d}{d t}\right|_{t=0}\left(\operatorname{Ad}\left(e^{t A} k_{1}\right) X+\operatorname{Ad}\left(e^{B} k_{2}\right) Y\right) \\
&=\left.\frac{d}{d t}\right|_{t=0}\left(\operatorname{Ad}\left(e^{t A}\right) \operatorname{Ad}\left(k_{1}\right) X+\operatorname{Ad}\left(e^{t B}\right) \operatorname{Ad}\left(k_{2}\right) Y\right) \\
&=\left.\frac{d}{d t}\right|_{t=0}\left(e^{t} \operatorname{ad}(A)\right. \\
&\left.\operatorname{Ad}\left(k_{1}\right) X+e^{t} \operatorname{ad}(B) \operatorname{Ad}\left(k_{2}\right) Y\right) \\
&=\left[A, \operatorname{Ad}\left(k_{1}\right) X\right]+\left[B, \operatorname{Ad}\left(k_{2}\right) Y\right] \\
&=\operatorname{Ad}\left(k_{1}\right)\left(\left[\operatorname{Ad}\left(k_{1}^{-1}\right) A, X\right]+\operatorname{Ad}\left(k_{1}^{-1} k_{2}\right)\left[\operatorname{Ad}\left(k_{2}\right)^{-1} B, Y\right]\right) \\
&=\operatorname{Ad}\left(k_{1}\right)\left(\left[\operatorname{Ad}\left(k_{1}^{-1}\right) A, X\right]+\operatorname{Ad}\left(k_{1}^{-1} k_{2}\right)\left[\operatorname{Ad}\left(k_{2}\right)^{-1} B, Y\right]\right)
\end{aligned}
$$

We can conclude that $d T$ is surjective if and only if

$$
[\mathfrak{k}, X]+\operatorname{Ad}(k)[\mathfrak{k}, Y]=\mathfrak{p}
$$

for some $k \in K$. Let $W_{Z}=[\mathfrak{k}, Z]$ where $Z \in \mathfrak{a}$. Then

$$
\begin{aligned}
W_{z} & =\operatorname{span}\left\{\left[X_{\alpha}+\theta\left(X_{\alpha}\right), z\right]\right\}_{\alpha \in \Sigma}=\operatorname{span}\left\{\alpha(z)\left(X_{\alpha}-\theta\left(X_{\alpha}\right)\right)\right\}_{\alpha \in \Sigma} \\
& =\operatorname{span}\left\{X_{\alpha}-\theta\left(X_{\alpha}\right): \alpha(z) \neq 0\right\}=V_{z}
\end{aligned}
$$

Corollary 4.3. The measure $\delta_{X}^{\natural} \star \delta_{Y}^{\natural}$ is absolutely continuous on $\mathfrak{p}$ if and only if the measure $\delta_{e^{X}}^{\natural} * \delta_{e^{Y}}^{\natural}$ is absolutely continuous on $G$. Therefore, Theorem 2.6 and Theorem 2.7 are also valid for their infinitesimal flat symmetric space counterparts.

### 4.2. Properties of the density.

4.2.1. Formulas for the density. In what follows, we will write $k_{\mathfrak{p}}$ for the density of $\nu_{X, Y}^{W}$ (the Weyl-invariant version of $\nu_{X, Y}$ on $\mathfrak{a}$ ).

Proposition 4.4. In the complex flat symmetric case, we have

$$
k_{\mathfrak{p}}(H, X, Y)=\frac{\pi(\rho)}{|W|} \frac{\sum_{v, w \in W} \epsilon(v) \epsilon(w) T(v X+w Y-H)}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(X)] \prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(Y)] \prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(H)]}
$$

where $T$ is as in (3.5), and

$$
\begin{equation*}
k_{\mathfrak{p}}(H, X, Y)=\frac{\delta(H)^{1 / 2} \delta(X)^{1 / 2} \delta(Y)^{1 / 2}}{2^{3\left|\Sigma_{0}^{+}\right|} \prod_{\alpha \in \Sigma_{0}^{+}}[\alpha(H) \alpha(X) \alpha(Y)]} k^{W}(H, X, Y) \tag{4.1}
\end{equation*}
$$

where $k^{W}$ is the density of the Cartan-transport of the convolution of orbital measures in the curved case, given by(3.6).

Proof. Recall that the spherical functions on the flat symmetric space $\mathfrak{p}$ are given by the formula([15], [17, Prop. 4.10, Chapter IV])

$$
\begin{equation*}
\Psi_{\lambda}(X)=\frac{\pi(\rho)}{\pi(i \lambda)} \frac{\sum_{w \in W}(\operatorname{det} w) e^{i(w \lambda(X))}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(X)]} \tag{4.2}
\end{equation*}
$$

(here $\Sigma_{0}^{+}$is the set of positive roots, $\pi(\lambda)=\prod_{\alpha \in \Sigma_{0}^{+}}\langle\alpha, \lambda\rangle$ and $\rho$ is the half-sum of the positive roots).

It follows that

$$
\Psi_{\lambda}(X)=\frac{\delta(X)^{1 / 2}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(X)]} \phi_{\lambda}\left(e^{X}\right)
$$

Setting

$$
k_{\mathfrak{p}}(H, X, Y)=\frac{\delta(H)^{1 / 2}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(H)]} \frac{\delta(X)^{1 / 2}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(X)]} \frac{\delta(Y)^{1 / 2}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(Y)]} k(H, X, Y)
$$

where $k$ is as in (3.6), we have using (1.3):

$$
\Psi_{\lambda}(X) \Psi_{\lambda}(Y)=\int_{\mathfrak{a}} \Psi_{\lambda}(H) \prod_{\alpha \in \Sigma_{0}^{+}} k_{\mathfrak{p}}(H, X, Y)[2 \alpha(H)]^{2} d H
$$

4.2.2. Thompson's conjecture. The Thompson's conjecture says that for $X$, $Y \in \mathfrak{p}$, the support of $\mu_{X, Y}=\left(\delta_{e^{X}}^{\natural} * \delta_{e^{Y}}^{\natural}\right) \circ a^{-1}$ (where $a$ is the Cartan projection $G \rightarrow \overline{\mathfrak{a}^{+}}$) is equal to the support of $\nu_{X, Y}=\left(\delta_{X}^{\natural} \star \delta_{Y}^{\natural}\right) \circ \tilde{a}^{-1}$ (where $\tilde{a}$ is the Cartan projection $\left.\mathfrak{p}=\operatorname{Ad}(K) \mathfrak{a} \rightarrow \overline{\mathfrak{a}^{+}}\right)$, i.e.

$$
a\left(e^{X} K e^{Y}\right)=\tilde{a}(\operatorname{Ad}(K) X+\operatorname{Ad}(K) Y)
$$

Theorem 4.5. The Thompson's conjecture is true when $G / K$ is a Riemannian symmetric space of non-compact type with $G$ complex.

Proof. For regular $X$ and $Y$, this is a direct consequence of formula (4.1). For singular $X$ and $Y$, we approximate them by regular $X$ and $Y$ and we use the continuity of the Cartan projections $a$ and $\tilde{a}$.

The Thompson's conjecture was first proved by Klyachko in [26] for complex simple groups $G$. His proof, based on a lifting of random walks from the group $G$ to its Lie algebra $\mathfrak{g}$ and on the Fourier-based approach (generalization of formula (3.7) to convolutions of $n$ measures) contains gaps (unjustified convergence of (3.7)-like integrals). Our proof of Theorem 4.5 is very short and straightforward.

A proof of the Thompson's conjecture in the general case was given by Kapovich, Leeb, Milson in [25]. It is challenging to prove it by methods of spherical harmonic analysis. Our simple proof of Theorem 4.5 in the complex case suggests that this is feasible.

REmARK 4.6. 1. Corollary 4.3 follows evidently from the Thompson conjecture. However the proof using Proposition 4.2 is elementary.
2. Observe that by Thompson's conjecture, the results of Section 3.1 concerning the support of $\mu_{X, Y}$ extend to the support of $\nu_{X, Y}$.
4.2.3. Rational limits. The results of sections 4.1 and 4.2 are less surprising if we look at the Cartan motion group case as a "rational limit" of the curved counterpart (consider $[\mathbf{1}, \mathbf{2}]$ ). In $[\mathbf{2}]$, the spherical functions $\Psi_{\lambda}(X)$ on $G_{0}$ are shown to be the limits of the spherical functions on the group $G$ :

$$
\begin{equation*}
\Psi_{\lambda}(X)=\lim _{\epsilon \rightarrow 0} \phi_{\lambda / \epsilon}\left(e^{\epsilon X}\right) \tag{4.3}
\end{equation*}
$$

Let us show as in [2], as an illustration of this method, how the well-known formula for the spherical functions in the case of symmetric spaces of complex type (see for instance [17, Th. 5.7, Chapter IV]) leads to the Euclidean counterpart (4.2):

$$
\begin{aligned}
\Psi_{\lambda}(X)=\lim _{\epsilon \rightarrow 0} \phi_{\lambda / \epsilon}\left(e^{\epsilon X}\right) & =\lim _{\epsilon \rightarrow 0} \frac{\pi(\rho)}{\pi(i \lambda / \epsilon)} \frac{\sum_{w \in W}(\operatorname{det} w) e^{i(w(\lambda / \epsilon)(\epsilon X))}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \sinh \alpha(\epsilon H)]} \\
& =\lim _{\epsilon \rightarrow 0} \frac{\pi(\rho)}{\pi(i \lambda)} \frac{\sum_{w \in W}(\operatorname{det} w) e^{i(w \lambda(X))}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \sinh \alpha(\epsilon H) / \epsilon]} \\
& =\frac{\pi(\rho)}{\pi(i \lambda)} \frac{\sum_{w \in W}(\operatorname{det} w) e^{i(w \lambda(X))}}{\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(X)]} .
\end{aligned}
$$

If we proceed naively, i.e. without justifying taking the limit inside the integral, we have in the general case

$$
\begin{aligned}
& \Psi_{\lambda}(X) \Psi_{\lambda}(Y) \\
& =\lim _{\epsilon \rightarrow 0} \phi_{\lambda / \epsilon}\left(e^{\epsilon X}\right) \phi_{\lambda / \epsilon}\left(e^{\epsilon Y}\right) \\
& =\lim _{\epsilon \rightarrow 0} \int_{\mathfrak{a}} \phi_{\lambda / \epsilon}\left(e^{h}\right) k(H, \epsilon X, \epsilon Y) \delta(h) d H \\
& =\lim _{\epsilon \rightarrow 0} \epsilon^{r} \int_{\mathfrak{a}} \phi_{\lambda / \epsilon}\left(e^{\epsilon H}\right) k(\epsilon H, \epsilon X, \epsilon Y) \delta(\epsilon H) d H \\
& =\lim _{\epsilon \rightarrow 0} \int_{\mathfrak{a}} \phi_{\lambda / \epsilon}\left(e^{\epsilon H}\right) \epsilon^{r+N} k(\epsilon H, \epsilon X, \epsilon Y) \frac{\delta(\epsilon H)}{\epsilon^{N}} d H \\
& =\int_{\mathfrak{a}} \Psi_{\lambda}(H)\left(\lim _{\epsilon \rightarrow 0} \epsilon^{r+N} k(\epsilon H, \epsilon X, \epsilon Y)\right) \prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(H)]^{m_{\alpha}} d H
\end{aligned}
$$

where $r$ is the rank and $N=\Sigma_{\alpha>0} m_{\alpha}$. We conjecture therefore the following limit expression:

$$
\begin{equation*}
k_{\mathfrak{p}}(H, X, Y)=\lim _{\epsilon \rightarrow 0} \epsilon^{r+N} k(\epsilon H, \epsilon X, \epsilon Y) . \tag{4.4}
\end{equation*}
$$

To see that (4.4) is true in the complex case, one only has to observe that $\lim _{\epsilon \rightarrow 0} \epsilon^{-N} \delta(\epsilon X)=\prod_{\alpha \in \Sigma_{0}^{+}}[2 \alpha(X)]^{2}$ and that $T(\epsilon H)=\epsilon^{N / 2-r} T(H)$ (clear from the definition of $T$ and the fact that $\left.q=\left|\Sigma_{0}^{+}\right|=N / 2\right)$.

It is interesting to note, still using the same naive approach and using the expression (3.7), we have

$$
\begin{aligned}
k_{\mathfrak{p}}(H, X, Y) & =\lim _{\epsilon \rightarrow 0} \epsilon^{r+N} k(\epsilon H, \epsilon X, \epsilon Y) \\
& =\lim _{\epsilon \rightarrow 0}|W|^{-1} \epsilon^{r+N} \int_{\mathfrak{a}^{*}} \phi_{\lambda}\left(e^{\epsilon X}\right) \phi_{\lambda}\left(e^{\epsilon Y}\right) \phi_{\lambda}\left(e^{\epsilon H}\right)|c(\lambda)|^{-2} d \lambda \\
& =\lim _{\epsilon \rightarrow 0}|W|^{-1} \int_{\mathfrak{a}^{*}} \phi_{\lambda / \epsilon}\left(e^{\epsilon X}\right) \phi_{\lambda / \epsilon}\left(e^{\epsilon Y}\right) \phi_{\lambda / \epsilon}\left(e^{\epsilon H}\right)\left(\epsilon^{-N}|c(\lambda / \epsilon)|^{-2}\right) d \lambda \\
& =C_{0} \int_{\mathfrak{a}^{*}} \Psi_{\lambda}(X) \Psi_{\lambda}(Y) \Psi_{\lambda}(H) \prod_{\alpha \in \Sigma_{0}^{+}}\left\langle\lambda, \alpha_{0}\right\rangle^{m_{\alpha}+m_{2 \alpha}} d \lambda
\end{aligned}
$$

$\left(\alpha_{0}=\alpha /\langle\alpha, \alpha\rangle\right)$ noting that

$$
\lim _{\epsilon \rightarrow 0} \epsilon^{N}|c(\lambda / \epsilon)|^{-2}=c_{0}^{-2}(4 \pi)^{2\left|\Sigma_{0}^{+}\right|} 2^{-N+\left|\Sigma_{0}^{+}\right|} e^{-N-\left|\Sigma_{0}^{+}\right|} \prod_{\alpha \in \Sigma_{0}^{+}}\left\langle\lambda, \alpha_{0}\right\rangle^{m_{\alpha}+m_{2 \alpha}} .
$$

We used the fact that $|c(\lambda)|^{2}=c(\lambda) c(-\lambda)$, that $\Gamma(a+b i) \Gamma(a-b i)=|\Gamma(a+b i)|^{2}$ when $a$ and $b$ are real, $|\Gamma(a+b i)|=\sqrt{2 \pi}|b|^{a-1 / 2} e^{-a-|b| \pi / 2}[1+O(1 /|b|)]$ when $|b| \rightarrow \infty$ (refer to [22]) and

$$
c(\lambda)=c_{0} \prod_{\alpha \in \Sigma_{0}^{+}} \frac{2^{-i\left\langle\lambda, \alpha_{0}\right\rangle} \Gamma\left(i\left\langle\lambda, \alpha_{0}\right\rangle\right)}{\Gamma\left(\frac { 1 } { 2 } ( \frac { 1 } { 2 } m _ { \alpha } + 1 + i \langle \lambda , \alpha _ { 0 } \rangle ) \Gamma \left(\frac{1}{2}\left(\frac{1}{2} m_{\alpha}+m_{2 \alpha}+i\left\langle\lambda, \alpha_{0}\right\rangle\right)\right.\right.}
$$

(refer for example to [17]).
This leads us to a second conjecture: that

$$
\begin{equation*}
k_{\mathfrak{p}}(H, X, Y)=C_{0} \int_{\mathfrak{a}^{*}} \Psi_{\lambda}(X) \Psi_{\lambda}(Y) \Psi_{\lambda}(H) \prod_{\alpha \in \Sigma_{0}^{+}}\left\langle\lambda, \alpha_{0}\right\rangle^{m_{\alpha}+m_{2 \alpha}} d \lambda \tag{4.5}
\end{equation*}
$$

holds with the same exceptions as for formula (3.7).
The term $C_{0}\left\langle\lambda, \alpha_{0}\right\rangle^{m_{\alpha}+m_{2 \alpha}} d \lambda$ corresponds to Plancherel measure in that setup (see for instance [17, Th. 9.1, Chapter IV] or [28]). One could prove (4.5) formally by using the same approach as in [11] provided that a result similar to the bound given in (3.8) can be found.
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