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ABSTRACT

We present for the first time the experimental desti@tion of a Real-Time control-plane on the Mhlad
sub-wavElength swiTching (MEET), Metro architectuiéde key control assets are calculated and prdvide

the edge nodes in a form of grant files. Thesetdikms eliminate the contention possibility at soeinodes and
destinations, thus they offer a lossless passiviicalpgrooming and multiplexing/demultiplexing athet
intermediate nodes. The experimental results viaidhe control plane structure designed based on a
deterministic operating system well scalable foegional metro network.

Keywords: Time-domain Wavelength Interleaved Networkingr&wswitching, Centralised control plane,
Metropolitan Area Network,

1. INTRODUCTION

The advances in optical transmission technologyilaebthe surge of channel bit-rate everywhere inittine
telecommunication networks. However there still aam the challenge of filling these growing size
telecommunication pipes with multiple granular sizef traffic, since the studies conducted by metn#
operators show about 73% of the traffic granulaviif be 1 Gbps till 2020 [1]. Variety of implemeaations
methods differentiate sub-wavelengths switchindntetogies; from node structure and sys-system coepo
aspects relying on active or passive/reconfigurablmponents to the resource allocation methodscanttol
plane protocols implementing routing and reservatimased algorithms. Amongst the above-mentioned
technologies Time-domain Wavelength Interleavedagéting (TWIN) [2], is an attractive solution asadffers
optically passive sub-wavelength grooming and rpldking capacity at intermediate nodes, as thdliggace
and processing power remains at the edge nodes.

In this paper we present, for the first time to &apwledge, the implementation of the control plamg the
TWIN edge node functionality within the recentlyoposed MEET network architecture for metro netw@ik

2.MULTI-HEAD SUB-WAVELENGTH SWITCHING (MEET) ARCHITECTURE FOR
METROPOLITAN AREA NETWORKS (MAN)

The metro level of a network operator connectsatteess networks and the operator customers (b&NhNredge
nodes) to the core networks (beyond CN concentratiode) where connectivity to Internet, other sErvi
providers, content providers and service serversisgally provided. Fig. 1 (a) shows the three main
interconnection points permitted through the CN:ithe national/international core network Regionaldiis
(RNs) (providing connectivity to other customersdato other local operators), to Internet Nodes )INs
(gateways of international network operators ogdacontent providers) and to the operator sensceh as
Video on Demand and VolP hosted in Multiservice B®@MNs). The interconnection point between theronet
network and the core network (CN) is thus a node thust support large volumes of traffic and consedy
large buffering and processing capacities, whicly inacome problematic with the foreseen traffic wodu
growth.

In order to mitigate the problem at CN we proposkd Multi-hEad sub-wavElength swiTching, MEET
architecture based on TWIN technology for metromoeks [3]. Fig. 1 (b) presents a solution to repldbe
electronics buffers and concentration/distributionctions by one or several optical passive intetiate nodes
that offer direct optical connections between ENg BRN/IN/MN in the core network.

We propose TWIN to enable the optical transparententration/distribution functions in MEET. Accard to
TWIN architecture, each destination is assigned (@mneseveral) wavelength(s). Correspondingly, smsmit
data from several sources to one destination, onseveral) multiple-point to point trees are ceéawvhere the
destination is the root of the tree(s). The comsimn of the trees is out of the scope of this pajée only
assume that it is quasi-static however reconfigerathe configuration of the optical nodes is based



multiplexers or wavelength selective switches. Arse sends its traffic in the form of bursts of lpets to the
desired destination by tuning its transmitter te thavelength corresponding to the destination. ®@gpg
appropriate scheduling algorithm at the controkelagnsures contention-free scheme. A schedule edefime
time allocation pattern containing the successibwavelengths (i.e. destinations) towards whichhesgurce
must send the burst. This pattern can be changagadaeted according to the traffic matrix at eacmt@u
Cycle(s) (CQ).

W @ : (b)

Figure 1. (a) Current metro logical topology, (b) Multi-hEad sub-wavElength swiTching Architecture.

3. CONTROL PLANE ARCHITECTURE

The notion of Real-Time control that is used hemstly emphasises on the compliance and functignafithe
orchestration operations in a certain timing caists. This characteristic is the key for critisgistems that
necessitate absolute consistency and reliabilitinie.

The scheduling algorithm is performed in the Cdn@antrol Entity (CCE), based on the traffic matard
resource demands per source-destinations.

Therefore CCE needs to have the information coiegriine traffic matrices, physical topology of thetwork
with propagation delays between all links.

We assume that the operators estimate the trafficiaes and dimension the network according toustomers
demands (taking into account resiliency and qualftgervices constraints). In addition the propiagatielays

are also provided by the operators (for examplesonea during installation or during operation bydfic
measurement process). The Topology Discovery se€liD), keeps the propagation delays table updatéae
CCE for scheduling purposes. The CCE and the nodesnunicate via a control channel: the CCE sends
allocation while the nodes send dynamic updateardigg changes in the link(s)/node(s) status anéxXample
propagation delay updates.

At CCE all the above-mentioned information is condal and fed to the Compile and Schedule sectioB)Ca
The CaS computes the scheduling file according givan algorithm such as in [3]. Table 1, shows ghant
files with one hundred 5 ps time slots per cyclesfource 1 and 2 that are implemented in this exysst.
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Table 1. Grant file for one cycle (100 slots) for source 1 and source 2.
The numbers indicate the wavelengths (i.e. destinations).

As a result the scheduling files are produced eachesponding to one source node within the netwibrdse
files are then sent via the control channel.

Each source is in charge of the burst assemblybanst emission (Real Time RT section) within thiecdted
time slots according to its Class of Service pefci

4. EXPERIMENTAL SET-UP AND RESULTS

In our previous studies we showed the interestWfN within MEET architecture for metro networks [3]

Fig. 2 (a) and (b) illustrate the schematic of eéxperimental setup. Fig 2 (a) presents the soundecantrol
parts and the passive core node is shown in Hl).2Ve have considered 2 heads MEET architectitte thve
heads acting only as sources and 7 EN acting antiestinations.



Source-destination distances and traffic are smirding to a French metro network.

In a real network a GPS master clock would be usegrovide the required clock reference. In ourlggta
clock generator emulates this for all parts oftést-bed.

The test-bed contains:

The CCE: the CCE functions are realized thanks to a coerpigr CaS and the National Instrument (NI) Real-
Time engine on the PXI 1082 chassis and NI PXIe2Roodule featuring Xilinx Virtex-5 SXT FPGA foréh
RT functions.

The source: this part includes an Anritsu MT 1810A Pulse Ratt€enerator (PPG) that operates in sequence
mode and generates bursts of data withud.duration. The guard-time between the burststisos800 ns at
emission. It takes care of possible clock inacoprand of tuning speed of the emitter. An additioB@D ns
preamble is generated in front of the burst fosbteception clock recovery. Thus, each 5 us, stlman be sent
according to scheduling file with grants. The PP@pat electrical signal at 10 Gbps is then printedthe
optical signal generated by the Finisar S7500 Mateal Grating Y laser (MG-Y) tunable laser. Fassgléhan
100 ns) wavelength change on a burst per burss assured by a fast driving board.

The CN: it contains two fixed demultiplexers and two optipassive couplers.

.t - CCE e e - -___-_CoreNode (CN)________________.
1
(a), PXIe-1082 NI FPGA 1! /
I R A N Omoesmmsme e 3 | LI
! 1 Source #2
i m=EEE RN
i i I -]
i 1!
1 1 1 1 i 1
i T Ai,':“);*;;‘:;~ I _
Pl RIS 1Y
Clock Gen oMo 4
- VvVl
Gatinlg Out I H=mmmmmm e
; Tunable | W LA R R R O A T TR - X
e [ — Laser 1 y
_ , — 7
1 Source #1 el I R Slto D1
! I | S1to D2
1 Burst Gen _\l/ : = i Ss1to D3
L 160 MHz J ,j;ﬂjﬂg Sito D4 W
"""""""""""" S1to D5 _
N, 1"2'5[;31 LovelidEm) o, 15:‘1;‘6;‘ L:wza;(ﬁlm] No. Wi __Level(dBm) (C) %‘I‘__N;!%k 5 7 S1to D6 I
o 55333 P S [ sToutput | [50 us/dn. Slto D7 i
anon |u — g I g T TXE (S2)
©) e I S2to D1
| ssae
| I Y Y ) i S2to D2
A78dBm 1 | I i ]
0 O "] S2 to D3
j‘«“\/\)‘w‘\/\/‘\ i
- pmore || ARWARNARS AR LAY el Lo I1S2:00.D
oty s v s | S210 D5
@ L S21to D6
W Mmoo o Miam towigim o Wi _iweiim 50 ps/diy | S2.10 D7 S
D H ¥ [Szoupu
e @ T TXE(SD)
S | f A f "
) e / : o ) D6
| i) | { { il S s — — —_—
e S S =PESDE
T B B 1 5 us/di -.
e T I .—-
»7Z.BdBm1 56:5“ nm’ : 0.80 nm/div. 1555.80 nm in Vacuum OT;::BOHHnm m__m Dl

T —

Figure 2. (a) Source and Central Control Entity setup section with central clock generator, (b) Core node with
two demultiplexers and two couplers as the passive Core Node,(CN), (c) Bursts transmitted by source 1 to seven
destinations, (d) Bursts transmitted by source 2 to seven destinations, (€) Output spectrum of source 1, (f) Output

spectrum of source 2, (g) Traffic from two sources combined towards destination 6 and destination 1 after the

demultiplexers and the two couplers.



In detall, the external clock provides global tinegerence to the PPG but not the phase synchrasizaith the
CCE. To obtain the phase synchronization the PR@issgating out (GO) signals at the rhythm of burst
emission (with 200 kHz frequency) to FPGA partted CCE. The CCE is ready to start sending its grarsipon
as it detects the GO signal. The scheduling fitesdawnloaded in the RT engine and transferretiead-PGA in
the source segment. The FPGA at the source sid&vescthe schedules and accordingly sends out tixd #pout
signal to the PPG to generate the granted trafficdestination. In addition FPGA sends the enaltmmgmand
“TXE i” and the address bits (A1, A2, A3) signatsthe tunable laser which tunes its wavelengtlatabda “i”
(with “i” from 1 to 7 one per each destination aating the address bits it receives).

In Fig. 2 (c) and (d), we can see the bursts thateaitted by source 1 and 2 towards destinations 1
according to the grant files in Table 1. Each trakhews the bursts filtered by the demultiplexemsaims the
corresponding destinations. At the top of Fig. tfere are 3 traces (X, y, z) that represent ctsedy, the
bursts transmission rhythm, and 2 bits of addregsre the laser to the desired wavelength. Fi@) Zhows 7
wavelengths spectrum at the output of source llewkig. 2 (f) displays 8 wavelengths at the sotaautput,
the extra wavelength being used as stuffing datenwio grant is allocated. Since the enabling condhTa is
off during grant O, (no allocation time) the outpawer of the stuffing data is also lower than tbst and this
wavelength is chosen to be filtered after demudtipts, therefore it is not propagated into the netw

Finally Fig. 2 (g) shows the bursts combined fréna two sources towards destination 6, after theipa<N (2
upper traces). There are 11 bursts that are cofriimg source 1 according to Table 1 and immediaadigr 1
burst from source 2, that is perfectly alignedntladter 4 empty slots 2 more bursts are sent frounce 2 to
destination 6. The 2 lower traces of Fig. 2 (g) theebursts combined from the two sources towaedsimhtion
1, after the passive CN. There are first 28 emfuissfollowed by 22 bursts that are coming fronurse 1
according to Table 1 and immediately after 2 bufrstsn source 2, that are also entirely aligned \ilith bursts
coming from source 2.

As it is clearly shown there is no contention amel two flows from two separate sources are peyfecibined
respecting the 300 ns guard time between the baiftsisthe CN and they all arrive as schedulechbyGCE.
With this set up we demonstrate the implementatibra control plane with collision free operation the
intermediate passive node. The control plane charge of synchronization and timing of the commsigeals
and functionalities at every level of the netwook & TWIN based two heads MEET architecture. Cjetiré
method is scalable to more number of source nodead§) in the network. In addition there are ndvact
functionalities for the CN, thus the need for briffg and processing power are completely eliminditech the
core nodes and are limited to edge nodes and CCE.

5. CONCLUSIONS

In this work, we demonstrated for the first timae ssential bricks for the orchestration of datamunication

in sub-lambda switching networks: synchronizatiord ascheduling. The demonstration purely focused on
implementation and composition of the key contmahdtions. The method is bit-rate independent asd al
applicable to higher or mixed data rates. Suchesthtion is a vital enabler to provide high capadlexible

and dynamically rearrangeable bandwidth with onaleiprovision capability for future metro networks.
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