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Abstract: Backgroung Oriented Schlieren (BOS) is a Schliditen method that can be used as a 3D quantitative
method for measuring density in 3D flows. This bandone providing that there are enough pointgent, at least 10,
and that an accurate calibration of the multi-camieench is available. We present here a study dfi-oamera
calibration for 3DBOS. We use a simple printed fifte with a dotted regular pattern as calibrabody (CB). The
main issues are the workload, because there aegaddwindred of images, and the blurring effece Blur affects the
images of the CB when it is positioned in the commart of the fields of views of the cameras. i cat be avoided
because of illumination limitation. We present pigad solutions and results for both issues. A GRiglementation
allows to complete the calibration of a system wiith cameras in less than 30mn. We also proposenegrtainty
analysis using the jackknife method. It is showat ttine uncertainty of the estimation of the hortabfield of view
(HFoV) is 0.04°. Moreover, HFoV is nearly identi¢at all cameras and quasi equal to the theoretiziale.

1. Introduction

Background Oriented Schlieren (BOS), is an expeantaig¢echnique for measurement of the density fidéld

a flow originally developed by Meier and Raffel (). It is based on measurement of the gradients of
optical index which is related to density via théad&tone-Dale relationship. More precisely, the BOS
experimental procedure consists in recording imagfea textured background with a specific pattarn i
absence of a flow (reference frame) and with tbes fin between the camera and the background. Image
correlation algorithms such as the ones used iticRatmage Velocity (PIV) (Champagnat al. 2011)
provide the apparent displacement of the rays tiitrdbe flow of interest. Knowing the calibration thie
camera, one can deduce, from the displacementgantile of deviation associated with the visualifted.

If one is able to measure the 3D deviation fidlds &, &} simultaneously from a sufficient numb@rof
point of views {.e. the camera number), reconstruction of the insteattas density fields can be achieved by
numerical inversion of the following equation syste

£u(i,j,c)=K I a—p(s)ds uIZI{x,y,z}, 1<i<l, 1<j<J, 1<sc<C (1)
sDray(i,j,c) u

where K is a constant related to Gladstone-Dale equatie. use a paraxial approximation, hence
integration is done along the 3D ray associated egich pixeli,j) of each camerawhere a deviation has
been estimated. The first experimental demonstratiothis instantaneous 3DBOS has been proposed by
Atcheson et al. (2008), in the context of turbuleetdia rendering in computer graphics.
A joint work between three departments of ONERA Ie®n conducted to develop and validate a
guantitative instantaneous 3DBOS method, using stiathe art numerical methods for regularized lighom
of (1) and a dedicated experimental bench develgpedNERA/DMAE in Toulouse to collect deviation
fields associated to various flows. Numerical atpexf the methods and reconstruction results age th
subject of a companion paper Todoreftl (2014). Here we focus on the multi-camera calibraproblem.
The multi-camera calibration process aims at deteng the equations of the 3D rays associated th ea
pixel of each image in a unique reference coordifid@me fixed to the workspace, which is locatethim
common part of the cameras field of view (Figurdett). Precise knowledge of these rays is of ours
required to write Eqg. (1). There are several pabiocms and available softwares for camera calibmati
(Zzhang 2000, Bouguet 2002, DLR CalLab 2006) andtnofsthem allow to deal with multi-camera
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configurations. The basic principle is to recordagras of a calibration body (CB) located in the camm
field of view of all cameras, here the workspaa#] o minimize reprojection errors thanks to a lioear
least squares (NLS) techniques.

There are two specific issues for 3DBOS calibratibime first one is the workload associated to catibn.
Indeed, there are several hundred of images foind wnnel calibration which is at least an ordér o
magnitude higher that for other optical measuremmaathods such as PIV or TomoPIV. A real time
calibration is not required but the calibration mie carried out within a reasonable delay, sapvdlh.
This issue has been solved using a mixed CPU-GRItiaodescribed in section 3. The second isstleas
for reasons which are detailed in the next sectinages of CB are severely blurred when it is plaioethe
workspace. Thanks to the efficiency of our calilaratsoftware, we have been able to compare several
calibration strategies including in-focus imageshe CB together with blurred images of the CB tedan
the workspace. These strategies are describedtiorsd. It has been found that using in-focus ie%ig not
necessary and that an accurate calibration carbtagned only with (blurred) images of the CB lochte
various positions inside the workspace.

Uncertainty is not easy to handle in camera cdiitimaas for many optical measurement methods i@ebt
provides some results using the jackknife methbts. $hown that the uncertainty of the horizonieldf of
view (HFoV) is 0.04°. Moreover HFoV is nearly ideyatl for all cameras and very close to the thecakti
value. Such accuracy appears quite sufficient BQS reconstruction.

2. Problem statement

The ONERA's 3DBOS bench is presented in Figure thasically consists in 12 cameras rigidly placed i
front of planar panels recovered with a randompdtern (Figure 1, right, see Figure 2 for a sanoplde
dot pattern). The chosen rhombicuboctahedron streicillows testing several 3D configurations foe th
cameras. Its diameter is 3.2m, which means thatvtr&space is about 1.6m from the cameras. Deatails
the cameras are given in Table 1

Camera 1
Background 1

Workspace

random textures; right: the 3DBOS bench at ONERAABMSs a rhombicuboctahedron structure of diamet2m3
with 12 cameras on one half and background pametkeother.

Camera Model JAI BM500 GE (B/W camera) Pixel size .458m
Sensor type CCD ICX625ALA, 2/3" Framerate 15Hz
Nb Pixels 2456x2058 Shutter min| 64us

Optic SCHNEIDER KMP-IR XENOPLAN 23/1,4 - M30,5Focal lengthl 23mm
Aperture number 1.8 FoV 21.2°x17.8°

Table 1. Camera features




17" International Symposium on Applications of Laser Techniques to Fluid Mechanics
Lisbon, Portugal, 07-10 July, 2014

A well-known problem in multi-camera calibrationtigat it is often difficult to ensure that the tadition
pattern is visible by all cameras. Many works ps®oon-planar calibration bodies in order to mazémi
simultaneous visibility, an extreme example beimg point calibration proposed by Svobaal. (2005).
In the 3DBOS configurations studied here, cameragasitioned in a half space, the other being jpiecu
by the backgrounds. Hence a planar calibratiorepatilaced in the workspace is always visible bgast 3
cameras. It is sufficient to enforce consistencthefcalibration over all camera parameters.

However, in the BOS multi-camera setting, each carngefocused so that the background image is siarp
order to maximize the performance of image cori@mtaand obtain accurate displacement measurenfssts.
a consequence, the workspace is out of focus agnsimoFigure 2.

Fig. 2 An image with CB located in the workspace. CB jmper sheet stuck on a Plexiglas plate using the
electrostatic effect. The detail on the right shaleg the background is in focus (upper part ofitige)
while the workspace is not.

Indeed, it is not possible to reduce the aperttirdned camera so as to have a sufficient depthedd fihat
includes the workspace. Reducing the aperture ssdube incoming light and leads to a difficult
illumination problem, considering the large voluatenand (let us recall that the diameter of thecstare in
Figure 1 is 3.2m). Hence we are forced to work wdlge apertures and to consider a multi-camera
calibration problem where the common field of vievgeverely blurred.

Figure 3 presents blur measurements made usingeaddge method. The estimation is done by imaging
tilted edge pattern at various distances from #reera (Fig. 3, up-left). Intensities measured alatige of
this image provide a sampling of the profile of taige. After registration, these intensities coddoover
several lines lead to a subpixel irregular sampbhghe profile, which is fitted by an integratec@sian
model (Fig. 3, up-right). The blur size is thenirasted by the standard deviation of the Gaussiantion
obtained by deriving the fitted curve (in the ca$é-ig. 3, upper line, this standard deviation .5 pixels).
The curve on the bottom part of Figure 3 presestsnated blur sizes for various positions of thgesd
pattern in front of one of the 12 cameras. Twoargihave been explored: close to the in-focus pliene
around 3.2m, where the background used for BO®s#tipned (red crosses), and halfway, around 1i6m,
the workspace (blue crosses). In the workspacedylthiesize is quite high, between 8 and 10 pixels.
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Fig. 3 Estimation of the blur size for one camera of3B8B0OS bench by the knife-edge method. Up-left:uared
image of a tilted edge. Up-right: sampling of tldge profile provided by the intensities measurethenmage on the
left and result of a Gaussian fit (red line). Batteestimated blur size (in pixels) vs. distancerfribhe edge pattern to

the camera (in cm).

The dot pattern, even blurred as in Figure 2, tiirbe used for calibration since the dot deteeteruse for
regular calibrations is moderately sensitive tordohg. Anyway, blurring has certainly an effect tre
accuracy of calibration: this is discussed in foilog sections.

3. Themulti-camera calibration pipeline

Camera calibration is required for nearly all ogtimethods used in wind tunnel testing as PSP ¢Bres
Sensitive Paint, Liu and Sullivan 2005), MDM (Modéeasurement Method, Le Saattal. 2007) PIV and
TomoPIV. It follows the general flowchart presentedrigure 4.

dot

dot outlier calibration

detection -> matching g O g rejection -> & bundle

The CB can be as simple as

)

Fig. 4 Flow chart of camera calibration

a flat dotted platetwodevels plate as it is usual for stereoscopic WVith a

-4-
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simple flat CB, several images are taken thus hepth a calibration with a few dozen of images the
most demanding method which is TomoPIV. The comjriaime is then not an issue while it is one for
3DBOS because there are much more images. Tryiobteon a reasonable total computation time implies
to optimize each step of the flow chart. The corapah are done on a usual laptop (Intel Core 70284

@ 2.00GHz) equipped with a NVIDIA GTX580M GPU bodafsb, 384 CUDA cores).

3.1 Dot detection

The first step is dot detection. It is accelerdtehks to a coarse-to-fine approach. The imagedsaed by a
factor 4, making the dot detection very fast. Tésutt is then used as an initial guess to definegen of
interest in the original image. The total compwtattime of this step is about 0.5sec for processing
4Mpixel image.

T E R R BB

TE: BB

S B B 2 B B W

T EAE
Fig. 5 Example of dot detection in the center of the CBvaMin Figure 2

The previous figure shows the location of the degkclots in the center of the image in Figure 2 dbt
detector does not use any contour thresholdingeglyaRather it fits the parameters of an elligeeation,
orientation, axis and contrast level) around théainguess. The standard deviation of the detector
0.03pixel in perfect illumination conditions. It es the gray level and is therefore sensitive to the
illumination conditions. This is an issue for 3DBO&cause of the multiple points of view.

3.2 Dot matching

The matching step is solved thanks to a non synnedittern which determines the position and oagon
of the CB. In one of our CB, the pattern is maddooir larger dots located in the center of the GBe(
Figure 5). This works well when CB is in focus hiubften fails for severely blurred image because t
radius difference between these dots and the regules is too small. Another dot pattern, preseied
Figure 6, has been designed to overcome this proble

82

Fig. 6 Dot pattern for automatic matching. Right': matchétrategy. The dots with a blue circle should texie dots
with a red circle should not exist.

The dot grid is regular and three extra dots arkeddn the CB center, see the three blue dotsgor€b.
The matching strategy is simple: select randomigetdots and assume they are the three extraTduss.
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creates an image metric used to check if otherabits at the computed location (the blue ones)ifother
dots do not exist (the red ones). There is only\aliel solution so the strategy is to check all slodutions
and to select the one that passes the validatisn Thanks to parallel programming on GPU, the
computation time of this test is negligible (judes ms) compared to the reading/saving data oaerhe

The outputs of the dot matching step are the mdtdés and a initial guess of the camera locatibithvis
assessed using the matched dots.

3.3 Calibration
The calibration step takes place when the matchhagse is completed. The parameters are gathemd int
three groups:

» Theintrinsic group containing 7 parameters for each camerahmigscribes the sensor and lens
properties: the field of view (FoV), the radial thidions parameters (,), the tangential distortion
parameters (P P,) and the location of the principal point G, that are the coordinates of the
intersection of the lens axis with the sensor).

* The extrinsic group defines the position and orientation of tlanera in the world coordinate
system. There are 6 parameters that are 3 angle3 @distances.

» CB motion parameters: as the CB is moved to increase thé@uaf images, the CB motions have
to be included in the sought parameters. The wartddinate system is fixed to the first CB position
called the CB reference. For the other ones, tleee6 motion parameters (3 rotations and 3
translations).

Calibration is a nonlinear least squares (NLS) lenolthat we solve using the Levenberg-Marquardhiogt
(LM). The dot matching step provides a quite admu@ssessment of the extrinsic group and of the CB
motion parameters. The initial guess is the themakevalue of FoV (21.2°, see Table 1) and O fe& thher
intrinsic parameters.

Let us assume there are 10 cameras, 100 dots orCEheand 100 CB motions (thus there are
10x(100+1)=1010 images). There are 130 camera aeasnand 600 CB motion parameters; the total is
then 730 parameters. When the parameters are fixerlcan computes the image projection of the dots
using the grid in Figure 7 where each square repteghe dot projections (DP) for one camera ared@iB
location. There are 1000 DP for each CB locati@h1Q0 DP for each camera and the grand total i0001
DP. The computations are done in a massively ghigbproach thanks to a GPU.

cameras

1 2 3
ref. 1
dot 1 dot 2 dot 3
2 dot4 dot 5 dot &
CB locations dot 7 dot8  dot9
3 dot 10
4 dot98  dot99 dot 100

Fig. 7. Computing Grid.

The LM method computes the pseudo-Hessian matrixagh element is the sum over the whole calibration
set of the cross product of the first derivatives:

0P, ., 9P,

H = Z Z Z v 2)

m=1,M ¢=1Cd=1D ap| apj
where M is the number of CB motions, C is the numddecameras, D is the number of dots on the GB, p
and p are the parameters i and j, P is the projectioiction used to compute DPs.
The first derivatives are computed numerically be GPU. The implementation assesses at the sarmae tim
the first derivatives for all parameters of the eatype. Thus there are 7(intrinsic) + 6(extrinstc(CB
motion)=19 computations. This enables to increaseGPU workload which is the best way to use ilis fu
capacities.
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Most of the computations are done on the GPU butixnaversion and other subtasks as updating camer
parameters. The duration of the computation is afhon for the heavier test (about 12 cameras, 120 C
motions) which is small compare to the first stefisnn for dot detection and 3mn for dot matching.

3.4 Outlier rejection

The next step after calibration is outlier rejextidhey are usually badly illuminated dots ore dgedadots
as the one shown in Figure 13 (the gray spot atatvest position does not appear symmetric asatish
be).

o i % st i - w
5 3 G 5
i3 < s o
o . s
# W / @ =5
& . 5 P s
=] = " v
0 #
; 7 3

Fig.8 Outlier rejection

The rejection is done automatically removing dadsihg a projection error greater than three tintes t
standard deviation computed on the relevant im@gere are just a few outliers for a regular catibrg
typically less than 0.1% of the detected dots. G&lération is again carried out after dot rejeatand the
process is repeated until a stable calibratiorbiained. Usually only one rejection step is needed.

3.5 Bundle adjustment (BA)

The last step is to calibrate also the calibratbmdy, which is called bundle adjustment (BA). The
calibration body is stiff enough but its exact shap not known. Moreover the printing process @gat
unavoidable defects. These defects could be mehsuitt a 3D measuring system but this would be
expensive and it would slow down the calibratioogaess. We have chosen to calibrate it together with
camera calibration since a lot of images are avigla

Bundle adjustment (BA) is just a matter of addintrae parameters that are the 3D dot locationddfd are
100 dots, this adds 300 parameters. This is notrmiaoh compared to the ususl000 camera and CB
motion parameters. However this method increaggsfisiantly the workload since each dot location is
coupled with all cameras and all CB motions.

We have developed a so-called pseudo-bundle adjnstmethod considering BA as a sub-problem. The 3D
dot locations are computed at each iteration ofLilemethod using the estimated camera and CB motion
parameters. This computation is done on the GPUWdeatly no cost and thus does not slow down the
calibration. A rigorous manner would be to compthte 3D locations even when computing the first
derivatives. However there are so many camera &aation parameters that modifying only one of them
has nearly no impact on the 3D dot locations. Theenthere are cameras and CB motions, the more igal
the pseudo BA method.

The pseudo-BA method has been validated simuldgipigal 3DBOS calibrations without noise. The CB
shape was then slightly modified which createdapation errors. Calibration with BA was carried and

all the parameters as well as the theoretical Gipalwere retrieved exactly.

The whole calibration is carried out within 30mrdgnst a few minutes are consumed by the calibmatio
itself. It should be noted that the convergencéhefcalibration is fast since a stable result isioled after

20 iterations. This is less than with regular SERlibration which is likely due to the strong coatien
between the cameras.

4. Calibration and the effect of blur on accuracy
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As already discussed, the calibration body mugildeed in the workspace so that the cameras ateated

in a common world coordinate system. This enalbedetermine the extrinsic parameters of all cameras
However, has shown in Figure 2, CB is out of fodhg images are blurred. In the following, the aket
images of the CB in the workspace is called thé (@t of Focus) dataset: it has been made witicB7
motions leading to (27+1)x12=336 images. The catibn process described in Section 3 has beennun o
the OF dataset: some results are presented in Zhblew.

BA off BA on
std. 0.49 0.31
max. error 1.88 1.14
Camera 1 2 3 4 5 6 7 8 9 10 11 12

BA offl 21.14 | 2118 | 21.19 | 21.24 | 2116 | 21.31 | 21.18 | 21.12 | 21.18 | 21.37 | 21.23 | 21.36
BAon| 2125 | 21.26 | 2122 | 2126 | 21.24 | 2130 | 21.30 | 2119 | 21.25 | 21.32 | 21.28 | 21.34

Table 2. Calibration using the OF dataset. Up: reprojecémor. Down: estimation of the HFoV for each caan@).

The calibration is carried out with and without BBoth options provide an HFoV nearly constant caler
cameras. The average value is very close to therdtieal one (21.2°, see Table 1). Nevertheless the
standard deviation with BA is 0.043° which is hlé value obtained without BA (0.084°). The coresisly
between the cameras is then better with BA thahawit BA. This demonstrates the interest in using BA
together with the reprojection error decrease.

However, the reprojection errors are quite high parad to the theoretical standard deviation ofdbe
detector (0.03pixel). The reprojection errors faygical image are presented in Figure 14. The emagthe
left hand side shows the errors without BA. Thenosth variations indicate that they are dominatgab
systematic error on the CB geometry, which motiwdhe use of BA. On the right part, with BA, theoer
vectors (which are normalized by the maximum ertook randomly oriented, which means they derive
from dot detection errors which are related tolthe.
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To gain knowledge on the impact of blur in the lmation process, we have also recorded severalcunsf
images of the CB. This second image calibrationssedlled 'IF' (In Focus) dataset. The imagesatained
with the CB placed close to the BOS background Fégere 10.
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Fig.10 An image of the calibration body placed close ®lthckground (IFm focus). The detail on the right shows
that both the background panel and the CB aredasfo

CB looks in the previous image twice smaller tharfrigure 2 because it is at 3.2m from the cames@aal
of 1.6m. As a consequence, more CB motions areegetrensure that the whole camera field of view is
covered. We use 30 images for each camera, an éx&rghown in Figure 10.
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Note that these images allow to calibrate onlyittiensic parameters for each camera. Indeedefirgnsic
parameters cannot be identified because CB ismtited common field of view. However, one can use th
whole dataset for identifying the shape of the @Beed, letting apart the global position of the, @ 3D
location of the dots with respect to a reference, are observed by each camera. They are common
parameters that can be estimated by a simple roatidh of the BA process.

The results of the IF calibration are presentedwelTable 3 presents the reprojection error and the
estimated HFoV for each camera. As expected, th®jextion error with BA is much smaller than witre
blurred images of the OF dataset, with a standawtion of 0.06pixel which is only twice the thetcal
standard deviation of the dot detector. The HFo¥ @msistent with the OF estimation, except for exam
10. This is likely due to the fact that the CB mo8 were not sufficient to cover the whole fieldvadw of
this camera. This is clearly a practical issue wlitls process: each camera field of view has toavefully
covered, which means a large number of imagesomtrast, the OF estimation benefits from the faet t
the CB is viewed by more than one camera, at eastign in the workspace. It is more efficient émrhs of
CB manipulations, and it also improves the consisteof the estimation. Indeed, without camera 1 th
standard deviation of IF estimation is still 0.1&hich is 3.5 times the standard deviation obtausdg the
OF dataset.

BA off BA on

std. 0.20 0.06

max. error 1.66 0.55
Camera 1 2 3 4 5 6 7 8 9 10 11 12
BA offl 20.79 | 21.23 | 21.41 | 20.37 | 2069 | 20.71 | 20.17 | 21.39 | 1936 | 18.23 | 21.20 | 20.13
BAon| 21.20 | 21.44 | 2114 | 2118 | 21.46 | 21.04 | 21.14 | 21.25 | 21.41 | 20.31 | 21.47 | 21.16

-9-
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Table 3. Calibration using the IF dataset. Up: reprojecgomor. Down: estimation of the HFoV for each camer

The HFoV without BA exhibits large errors (with pest to the theoretical value of 21.2°) and higindard
deviation (0.92°). This demonstrate that BA is iegpifor the IF set while it improves only modefgtéhe
calibration for the OF set. This highlights thaé ttonnection between the cameras for the OF sebig
advantage.

It is also interesting to compare CB shape estonatprovided by the BA using the OF or the IF deitas
Figure 12 shows the 3D shape of the calibratioryhaing IF, with a magnification x50 of the defoitioa

in the direction normal to the main plane. It shoavdending of about 0.15mm which is rather small
compared to the size of the CB which is 400x280mhe shape obtained with the OF dataset is globally
very similar to the one shown in Figure 12.
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Fig.12 The shape of the calibration body obtained with &g the IF dataset.
The deformation in the direction normal to the malane is magnified x50.

Figure 13 compares the in-plane vectors of cowadtietween the ideal CB (planar with perfectly tagu
grid) and the estimated CB with the IF (left panid the OF (right part) dataset. At first sighg ttvo vector
fields are similar. However corrections providedBA on the OF datasets are more irregular. Note thigt
significant corrections are estimated for the ftange dots at the CB center in the OF dataset. erhes
irregularities are certainly due to the effect airton the dot localization, which is likely to Igher for
larger dots. Hence, at least a part of the dete@roor related to blur has been transferred to3edots
location error by the BA. As a result, these ermosnot pollute the estimation of extrinsic andriirgic
parameters, which could explain the good performaoic HFoV estimation from OF dataset. A rough
estimate of this part is 0.2pixel/0.035mm, which oistained comparing the four large dots to their
neighbouring dots.
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Fig.13 In plane corrections provided by the BA with the(kéft) and the OF (right) datasets. The correcfarthe

largest arrows is 0.4mm (CB size= 400x280mm)

As a conclusion, calibration with blurred imagestloé CB positioned in the workspace requires BA and
leads to quite accurate extrinsic/intrinsic pararet While reprojection errors are higher than ligua
encountered with in-focus images, it is suspedtetl inost of these errors are related to the higheance

of dot localization and are transferred to the GBpe estimation in the BA process.

5. Uncertainty assessment
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Here we consider only the result of calibrationtiwBA) from images of the CB in the workspace (OF
dataset) and aim at assessing the calibration ianuigr We suggest to use the jackknife method lvisca
very general approach which does not require a moldéhe estimation process. The jackknife is quite
computationally intensive but can be applied herdeiv minutes thanks to the GPU implementation. It
consists in the following operations:

1) Build jackknife samples removing one image.

2) Run calibration with BA.

3) Build a jackknife pseudo value with the results.

4) Repeat the previous steps for each image.

5) Compute the jackknife average and the standarihiion.

The results of the jackknife are presented in Tabfer HFoV. The average standard deviation is 0.03
which is very small. The discrepancies betweenrdigeilar calibration and the jackknife method ar¢hie
average equal to the standard deviation of thekjafk the maximum being 2.7times for camera 1.sEhe
results are consistent with the standard deviaifdhe HFoV of the cameras, which is 0.04°. Thikigacan
then be used as the in HFoV uncertainty.

camera| 1 2 3 4 5 6 7 8 9 10 11 12
calibration| 21.25 | 21.26|21.22(21.26 | 21.24 | 21.30(21.30|21.19| 21.25|21.32|21.28 | 21.34
jackknife| 21.17 | 21.25|21.22|21.21|21.2321.26(21.30[21.19|21.31|21.25|21.27|21.25

std jackknife| 0.028 | 0.027 | 0.029 | 0.028 | 0.017 | 0.026 | 0.029| 0.018 | 0.023 | 0.027 | 0.018 | 0.040

Table 4 HFoV for the calibration and the jackknife methau ).

The jackknife samples are built by removing one gealt is then interesting to reuse the jackknife
calibration on the missing image. This is done fi@gZing the camera parameters and by computinGBhe
motion and the retro-projection errors for the rgatbimage. This process is essentially a crosskatidin.
The results show that the errors are barely grahtar the errors obtained with the calibration lo@ full
dataset (the increase is 0.02pixel for the standavihtion). The CB motion is retrieved nearly petly: the
maximum displacement discrepancies are 0.03mm &6 0

6. Concluding remarks

3DBOS requires an accurate camera calibration. Wie lried the simplest calibration strategy, whigh
using a dotted pattern on a flat plate locatedhm workspace. This plate is moved by hand at aflot
locations, thus ensuring that several cameras itietvthe same time. The plate is not in focus,clwhivas
expected to be an issue. We have found that tlileratdn works well and even better than using iesam
focus when the plate is close to the BOS backgrodi® strong connections between the cameras
compensate the blurring effect and provide consistsults. The workload is high and we have deedm
mixed CPU-GPU strategy to solve it. The computai®fiast enough to enable using a time consuming
statistic method which is the jackknife method. Tiesults obtained with it confirm that the standard
deviation of camera HFoV, which is the main intitnsamera parameter, is close to 0.04°.

The standard deviation of the calibration is 0.8piwhich is rather high. This is related to liglotiand
blurring effect. Lighting could be greatly impral/g/hich is not the case for blurring. Modellinghibuld be
necessary if a lower uncertainty is required whclkely not useful.
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