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Abstract. A quite general model of source that comes from dynamical systems
theory is introduced. Within this model, basic problems of algorithmic information
theory contexts are analysed. The main tool for the analysis is a (generalized) trans-
fer operator, which can be viewed as a “generating” operator for “fundamental”
probabilities. Its dominant spectral objects are related to important parameters of
the source, such as the entropy rate, and play a central rôle in all the results.
Keywords. Entropy, dynamical systems, transfer operators.

1 Dynamical sources.

In information theory contexts, data items are (infinite) words that are pro-
duced by a common mechanism, called a source. Real-life sources are often
complex objects. We introduce here a general framework of sources related to
dynamical systems theory which can be viewed as a generalization of numer-
ation systems. This model goes beyond the cases of memoryless and Markov
chains, it can describe nonmarkovian processes, where the dependency on
past history is unbounded, and as such, it attains a high level of generality.

A probabilistic dynamical source is defined by five elements:
(a) an alphabet Σ, finite or denumerable,
(b) a topological partition of I := [0, 1] with disjoint open intervals (Im)m∈Σ ,
(c) an encoding mapping σ which is constant and equal to m on each Im,
(d) a shift mapping T whose restriction to Im is a bijection of class C2 from
Im to Jm := T (Im). The local inverse of T |Im

is denoted by hm,
(e) a real density f on interval I, and its associated distribution function F .

The dynamical system S := (I, T ), defined by the first four elements, asso-
ciates to a real number x ∈ I the word M(x) := (σx, σTx, σT 2x, . . . ) (Fig. 1).
Then, the choice of the density f (or the distribution F ) on the interval I
induces a probabilistic setting on the set M(I) of source words.

Correlations. Such sources may possess a high degree of correlations, due
to the geometry of the branches and also to the shape of branches.
The geometry of the branches is defined by the respective positions of intervals
Im with respect to intervals Jℓ and allows to describe the set of symbols
possibly emitted after a given symbol. The system is complete if any interval
Jm equals I. It is markovian, if any interval Jm is an union of intervals Iℓ.
More generally, the following property is essential:
(P1) [Topologically mixing] For any pair of symbols (b, e), there exists n0 ≥ 1
such that, for any n ≥ n0, there is a word of length n which begins with
symbol b and finishes with symbol e.
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The shape of the branches hm, related to various properties of derivatives
h′

m, has also a great influence on correlations between symbols:
(P2) [Contraction] There exists δ < 1 such that, for any m ∈ Σ, for any
x ∈ I, one has : |h′

m(x)| ≤ δ < 1.
(P3) [Strong contraction] There exist x0 ∈ I and two open disks DS and DL

of same center x0 and respective radii RS < RL, with ]0, 1[⊂ DL, such that
any inverse branch hm admits an analytic expansion to DL and strictly maps
DL inside DS (i.e., hm(DL) ⊂ DS).
(P4) [Bounded distorsion] ∃K, ∀m ∈ Σ, ∀x ∈ I, |h′′

m(x)| ≤ K |h′
m(x)|.
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Fig. 1. On the left: A dynamical system, with a partition coded with Σ = {a, b, c}
and a word produced by a dynamical system M(x) = (c, b, a, c . . .). In the middle:
two classical sources resp. related to the binary expansion, or the continued fraction
expansion. On the right, an example of a trie on alphabet Σ = {a, b, c} built on the
set of words {abaa, acb, ccaca, ccbb, ccccca}.

Classical sources. The classical sources (memoryless sources, or Markov
chains) are related to particular dynamical sources; a memoryless source cor-
responds to a complete system, with affine branches, and a uniform initial
density. A Markov chain corresponds to a markovian system, with affine
branches and an initial density which is piecewise constant on each Im.

Dirichlet series of fundamental measures. We consider in the sequel
a complete system. The branches of T k, and also its inverse branches, are
then indexed by Σk, and, for any w = m1 . . . mk ∈ Σk, the mapping hw :=
hm1

◦hm2
◦ · · · ◦hmk

is a C2 bijection from I onto Iw = hw(I). All the words
that begin with the same prefix w correspond to real numbers x that belong
to the same interval Iw. The probability pw that a word begins with prefix
w is called the fundamental probability of w.
The Dirichlet series of fundamental probabilities, defined (for complex s) as
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Λk(SF , s) :=
∑

w∈Σk

ps
w, Λ(SF , s) :=

∑

w∈Σ⋆

ps
w (1)

will play a fundamental rôle in the source statistics.

Generation of ps
w. To each prefix w, one associates an operator, denoted

by Gs,[w], defined with the secant Hw relative to branch hw,

Hw(x, y) :=

∣

∣

∣

∣

hw(x) − hw(y)

x − y

∣

∣

∣

∣

,

which acts on functions L of two variables (x, y) ∈ I × I as

Gs,[w][L](x, y) := Hs
w(x, y) L(hw(x), hw(y)).

If now the function L is the secant of the distribution F , the relation

ps
w = |F (hw(0)) − F (hw(1))|

s
= Gs,[w][L

s](0, 1)

explains why the operator Gs,[w] is called the generating operator of w.

Generating operators. The generating operator relative to a collection L
of words is defined as the sum of all the generating operators relative to the
words of L. For two prefixes w, w′, the relation pw.w′ = pwpw′ is no longer
true when the source has some memory, and is replaced by the following
composition property

Gs,[w.w′] = Gs,[w′] ◦ Gs,[w], (2)

so that unions and cartesian products of collections of words translate into
sums and compositions of the generating operators. The generating operator

Gs :=
∑

m∈Σ Gs,[m]

related to the alphabet Σ plays a fundamental rôle here. By Eq. (2), the
k-th iterate Gk

s generates all the words of length k, and the quasi-inverse
(I − Gs)

−1 generates all the finite words. Then, alternative expressions for
the Dirichlet series defined in Eq. (1) hold:

Λk(SF , s) = Gk
s [Ls](0, 1), Λ(SF , s) = (I − Gs)

−1[Ls](0, 1). (3)

Asymptotic properties of powers Gk
s of the transfer operator will be needed

and they are closely related to dominant spectral properties of operator Gs. In
the same vein, we are interested by the location of poles of the quasi-inverse
(I − Gs)

−1, that is, values s for which 1 is a spectral value of Gs. Under
quite general hypotheses on the dynamical system, the following holds:

Decomposable sources. A dynamical system S is said to be decomposable
with respect to a Banach space L iff the transfer operator Gs, when acting
on L, possesses for real s > s0 (with s0 < 1) a unique dominant eigenvalue
λ(s) (real positive) separated from the remainder of the spectrum by a spectral
gap. A source SF formed with a decomposable system S (with respect to L)
and a function F whose secant belongs to L is said to be decomposable.

Properties of decomposable sources. For such sources, one has:
(a) When s is near the real axis, Λk(SF , s) asymptotically behaves as the k-th
power of λ(s). There exists µ < 1, such that, when s is near a real s0
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Λk(SF , s) = a(s) · λ(s)k · [1 + O(µk)], with a uniform O.

(b) The function s 7→ Λ(SF , s) is analytic in the plane ℜ(s) > 1, and it has
a simple pole at s = 1, with a residue equal to −λ′(1).

Sufficient conditions for decomposability. A markovian dynamical sys-
tem on a finite alphabet satisfying (P1) and (P2) is decomposable, with respect
to the space C1

p(I) of piecewise functions of class C1. A complete dynamical
system on a (possibly infinite) alphabet satisfying (P2), (P4) is decomposable,
with respect to the space C1(I) of functions of class C1. A complete dynamical
system on a (possibly infinite) alphabet satisfying (P3), (P4) is decomposable,
with respect to the space of analytic functions on DS.

There are two kinds of “exceptional” sources, both related to exceptional
properties of the pressure Λ(s) := log λ(s). The first one arises when the
pressure Λ(s) is periodic and the second when the pressure Λ(s) is affine. They
intervene as exceptions respectively for Result C and Result B. However we
prove that an exceptional source is conjugated either to a memoryless source
or to a Markov chain. Hence a “complex” source cannot be exceptional.

2 Main statistics for decomposable sources.

Entropy. The entropy rate h(SF ) of the source SF is defined as the limit, if
it exists, of a quantity that involves probabilities pw,

h(SF ) := lim
k→∞

−1

k

∑

w∈Σk

pw log pw = lim
k→∞

−1

k

d

ds
Λk(SF , s)|s=1.

Result A. The entropy h(SF ) of a decomposable source SF equals −λ′(1). It
only depends on the mechanism S.

Distribution of prefixes with fixed length k. The distribution of the
fundamental probabilities of the words of Σk is studied via the random vari-
able ℓk defined as a step function, constant on any fundamental interval
Iw of depth k and equal to pw. We use the moment generating function
E [exp(s log ℓk)] = E [ℓs

k] which is closely related to Λk(SF , s):

E [ℓs
k] =

∑

w∈Σk

ps
w pw =

∑

w∈Σk

p1+s
w = Λk(SF , 1 + s).

Then, when SF is decomposable, the moment generating function behaves
nearly like the k-th power of function λ(1 + s). The central limit theorem
of probability theory asserts that exact large powers induce Gaussian laws
in the asymptotic limit. Here, we shall use an extension of the central limit
theorem to “quasi-powers” due to Hwang (1998), valid provided that Λ′′(1)
is not zero. We know that this is the case for the decomposable sources that
do not behave like an unbiaised memoryless source [see Vallée (2001)].

Result B. The distribution of probabilities of words of Σk follows asymp-
totically a log–normal law, for all not affine sources. This proves a strong
“equipartition property”, in the flavour of the Shannon–MacMillan–Breimann
Theorem. The dominant behaviours of the mean and the variance involve the
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derivatives of Λ(s) := log λ(s) at s = 1: the mean is asymptotic to kΛ′(1)
= kλ′(1) and the variance is asymptotic to kΛ′′(1) = k[λ′′(1) − λ′(1)2].

Average shape of a trie. In pattern matching problems, an essential data
structure is a digital tree, called trie, which plays the rôle of a dictionary. The
internal nodes are used for directing the search, and the leaves contain the
words of the dictionary. There are as many leaves as words in the dictionary
(see Fig. 1). Trie analysis aims at describing the average shape of a trie (size
S, external path length P ); it is is extensively done in the case of classical
sources (see Szpankowski (2004)). In our context, a trie is built on a set
Y of n words or equivalently on a set X of reals {x1, x2, . . . , xn} for which
Y = M(X). Such a trie is completely defined by the internal nodes which
actually exist. These nodes are labelled by prefixes w for which the cardinality
Nw of Iw ∩ X is at least two (which means that at least two words share a
common prefix). The probability that node nw exists is just P[Nw ≥ 2] while
the contribution of node nw to the external path length is E[Nw | Nw ≥ 2].
If we wish the contributions of set X to two disjoint intervals Iw and Iw′

be independent, we are led to first work in a Poisson model: first, one draws
the cardinality N of the set X with respect to a Poisson law of parameter z,
then one independently draws the N reals with respect to density f . In this
case, the random variable Nw itself follows a Poisson law of parameter pwz,
and the two expectations admit the following expressions

E[P(z)] =
∑

w∈Σ⋆

pwz(1 − epwz), E[S(z)] =
∑

w∈Σ⋆

1 − epwz(1 + pwz),

that are harmonic sums of the form A(z) =
∑

w λwg(µwz). The convenient
tool is the Mellin transform which transforms an harmonic sum into a product
and gives access to the asymptotic behaviour of E[P(z)] and E[S(z)] through
the Dirichlet series Λ(SF , s), and particularly its singular behaviour near
ℜs = 1, and its residue h(S). Then, Depoissonization techniques allow to
return to the Bernoulli model (where the number n of words is fixed). One
obtains:

Result C. The shape parameters of a trie [size, external length path] built
on n words [independently drawn from the source] admit as asymptotic mean
(for n → ∞) the following quantities which involve the entropy

E[Sn] ∼
n

h(S)
, E[Pn] ∼

n log n

h(S)
.

For sources that behaves like meoryless sources, the main asymptotic term of
E[Sn] involves a periodic function of log n of small amplitude.

Computing the spectral constants. All the previous results involve the
dominant eigenvalue λ(s). Except for simpler sources, this function does not
admit a closed form, and it is important to obtain proven numerical values
for the first two derivatives of the pressure function at s = 1.
For sources with strong contraction (P3), the transfer operator acts on holo-
morphic functions, and can be viewed as an infinite matrix Ms, whose coeffi-
cient of index(i, j) is the coefficient of (z−x0)

i in Gs[(Z−x0)
j , (T−x0)

j ](z, z).
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In particular, the truncated matrix M(n),s where the indices i, j are less than
n, is an approximation of Gs (in a precise sense), and its dominant eigenvalue
λn(s) provides an approximate for λ(s).

Result D. Let λ(s) be the dominant eigenvalue of a strongly contracting de-
composable source. Then, there exist an integer n0, and a constant K (which
depend on s), such that for all n ≥ n0, the matrix M(n),s admits a unique
simple dominant eigenvalue λ(n)(s) that satisfies

|λ(s) − λ(n)(s)| ≤ K

(

RS

RL

)n

.

For instance, in the case of the Euclidean dynamical source (for which the
entropy h(S) equals π2/(6 log 2) ∼ 2.37), this result allows to compute with
a garanteed precision the value λ′′(1) ∼ 9.08037.

Bibliographic notes. Dynamical sources have been introduced by Vallée (2001),
who proved the first two results of Section 2. Some hypotheses for proving de-
composability are made precise in Chazal, Maume, Vallée (2004), and a general
decomposability criterion is proven in Chazal and Maume (2004). Tries analysis is
performed by Clément, Flajolet and Vallée (2001). The method for approximating
λ(s) is due to Daudé, Flajolet and Vallée (1997). This method was validated later
by Lhote (2004) who proved Result D. The continued fraction expansion motivates
the introduction of dynamical sources. For a specific treatment of this case, see
Flajolet and Vallée (2000), where a relation between the shape of tries and the
Riemann hypothesis is exhibited...
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