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Abstract

For insurance companies, wind storms represent a main source of volatility, leading to potentially huge aggregated claim amounts. In this article, we compare different constructions of a storm index allowing us to assess the economic impact of storms on an insurance portfolio by exploiting information from historical wind speed data. Contrary to historical insurance portfolio data, meteorological variables can be considered as stationary between years and are easily available with long observation records; hence, they represent a valuable source of additional information for insurers if the relation between observations of claims and wind speeds can be revealed. Since standard correlation measures between raw wind speeds and insurance claims are weak, a storm index focusing on high wind speeds can afford better information. This method has been used on the German territory by Klawa and Ulbrich [14] and gave good results for yearly aggregated claims. Using historical meteorological and insurance data, we assess the consistency of the proposed indices construction and we test their sensitivity to their various parameters and weights. Moreover, we are able to place the major insurance events since 1998 on a broader horizon of 40+ years. Our approach provides a meteorological justification for calculating the return periods of extreme storm-related insurance events whose magnitude has rarely been reached.

Keywords. Storm Index, Wind Speed, Insurance, Extreme Value Theory, Extreme Dependence
1 Introduction

For property damage insurance, natural events are the main source of volatility. Historical data covering a 30-year period show that, among these events, storms cause more than half of the costs. This represents a challenging problem for insurers that have to decide on pricing, reinsurance and capital requirements. Classical techniques for the prediction of future claim amounts are based solely on companies’ information (exposed portfolios and damage), which leads to some typical problems. The insurers keep in a detailed way only the recent history (15/20 years). So, the amount of information makes it more difficult to get reliable results, more particularly for the most extreme events that are also the least frequent ones.

As we work on historical data, it is necessary to normalize them, which introduces a distortion of the database. This distortion increases with the number of factors that must be taken into account (property values, growth of real estate, spreading rate of storm guarantee).

Managing extreme risks [12] is an issue involving the whole society and not only insurers. When we model extreme events using only damage data ([8], [13]), results show a strong dependence on model hypotheses which are difficult to verify in practice. In our context, adding meteorological data to insurance data is one possible solution to improve the quality of predictions and the fundamental understanding of how storms generate damage. Several authors suggest comparing the amount of damages with meteorological data. [22] apply a model using raw meteorological variables to predict the number of claims per day in Norway. [23] seek to predict the number of casualties of storms and typhoons in the USA. For a more accurate assessment of damages, [2] consider the calculation of a damage function for storms and earthquakes, whereas [10] and [5] create an indicator of extreme climate events on a large scale. Other studies have tried to find an empirical link between the wind speeds and the vulnerability to storms in order to calculate a damage function [11]. Approaches similar to ours have been proposed, leading to the construction of storm indices that indicate the major events in terms of insurance costs and that are based on wind speeds as well as geographical and demographic variables. For the German territory, Klawa and Ulbrich [14] obtain good results for yearly aggregated claims with data from the relatively small number of 23 meteorological stations. In [14], [17] and [6], damage is assumed to be proportional to wind speed to a power of 3. This choice is justified by physical reasoning, with the cube of wind speed being proportional to wind energy. Other authors [7, 18] propose to link damage to an exponential of wind speeds and include information about wind direction. Pretenthalher and al. [18] also take into account the vulnerability of a building. For the construction of our index, we operate on a fine spatial and temporal resolution, using daily data from 130 weather stations covering the territory of France. We study constructions based either on powers or on exponential expressions of wind speed. Parameter like the exponent are considered as free, so we can adjust them to maximize the correspondence between the storm index value and damage for the major storms in the last decades.

For several decades, the insurance industry has covered storm damages. The sector has access to historical data structured according to various aspects (chronological, geographical, costs, frequencies, ...). However, as pointed out above, one must be aware of the limitations and problems of using such data, especially when we deal with the most extreme events.

Our work aims at creating a simple but useful index to assess the economic impact of storms. As we can rely on meteorological data that are linked to storms, we try to find solutions to make use of that kind of information. Meteorological variables such as wind speed present the advantage of being easily available with long observation records over a dense network of weather stations. A major part of observed wind speeds are small or moderately large and cause claim amounts that are negligible compared to damages caused by the most extreme wind speeds. We focus on extreme wind speeds to build a storm index that adds useful information to our research. To ensure the validity of the index we must verify the solidity of the conditions. We test the coherence of the index by comparing it to the meteorological and insurance history. We bring out its sensitivity with respect to its parameters and weighting schemes. Following multivariate Extreme Value Theory (EVT) approach [8], [3], we show that our storm index presents strong tail dependence with actual claim frequency, which is highly desirable for risk management purposes. Moreover, the index approach enables us to analyze the major events on the broadest possible observation period.

Our paper is organized as follows: first, we recall different definitions for a storm. Then, we present the economic issues and we describe the available insurance and meteorological data to try to tackle
them. In the following section we explain step by step the construction of the wind index and the storm index. The last part is dedicated to comparisons between claims and different index. From these comparisons, we define the best adapted Formula and we study the index evolution during the most extreme and expensive events for the insurer.

2 What is a storm?

2.1 Meteorological point of view

Can we give a single simple definition of a storm event? A precise description of the phenomenon is hard to formulate. From a meteorological point of view, storms are considered as atmospheric disturbances that involve pressure and wind variations that can bring about risks of property damage. At sea, it means an atmospheric depression that brings about an average 90 kph wind speed, i.e. force 10 or more on the Beaufort scale (from 0 to 12). On land, a storm is a depression that brings about gusts of wind that cause damage and heavy precipitations. Atlantic storms that reach France before most European countries are due to two concomitant causes: the frequent lasting jet stream at high altitudes born above Newfoundland that blows at impressive speeds (200 kph) above Northern Europe and the midday decrease of earth temperature around the globe from the Equator to the North. For Meteo France a storm is declared when more than 5% of the weather stations record wind speed above 100 kph during 3 consecutive days.

2.2 Insurance point of view

From an insurance standpoint, the claims registered in storm guarantee range from damages due to the slightest wind breath to those caused by large-scale phenomena (strong intensity, large affected territorial area, period which could exceed 3 days). For example, in 1999, Lothar hit the Northern half of France, with wind speed above 140 kph, between 25 and 27 December.

Note that the insurance of storms in France follows a regulatory framework. The 25th June 1990 law rules that the storm guarantee is compulsory for all risks that are covered for fire. It entails that all the insured risks are necessarily covered without adverse selection. According to the rules of the market, hail and snow guarantees are associated with storm guarantee.

<table>
<thead>
<tr>
<th>Storm</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lothar</td>
<td>Dec. 25-27/1999</td>
</tr>
<tr>
<td>Martin</td>
<td>Dec. 26-27/1999</td>
</tr>
<tr>
<td>Klaus</td>
<td>Jan. 23-25/2009</td>
</tr>
<tr>
<td>Xynthia</td>
<td>Feb. 26-01/2010</td>
</tr>
</tbody>
</table>

Figure 1: Storm trajectory over France

Generally storm data are available on a daily basis. However a storm over a 550,000 km² territory like France can last several days as illustrated on Figure 1. The main storms since the 50s are represented. Four of them crossed France: Lothar and Martin in 1999, Klaus in 2009 and Xynthia in 2010. All of them lasted more than one day.

If the major storms take time to cross the country, the disaster declaration can also be more or less inaccurate, especially by absent people at the time of the facts. For these reasons, the treaties of reinsurance plan generally to group in the same event the claims declared for a period from 2 to 3 consecutive days. Lothar and Martin constitute a particular case because these two storms took
place in the same period by one day but on different areas. We could then think of grouping them in one cluster, but for the insurers it consists in two different events. This definition of the disaster is important in particular for the reinsurance which also works by event. In our article these two storms are treated separately.

Combining the meteorological and insurance approaches, we can conclude that a storm event is characterized by the wind intensity, the geographic spread of the damaged area and its duration that may exceed one day.
3 Insurance issues

In personal and commercial insurance, wind property damages are covered through TGN (Tempête, Grêle et Neige : Storm, Hail and Snow) guarantee. A study published by AFA (Association Française de l’Assurance : French Insurance Association) [9] in February 2012 shows the volatility of yearly costs related to wind on a national scale. The current costs vary between 70 million and 7 billion euros. Since 1984, storms represent 87.5% of the claims of the TGN guarantee. With a total of about 12 billion, the 2012 cost of damage caused by Lothar and Martin storms (year 1999) is at the same level as the average annual cost for the whole Property coverage. Regarding premiums, the sum of all property damages amounts to 16 billion among which 1.3 billion are dedicated to the TGN guarantee, about 8%.

In order to compare costs during a long period, normalization is key to the validity of results. We choose here to convert all the costs into 2012 euro value. This stage of data treatments is generally underdeveloped. We nevertheless underline that depending on the used hypotheses, the results vary appreciably. For example, according to the choice of the construction index (FFB or RI1), the values 2012 of year 1982 vary by 18%. If we add the progress of the exposures (growth of the housing stock), the values 2012 of year 1999 increase by 21%.

Though some approximations cannot be avoided, we try to be as exhaustive as possible by taking into account the evolution of FFB rate for private individuals and RI rate for business concerns, the relative weight of segments private individuals / business in the portfolio, as well as the spreading rate of storm guarantee that only became compulsory in July 1990 and the growth of real estate in France.

Figure 2 refers to the 2012 annualized costs related to storms since 1984 (the figures come from FFSA’s report: French Federation of Insurance Companies). It shows both the volatility and the severity of the costs. We notice that the great majority of the years have values lower than the TGN annual average premium (dotted orange line: 1.3 billion). Only 4 years exceed this level, among which year 1999 which is very appreciably higher. We point out that the burden of the year 1999 represents more than 43% of the whole period costs. The return period of events of the same or even greater importance has considerable influence on results. For instance, if one spreads the impact on Lothar and Martin over 50 or 100 years, the annual TGN cost tends to rise substantially.

We have to differentiate here the notions of annual costs and costs by event. The quality and accuracy of these data are different. Except for the major storms, the statistics are not followed by event at Market level. Consequently, the use of data from an insurance company brings additional details.

\[^{1}\text{FFB (Fédération Française du Bâtiment : French Building Federation, 3.93\% / year) and RI (Risques Industriels : Industrial Risks, 3.38\% / year) are two French building discount rates}\]
4 Insurance data

4.1 1998-2012

4.1.1 Database description
We use the Allianz France data base. This portfolio contains all the individual claims between 1998 and 2012. It is a base of 520,000 claims, among which 310,000 for personal lines and the rest for commercial lines. For every claim, we know the amount, the date of occurrence and the place of the claim (department, even municipality).

4.1.2 Comparaison with Market
If the use of the data of a single company can skew the results, we notice that the annual loads are strongly correlated to those of the market. Also, if we study the geographical distribution of the portfolio, we notice that the distribution is close to that of the French population. Even if the results are not totally identical everywhere (parts between 4% and 14% according to departments, for an average value close to 9%), they are not very different from those of the market.

![Figure 3: Comparison between Allianz annual costs and those of the market](image)

Figure 3 compares Allianz’ wind property damage costs (in blue) with 10% of the market (in red). It reports that the Allianz’ loads are very highly related (0.99 %) to those of the market.

![Figure 4: Distribution of Allianz portfolio and French population in 2009](image)

Figure 4 shows the distribution of the number of contracts in each department in Allianz portfolio and the French population. On the left map we notice great geographical differences in the representation of policyholders. For instance, there are less than 5000 contracts in some departments, whereas there are more than 50,000 contracts in some other ones. However, the comparison with the second map makes it possible to relativize differences which are generally in proportion with population. In fact, 2

---

2In metropolitan France, the territory is subdivided into 95 departments which correspond to administrative areas.
the most populated areas are also those where we find the greatest number of contracts, and vice-versa.

Thus, it is possible to rely on Allianz data for a study of damage on a national level.

### 4.1.3 Database analysis

The distribution of individual claims brings an essential information about the scale and the nature of the damages caused by storms. Table I shows the various quantiles as well as the average and the maximum of the 430,000 positive individual claims registered by Allianz during the period from 1998 to 2012. The values are normalized in euros 2012. This distribution is very uneven with a large number of small claims and only around thirty exceptional disasters exceeding one million euros. The average individual claim amount approximately 4.600 euros. Half of the claims are lower than 1,700 euros and 99% of them are lower than 45,000 euros. Yet, the maximum claim takes a much higher value by reaching more than 5 million euros.

In this portfolio, the personal lines represent 260,000 positive claims out a total of 430,000. By looking closer at the values, we notice that the personal lines and the commercial lines have not the same claim distribution. The damages sustained by professionals are superior in every point than those of private individuals. The average claim is 2.3 times higher for the professionals and the difference increases with a 5 times higher maximum claim.

<table>
<thead>
<tr>
<th>Quantiles</th>
<th>2012 values</th>
<th>commercial lines</th>
<th>personal lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Qu 0.25</td>
<td>677</td>
<td>749</td>
<td>640</td>
</tr>
<tr>
<td>Qu 0.5</td>
<td>1 667</td>
<td>2 005</td>
<td>1 542</td>
</tr>
<tr>
<td>Moy.</td>
<td>4 581</td>
<td>7 032</td>
<td>2 993</td>
</tr>
<tr>
<td>Qu 0.75</td>
<td>3 879</td>
<td>5 062</td>
<td>3 279</td>
</tr>
<tr>
<td>Qu 0.9</td>
<td>7 865</td>
<td>11 983</td>
<td>6 263</td>
</tr>
<tr>
<td>Qu 0.99</td>
<td>45 184</td>
<td>82 682</td>
<td>24 050</td>
</tr>
<tr>
<td>Qu 0.999</td>
<td>244 621</td>
<td>455 144</td>
<td>73 982</td>
</tr>
<tr>
<td>Max.</td>
<td>&gt; 5 M</td>
<td>&gt; 5 M</td>
<td>&gt; 1 M</td>
</tr>
</tbody>
</table>

Table I: Distribution of individual claims (1998-2012)

The period from 1998 to 2012 spans 5479 days. Only 958 days (17.5%) are without claim. But less than half of the days record more than 5 claims. Less than 1% of the days record more than 500 claims. On the most damaged day the number of claims reached 200,000. The distribution in numbers and costs is quite uneven.

The results presented below focus on all the days when Allianz recorded at least one claim with a strictly positive value.

<table>
<thead>
<tr>
<th>Quantiles</th>
<th>2012 values</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Qu 0.25</td>
<td>1 921</td>
<td>2</td>
</tr>
<tr>
<td>Qu 0.5</td>
<td>6 557</td>
<td>5</td>
</tr>
<tr>
<td>Moy.</td>
<td>434 800</td>
<td>116</td>
</tr>
<tr>
<td>Qu 0.75</td>
<td>25 630</td>
<td>12</td>
</tr>
<tr>
<td>Qu 0.9</td>
<td>103 160</td>
<td>39</td>
</tr>
<tr>
<td>Qu 0.99</td>
<td>1 708 116</td>
<td>494</td>
</tr>
<tr>
<td>Qu 0.999</td>
<td>35 007 641</td>
<td>14 056</td>
</tr>
<tr>
<td>Max.</td>
<td>915 000 000</td>
<td>196 000</td>
</tr>
</tbody>
</table>

Table II: Distribution of daily damages (1998-2012)

---

3We choose to retain only the positive claims so that our results are not influenced by the non positive claims (more than 16%) which can be bound to cases without continuation, amounts lower than the franchise or other unknown reasons.

4The average cost by retaining all claims (positive and non positive) would rather be 3,500 euros.
Table II shows the distribution of daily damage over the 1998 - 2012 periods. Costs are normalized in euros 2012. In fact, generally, most of the stricken days bring relatively light costs. In one quarter of the days, costs do not exceed 2000 euros and in one half, they are under 7000 euros. Only 10% of the days are over 100,000 euros. Yet, the average claim reaches over 430,000 euros. Daily costs can literally rocket during exceptional events such as Lothar and Martin in 1999 or Xynthia in 2010. We then get 78 days over 1 million euros, 10 days over 10 million euros, and a maximum 915 million euros (Dec. 26th, 1999). If we consider the number of events, the result is nearly identical: 90% of impacted days register fewer than 40 claims and half of the days register fewer than 5 claims. The parts under 10,000 euros represent 2/3 of the whole claims. The top part (over 10 million) seems to be very unfrequent.

Thus we generally deal with damage due to the wind but which are too localized to be called storms. According to the first results it brings to study the data from the standpoint of events. Once the data will be grouped in events, we obtain approximately 130 significant events during the period. Table III shows the distribution of the main storms that crossed France since 1998. The 4 most important ones are named and the others are grouped in the last column of the Table. Claims recorded during storms Lothar and Martin in December, 1999 are relatively higher at any point than those of more recent events like Klaus or Xynthia. The average claim varies between 6,000 euros for Lothar and 2,700 euros for Xynthia. At first sight the individual claims of storms having caused globally most damages are higher than the others.

<table>
<thead>
<tr>
<th>Quantiles</th>
<th>Lothar</th>
<th>Martin</th>
<th>Klaus</th>
<th>Xynthia</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Qu 0.25</td>
<td>820</td>
<td>1,000</td>
<td>646</td>
<td>476</td>
<td>677</td>
</tr>
<tr>
<td>Qu 0.5</td>
<td>2,141</td>
<td>2,318</td>
<td>1,485</td>
<td>1,075</td>
<td>1,667</td>
</tr>
<tr>
<td>Moy.</td>
<td>5,968</td>
<td>5,190</td>
<td>3,388</td>
<td>2,707</td>
<td>4,549</td>
</tr>
<tr>
<td>Qu 0.75</td>
<td>4,850</td>
<td>4,940</td>
<td>2,717</td>
<td>2,212</td>
<td>3,878</td>
</tr>
<tr>
<td>Qu 0.9</td>
<td>9,884</td>
<td>9,124</td>
<td>6,245</td>
<td>5,070</td>
<td>7,865</td>
</tr>
<tr>
<td>Qu 0.99</td>
<td>62,748</td>
<td>46,672</td>
<td>31,830</td>
<td>25,746</td>
<td>45,164</td>
</tr>
<tr>
<td>Qu 0.999</td>
<td>355,300</td>
<td>230,379</td>
<td>143,271</td>
<td>111,763</td>
<td>243,642</td>
</tr>
<tr>
<td>Max.</td>
<td>&gt; 5 M</td>
<td>&gt; 2 M</td>
<td>&gt; 2 M</td>
<td>&gt; 1 M</td>
<td>&gt; 2 M</td>
</tr>
</tbody>
</table>

Table III: Distribution of main event damages (1998-2012)

From these data, it is impossible to provide a detailed explanation for these variations. However we can bring background hypotheses. The cost of the building repairs can increase during a strong demand. The normalization choices, given that two main events took place in the beginning of period, the size and the location of the damaged area are not known and could nevertheless strongly influence the results.

4.2 1970-2012

If it is not possible to get back older historical data with the same level of detail, it is however possible to have information relative to the major events. This information is generally available in the departments responsible for reinsurance.

These data present certain advantages. It is possible to identify the dates when significant events occurred. We also have an information about the level of the damages supported for every event, what allows us to have a certain hierarchy. With these data which could go back up on several decades, it is possible to specify better the return periods of rather rare events.

On the other hand, it is not possible to work on a detailed level, on an individual claim level or on a department level. Besides, considering the age of information held or the length of time for which it may be kept, the problems of updating are even more acute. Very often, the studies use only an updating on the amounts of the claims, based on a building index. In fact, the subject is more complex and the gaps from methods can lead to very different results.

Table IV presents the normalized cost of storms since the seventies (according to Luzi’s work [15]). Therefore, we propose two kinds of approaches: Act IC corresponds to an inflation only based on costs, Act IG corresponds to an inflation that takes into account costs, extensions of parks and
Thanks to this data recovery, we have about twenty major events over the period from 1970 to 2012, while we limited ourselves to 7 events over the period from 1998 to 2012.

The normalization choice modifies appreciably the results, especially those from the oldest exercises. Even the ranking of the events can be impacted. Throughout this paper, we use the Act IG index which offers the advantage to take into account the inflation of costs, the extensions of the building parks and the guarantee spreading.

In spite of the care taken to value the claims, these data will of course never reach the level of precision of a purely physical measure.
5 Meteorological data

5.1 Stations

The use of meteorological data is quite natural in the context of a storm study in order to complete insufficient insurance information. Those data are available on an individual day basis and with a relatively long history (since 1973). We use the National Climatic Data Center (NCDC) which gets information from Météo France for France. It is an American website which offers a free and unlimited access. From time to time, we noticed some differences with data produced by Météo France. From 1973, it is possible to have recordings on numerous stations. Before this date, the information is poorer. From 1998, weather station network allows us to obtain at least one source of information for each department.

From 1973, it is possible to have recordings on numerous stations. Before this date, the information is poorer. From 1998, weather station network allows us to obtain at least one source of information for each department.

![Figure 5: Location of active stations : 1973 - 1998 (red) and 1998 - 2012 (blue)](image)

We work with on average 90 stations between 1973 and 1998, then up to 130 stations between 1998 and 2012 (Figure 5). If every station is very precisely located, the claims can occur everywhere in the department. The distance between the station and certain buildings can be furthermore of 100 km.

5.2 Wind speed

On the National Climatic Data Center (NCDC) we have collected different kind of information about the wind speed: average wind speed, maximum sustained wind speed and maximum wind gust. The air flows generally irregularly pulling a strong variability of the wind in direction and in force. This is why the meteorologists measure the instantaneous wind which varies ceaselessly and the average wind calculated over a period of 10 minutes. When the instantaneous wind speed exceeds that of the average wind of more than 10 knots (18 kph) the meteorologists speak about gust.

We convert all data into kph. For every station, we establish a distribution of max wind speed per day. It leads us to highlight very different situations from one station to the other. In order to account for these differences, we show in Table V and Figure 6 how speeds are distributed in the towns of Montpellier (from department 34) and Charleville-Mézières (from department 08).

![Table V: Daily maximum wind speed in Montpellier and Charleville Mézières between 1973 and 2012](table)

<table>
<thead>
<tr>
<th>Station</th>
<th>Min.</th>
<th>Qu 0.25</th>
<th>Qu 0.5</th>
<th>Moy.</th>
<th>Qu 0.75</th>
<th>Qu 0.9</th>
<th>Qu 0.99</th>
<th>Max.</th>
<th>Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(34)</td>
<td>6.80</td>
<td>35.60</td>
<td>50.40</td>
<td>53.33</td>
<td>64.40</td>
<td>82.4</td>
<td>111.2</td>
<td>183.20</td>
<td>395.04</td>
</tr>
<tr>
<td>(08)</td>
<td>6.80</td>
<td>28.80</td>
<td>35.60</td>
<td>34.76</td>
<td>43.20</td>
<td>50.4</td>
<td>68.4</td>
<td>104.00</td>
<td>169.29</td>
</tr>
</tbody>
</table>
Sometimes they are over 200 kph in some stations, while others hardly reach 100 kph. In Montpellier the highest recorded speed is 183.2 kph, 10% of the recordings are over 82 kph and 1% over 111.2 kph. Though it is relatively protected by the nearby hills, the station faces Mistral and Tramontane winds. On the contrary, wind speeds in the Charleville-Mézières stations are far lower. The peak speed is only 104 kph and only 1% of the recordings are over 68.4 kph. Consequently an unusual wind speed will not always be a sufficient criterion. It will also be necessary to take into account the scale of the phenomenon, and not to overestimate the individual overtakings (as we shall see it in the Subsection 7.4.9, page 31).

More generally, these differences between the various zones can be observed all over the French territory. Figure 7 shows the average wind speeds and the 99% speed quantile in each of the 95 departments. Generally speaking, coasts record wind average higher than in the center of the country. Thanks to the 99% quantile, the highest speed in each department can be observed. Then the discrepancies are very much increased with a 60 kph minimum and a 160 kph one. This 100 kph difference shows the lack of homogeneity in the distribution of wind speeds in France. So it seems that some departments have developed a behavior of adaptation to the wind. It may have an influence on the local ways of building and of the reactions of the insured about storm risks. For instance, house roofs will be stronger if they are often exposed to gusts over 100 kph. Our study will take these disparities into account by observing wind-speeds according their local distribution.
6 Index construction

6.1 Wind Index

Properly speaking, there is no windless day, but in most cases the wind-speed is so low that it does not cause any damage. On the other hand, the periods corresponding to a storm are much less numerous.

For our study, we thus have to spot the periods corresponding to the chosen definition for storms: an event presenting strong wind speeds or high claims, on a relatively large territory, on a period from 1 to 3 days. This definition remains unclear, but it already allows us to eliminate one very large number of days without significant effects. Moreover the used criteria are not necessarily identical depending on the studied base. Nevertheless, for the main events, which are the target of our study, a correspondence is possible from a base to the other one.

On the insurance side, if we are able to connect a number of claims and a cost, it is necessary to find a correspondence from meteorological data. So we can determine a rule of comparison. It is thus necessary to create an index which translates the intensity of every storm. This index must rather simply be in line with the numbers of claims or with the costs. In an intuitive way, we imagine that this index takes into account wind speeds from every station and that the event takes into account results from all the stations, during 1 to 3 consecutive days.

How to define an intensity at the level of the station? We imagine to use the wind speed as main information. But which function can we choose? Several kinds of Formula have been tested, as well as numerous parameters. In our study, we hold the following function:

\[ I^c_a(k) = \left( |w^j(k) - w_q(k)|^+ \right)^\alpha \]  

where \( w^j(k) \) is the maximum wind speed at date \( j \) in the station \( k \) and \( w_q \) is the upper \( q \)% quantile for the whole period’s speeds. We only keep \((1 - q)\%\) of the highest speeds in every station in relation with their own distribution. In the following section, different quantile values are tested. By adding the exponent \( \alpha \) to this index, we increase or decrease the influence of the most extreme wind speeds. This method can surely be improved, but we essentially wish to see if we can improve the results of our model by using such an index.

![Figure 8: 3 illustrations of the KLAUS Storm](image)

The first test is a comparison, during a storm, between the maximum wind speeds and the wind index in each department and over 2 or 3 days, to try and find some similarity with the damages registered by Allianz. Figure 8 shows the maximum wind speeds, the wind index and the normalized costs of damages (in million euros) during the Klaus storm between Jan 23rd and 25th 2009. Klaus is a severe windstorm that struck the South West of France. From the wind speeds, the most impacted zone can be delimited but with perfectible accuracy. When you study the 2nd map with the wind index in every department, you can see that it is better connected with claims, so that zones that are little impacted by the storm can be excluded. With this graphic approach, the correlation between winds and their frequency is more obvious.
Other Formulae for the wind index have been already proposed. M. Klaw and U. Ulbrich[14] use a cubic index based on a ratio between the maximum wind speed of the day and a quantile of wind in the station $CI_w$:

$$CI_w(k) = \left(\frac{w(k)}{w_{98}(k)} - 1\right)^3$$

(2)

A regional wind loss relation is also proposed by M.G. Donat et al.[6]:

$$\text{loss ratio}(k) = A(k) \left(\frac{w(k)}{w_{98}(k)} - 1\right) + B(k)$$

(3)

The different parameters are tested later, by comparing the results we get with insurance data.

6.2 Storm index

We have already mentioned that strong wind speeds are an essential cause of damages, but they are not enough to define a storm. From a geographical point of view, every station corresponds to a different exposure area. Several stations cover very populated departments with numerous insured risks. Others, on the contrary, cover more desert zones. It is thus necessary to balance the results of every station by a variable corresponding at best to the local exposure. Theoretically, it would be necessary to know the data that is specific to each event. Failing that, we can, at least, use the geographical distribution of the population.$^5$

It is also necessary to notice that in certain cases, several storms affect the country on the same day. It was particularly the case on December 26th, 1999 with Lothar and Martin. It is then necessary to distinguish departments touched by the different events. It is not always easy. So, the first step of the construction of our storm index consist in multiplying the wind index on date $j$, $I_{w,j}(k)$ and the number of risks balanced by the size of population $H(k)$ in the station $k$.

$$I_{w,j}(k) \ast H(k)$$

Then the size of the damaged area must be considered. So we apply a geographic aggregation of all the weighed wind speeds. We obtain a first Formula of the storm index on date $j$, $I_{S,j}$:

$$I_{S,j} = \sum_k I_{w,j}(k) \ast H(k)$$

The definition of this index has been established empirically and could be improved. However, it is based on established standards of damage-assessment. Here again, the choice of variables and stations will be adapted according to insurance data.

From a temporal point of view, the lasting days consideration allows to imagine several solutions. At this stage of the construction of the index we have to choose between two methods of aggregation of the values, the sum or the maximum. The sum offers the advantage to preserve all the information and the maximum focuses on the main day of the storm event. We finally decide to keep the sum by considering that the trajectory of the storm can bring about strong values of wind on several days in different places. This choice was then supported by the results obtained in term of correlation (Subsection 7.4, page 25). In that way, we take into account both the course of the storm that can stretch over a few days and the frequent delays in damage claims. We define $I_S$ as

$$I_S = \sum_{j \in J} \sum_k \frac{I_{w,j}(k) \ast H(k)}{N_a^j},$$

(4)

where in each station $I_{w,j}(k)$ is the wind index on date $j$ and the number of risks is balanced by the size of population $H(k)$. We also take into account the size of the damaged area (geographic aggregation), the duration of the storm $J$ (daily aggregation) and the number of active stations on date $j$, $N_a^j$.

For reasons of confidentiality, the results are established by assigning the value 100 to the most important event. Thus we point out the most striking events in the period according to our index. One advantage of the storm index is its relatively long period of observation. In fact, we can use reports of wind speeds since 1973 in one station at least in each department. This first result is

$^5$Other weighings are possible as the number of contracts of every department (Subsection 7.4.5, page 27). It would be interesting to know also the number of all the buildings classified by categories (individual houses, buildings, etc.) but we did not obtain this information.
encouraging (Figure 9). The blue cross represent the storm index values and the orange squares represent insurer classification. All the data picked out by the index are those of known storms (Meteo France history). Lothar storm in December 1999 is remarkable with an index that is almost twice higher than Martin’s. As we expected, this broadening of the observation period makes it possible to remark other storms in the seventies, eighties, and nineties. Yet the ordering of events in decreasing values does not express exactly the impact they may have had in terms of damage and insurers’ costs. For instance, Xynthia storm is clearly above Klaus, though the latter cost twice as much. Herta storm gets more or less the same index as Martin though it was not so important. At this step, the link between our index and insurance results is not obvious. We find unmatched points in both categories of information. We will see (Figure 25 and 28) to what extent optimization of the used factors and the variable choices improve correlations.
7 Comparisons

7.1 Objectives

We compare results stemming from meteorological data with observed results from insurance. Our purpose is to study the correlations between the diverse parameters, to measure the relevance of the correlations, to select the most appropriate parameters. If these comparisons are relatively classic, it is necessary to underline that none of these results is perfect.

7.2 Some issues

Concerning claims, the issues come from the updating and from the geographical representativeness of a limited portfolio. We work here on the Allianz database combining the personal and the global lines at the department level. We use the claims values normalized and balanced by sum of premiums (loss ratio). On the other hand, the numbers of claims are not normalized but balanced by the number of policies to obtain claim frequencies. After the treatments of updating and by referring to portfolios insured every year, we can hold more normalized values allowing to make comparable the results between departments. So the 3 types of insurance information about claims are: the normalized loss ratio, the average normalized claim cost and the frequency of claims.

Concerning the wind, the issues come from the low granularity of stations and relevance of the information (daily average speed, maximum speed, gust). We can have several stations on the same department and some departments without station. For departments with several stations, the recordings can be very different from a place to the other on the same day. Generally, the average speed of a station tends to smooth observations and on the contrary the only maximum gust tends to exaggerate the phenomena [20]. We tried to determine an intermediate solution by coupling the data of several stations for every department. We thus retain at least 3 stations for every department. Every station is balanced according to its closeness with the most urbanized zones. In case the number of stations is insufficient, we also use the data of the nearby department stations. We test here 4 types of wind speed measures: the weighted department stations average of daily average wind speed, the maximum on department stations of daily average wind speed, the weighted department stations average of daily maximum wind speed and the maximum on department stations of daily maximum wind speed.

EVT intuition suggests to use maximum of maxima as averaging out extremes is usually a bad idea. However, for our problem, we shall see that the best solution is the third one, as the storm causes many claims if it is strong and widespread. Our comparison concerns events. Yet the scale of day is not always relevant to realize the comparisons. Even, at the departmental level, the disasters relative to the same event can be declared on several days. For the wind, a storm can take several days to cross France, or stagnate more or less time. We cannot focus on comparisons only. We thus grouped certain days between them to correspond better to the events.

7.3 Wind Speed and claims at department level

This step is essential to determine the most suited information at the station level. We have detailed information over 15 years (5,480 days) and on 95 departments (more than 500,000 references). If the volume is very important, we also notice that a very big part of these days are without wind and without claim. We thus have to limit our works in the significant days for our study. Several solutions were tested and finally, we choose to select the days which correspond to the upper 3% of wind speed or the upper 3% of claims. By not knowing the best criterion for every element, the selection is the widest for every parameter. When we combine the selected days it represents around 35,000 data.

7.3.1 Optimization of the claim criteria

Table VI shows Pearson’s correlations between the wind speed and the values and the frequency of claims. We are aware that linear correlation is not always the best tool to analyse correlation. We use it at this stage to get a rough idea of the quality of an index. Later on, we carry out a more in depth analysis, focusing in particular on correlations of extremes. For raw wind speed, we observe a positive trend with total cost as well as with frequency. Nevertheless, the correlation does not exceed
In the case of average costs the correlation is negative and weak (about 5%). By comparing the results of the global and personal lines, we can consider that the claim criterion does not bring fundamental difference. We thus focus for the rest of the study on the global portfolio.

<table>
<thead>
<tr>
<th>Lines</th>
<th>loss ratio (2012 euros)</th>
<th>average cost (2012 euros)</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>0.137</td>
<td>-0.062</td>
<td>0.164</td>
</tr>
<tr>
<td>Personal</td>
<td>0.139</td>
<td>-0.047</td>
<td>0.161</td>
</tr>
</tbody>
</table>

Table VI: Correlation with average of maximum wind speed

On Figure 10, the strongest claims are located in the upper right corner concerning loss ratio and frequency. We notice a certain progress of claim rates according to wind speed. Nevertheless, we observe many points along the x-axis, which is indicative of low loads or a low frequency of claims though the wind speed was high. We notice that the claim loss ratio and frequency remain very low under a certain wind threshold.

For average costs, the main claims seem to take place during days with a low wind speed. No clear relation appears with wind speed. The average costs are not thus a good information source for our work.

As the results of frequencies and loss ratio are rather close, we shall favor the frequencies as the claim criterion to optimize the criteria of the wind.

### 7.3.2 Optimization of the wind criteria

In a general way, the results obtained on the basis of average winds are unsatisfactory. We obtain better results from the maximum wind speed.

<table>
<thead>
<tr>
<th>Average speed</th>
<th>Average of maximum speed</th>
<th>Maximum of maximum speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.090</td>
<td>0.164</td>
<td>0.146</td>
</tr>
</tbody>
</table>

Table VII: Correlation with 3 types of estimation of the wind speed

On Table VII we compare the correlation obtained with 3 different ways to estimate the wind speed in a department. Among the various options to express the wind speed in every department, the best solution is to consider a weighted average of the maximal speeds (best correlation with more than 16%). On the left-hand graph (11): average of winds, the highest claim frequencies are gathered in the central part and not to the right with the fastest winds. The right-hand graph corresponding at maximum speed on all the weather stations of the department improves the relation wind/claim but remain unsatisfactory. The middle graph corresponding to the average of the maximal speeds balanced on the department offers the best distribution of points.

Several graphs show a no loss ratio for high speeds of wind. Would there be an effect concerning the habituation in the wind? To test this phenomenon, we looked for Formulae allowing to take into account this effect. Several solutions were envisaged. First, we try a difference between wind speed
and a quantile: \((w - w_q)^\alpha\), then, we compare the obtained results with a ratio between wind speed and a quantile: \(\left(\frac{w}{w_q}\right)^\alpha\). As we use quantiles as thresholds the local reference is established from a rather rarely reached speed in the department. We can then test if the results are sensitive to the different threshold (5%, 3%, 2% ...).

Furthermore, we are also going to show that working under the shape of moving averages allows to present results of a lesser volatility.

7.3.3 Moving average principle

A moving average is commonly used with time series data to smooth out short-term fluctuations and highlight longer-term trends or cycles. The threshold between short-term and long-term depends on the application, and the parameters of the moving average will be set accordingly. From the ratio index, we can then observe the moving averages to underline the improvements brought by the weighted average of the maximal wind speed. Here we chose to calculate a moving average centered on 12 events.

Denote by \((x(k), y(k))\) the points where the first coordinate is ranked from the smallest to the largest one and \(y(k)\) is associated to \(x(k)\). The red points are obtained thanks to a moving averaging principle with the Formula:

\[
\left(x(k), \frac{1}{25} \sum_{i=k-12}^{k+12} y(k)\right).
\]

On Figure 12 we can compare the scattered plot from the weighted average of maximum wind speed (blue dots), the ratio wind index (green dots) and the corresponding moving average (red circles) calculated from the relation with claim frequencies. This presentation shows clearly the sensitive improvement brought by introduction of the notion of habituation in the wind. On the right-hand graph which represents only the averages, we can distinguish three kinds of data. The first part groups a very large number of the observations, with moderated wind speeds and low levels of claims. The intermediate part (about 1400 points) contains some stronger wind speeds and higher claim rates.

Figure 11: Correlation between claims and 3 types of estimation of the wind speed

Figure 12: Moving average between claim frequency and wind ratio
The top part, concerning not much case (about 65 points), presents a stronger accentuation of the loss ratio with regard to the increase of the wind speed.

From these results, we choose to concentrate on the most striking 1500 events of the period which constitutes the great majority of important claims. For the wind speeds we shall use the weighted average of the maximums. For the claims we shall select the frequencies and loss ratio, and we shall abandon the average costs which give poor results. It is now necessary to study several subjects. Which function presents the best adjustment between the loss ratio and the wind? Does the use of an exponent reduce the spread? What extrapolation can we imagine (at the most, frequency cannot exceed 100%)? Do the extreme values (strong loss ratio with low wind speed or worthless loss ratio with high wind speed) present common causes (type of department, habituation in the wind...)?

7.3.4 Wind index Formulae

Now, we test various Formulae of the wind index at the level of the department and during the 1,500 most important events of the period 1998-2012 from insurance and meteorological points of view. We begin with a difference between the maximum wind speed \( w \) and a quantile \( w_q \) (like in our wind index 1): \((w - w_q)^\alpha\). We test quantiles between 95% and 99.5%.

![Figure 13: Correlation between claim frequency and wind index (difference)](image)

On Figure 13, we present the scattered plot (purple dots) and the moving average (red circles) calculated between the claim frequency and the difference index. From left to right, the quantiles raise from 95% to 99% and 99.5%. For all parameter choices the use of an index improves the results with regard to raw wind speeds. The distribution of big claims agrees better with strong values of the wind index. However visually the three graphs are rather similar. This shows that the choice of the quantile has no strong influence on the quality of the results.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.95</th>
<th>0.97</th>
<th>0.99</th>
<th>0.995</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.349</td>
<td>0.358</td>
<td>0.362</td>
<td>0.362</td>
</tr>
<tr>
<td>2</td>
<td>0.545</td>
<td>0.581</td>
<td>0.600</td>
<td>0.600</td>
</tr>
<tr>
<td>3</td>
<td>0.597</td>
<td>0.622</td>
<td>0.633</td>
<td>0.633</td>
</tr>
</tbody>
</table>

Table VIII: Correlation between wind index (difference) and claim frequency

Tables VIII shows the different correlations between claims and the difference index. We try various upper quantiles (from 95% to 99.5%) as threshold of wind speed. We also test values between 1 and 3 for the exponent \( \alpha \). The best link is obtained with \( q_{99} \) and \( \alpha = 3 \) with a correlation over 63%. It is necessary to note that the Pearson correlation values are linked to the data scale. Consequently, the increase of the correlation when \( \alpha \geq 2 \) could be partially due to the strong values taken by the index. We thus have only weak differences depending on quantile choices. We can just notice that the correlation increases when the exponent increases and that the most appropriate exponent seems to be \( \alpha = 3 \). For other variations no trend is clearly recognizable.

In the following, we compare the claims with a ratio between wind speed \( w \) and a quantile \( w_q \) (like in Formula 2): \((\frac{w}{w_q})^\alpha\).
Figure 14: Correlation between claims and wind index (ratio)

Figure 14 shows the correlations between claims and the ratio index. As for wind speeds, the comparisons are made with claim number balanced by the number of contracts in each department. We observe the scatter plot (green dots) and the moving average (red circles) calculated between the frequency and the ratio index. From left to right, the quantiles raise from 95% to 99% and 99.5%. As previously the three graphs corresponding to three greatnesses of quantiles are rather similar. The strongest correlation is near 50%.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$q_{95}$</th>
<th>$q_{97}$</th>
<th>$q_{98}$</th>
<th>$q_{99}$</th>
<th>$q_{99.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.383</td>
<td>0.386</td>
<td>0.386</td>
<td>0.386</td>
<td>0.387</td>
</tr>
<tr>
<td>1.5</td>
<td>0.431</td>
<td>0.433</td>
<td>0.434</td>
<td>0.434</td>
<td>0.436</td>
</tr>
<tr>
<td>2</td>
<td>0.476</td>
<td>0.479</td>
<td>0.479</td>
<td>0.479</td>
<td>0.482</td>
</tr>
<tr>
<td>2.5</td>
<td>0.517</td>
<td>0.520</td>
<td>0.521</td>
<td>0.521</td>
<td>0.524</td>
</tr>
<tr>
<td>3</td>
<td>0.553</td>
<td>0.556</td>
<td>0.557</td>
<td>0.557</td>
<td><strong>0.561</strong></td>
</tr>
</tbody>
</table>

Table IX: Correlation between wind index (ratio) and claim frequency

Here also, correlations are better with the claim frequencies (between 38 and 56%) than with their values. In either case, the strongest relation is obtained by the Formula including a ratio associated with upper 99.5% quantile and an exponent $\alpha = 3$. This result is slightly different from that of Klawa et al. [14] which recommends a threshold at upper 98% quantile. Nevertheless, if we look all the values of the Table, changes between quantiles are not yet significant. These differences are not sufficient to determine clearly the best Formula, in particular considering the other sources of uncertainties. Furthermore, even if the correlations are higher with a cubic index than with the raw wind speeds, they remain around 50%.

We can conclude from these various tests that the only notable improvement comes from the consideration of the adaptation to the specific wind speeds in every department via the use of a quantile. The correlation seems also to increase with the exponent. Other adjustments and parameterizations remain marginal considering all the inaccuracies which accompany at the same time the meteorological measures and the insurance results.
7.3.5 Spearman’s correlation and wind

The results presented so far are those of Pearson’s classical correlation. We use here the same approach as previously but by comparing this time not anymore the values but the ranks of the various variables. The obtained correlation is called Spearman’s correlation and graphs correspond to the empirical copulas. The empirical copula was defined in Deheuvels [4] as

\[ C_n(u) = F_n \left( F_{n1}^{-1}(u_1), F_{n2}^{-1}(u_2) \right) \]

where \( F_n \) is the empirical joint cumulative distribution function of the \( n \)-sample and \( F_{nj}^{-1} \) is the marginal quantile function of the \( j \)th coordinate sample. The empirical copula is invariant under monotone increasing transformations of the marginals, so it depends on the data only through the ranks.

As previously, we begin with raw wind speeds. In each department we consider the average of weighted maximum wind speed (the most appropriate measure from previous Subsections). We compare the speed ranks with that of the claims expressed in loss ratio, average cost and frequency. The correlations presented in Table X, all the values are strongly negative (between -28 and -14%). So, if we only consider these Figures, the wind factor seems to influence the severity of storms for the insurers in a negative way, what seems illogical. We have to observe the empirical copulas to understand these negative correlations.

<table>
<thead>
<tr>
<th>Events nb</th>
<th>loss ratio (2012 euros)</th>
<th>average cost (2012 euros)</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>-0.196</td>
<td>-0.277</td>
<td>-0.149</td>
</tr>
<tr>
<td>150</td>
<td>-0.221</td>
<td>-0.134</td>
<td>-0.228</td>
</tr>
</tbody>
</table>

Table X: Spearman correlation with wind speed

In Figures 15, 16, 17 we show rank plots of a sub-dataset composed of couples whose at least one coordinate is in the 3% largest values. This explains that we have four quadrants in most of those figures: the bottom left-hand corner is usually less populated as it corresponds to small values for both coordinates. The two rectangles (bottom right and top left) contain points for which one coordinate is extreme but the other is not: they enable one somehow to quantify cases where we have complete mismatch between average max wind speed and the \( y \) coordinate. The top right-hand quadrant corresponds to points contained in the sub-dataset for which both coordinates are part of their the 0.3% largest values. This quadrant usually features some survival Clayton shape for loss ratio and claim frequency. With this approach, we both have a view on the probability to miss large losses with a low index (top left-hand rectangle) or to strongly overestimate the consequences of large wind speeds (bottom right-hand rectangle), as well as on the desired correlation for extreme values. Therefore, the correlations computed on this sub-dataset and presented in Tables X, XI, XII correspond to a summary of negative correlation coming from the two rectangles and reinforced by this somewhat unfavorable sub-dataset choice and of positive correlation of extremes exhibited in the top right-hand quadrant.

![Figure 15: Copula between claims and wind speed](image)

On Figure 15, we observe the empirical copulas between the weighed average of maximum wind speed and loss ratio, average cost and frequency of claims. For average costs (middle graph) the
point concentrations in the upper left and lower right parts of the square corresponds to the negative correlation that we have already met previously. On the rest of the square the distribution of points is rather uniform and it remains difficult to establish a link between average cost for the insurers and the wind speed.

For loss ratio and frequency (left and right graph respectively) the distribution of points is rather similar. The most marked zone in term of point density is located at the top right corner, what corresponds well to the most extreme events for both variables. However the rest of the square is also filled relatively uniformly. It is thus difficult at this step to identify a copula corresponding to this distribution.

Then, we compare claim ranks to those of a difference between the maximum wind speed $w$ and several wind quantiles $w_{q}$. To obtain the values of the index, we use the formula $\text{rank } (w - w_{q})^{\alpha}$.

![Figure 16: Copula between claims and wind index (difference)](image)

Figure 16 presents the empirical copulas obtained by comparing the ranks of the index with those of the claims. We denote a better point concentration along the diagonal for the first one and the last graph corresponding to loss ratio and to frequency. The values from the top right corner (corresponding to the major claims) are very concentrated. Graphically, the shape of these scatter plot gets closer to functions of the survival Clayton copula or Gumbel copula. They are asymptotically dependent copulas, so this shape goes along with the notion of extreme dependence. Nevertheless, zones along x-axis and y-axis still present a significant density of points. This explains the negative values of the obtained correlations.

For the average cost the point distribution remains uniform on the main part of the square with a concentration on the top left corner. No relation is thus visible. We present the value of the corresponding Spearman’s correlation in the next Table (XI).

<table>
<thead>
<tr>
<th>Events nb</th>
<th>loss ratio (2012 euros)</th>
<th>average cost (2012 euros)</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>-0.155</td>
<td>-0.264</td>
<td>-0.097</td>
</tr>
<tr>
<td>150</td>
<td>0.106</td>
<td>0.146</td>
<td>0.114</td>
</tr>
</tbody>
</table>

Table XI: Spearman correlation between wind index (difference) and claims (rank)

The values are still negative (between -9% and -26%). It would be necessary to concentrate only on the most extreme events to obtain again a positive correlation. This will be detailed in the next Subsection on tail dependence index.

We compare finally claim ranks with a ratio between wind speed and quantiles. The index formula become $\text{rank } \left( \frac{w}{w_{q}} \right)^{\alpha}$.

Figure 17 shows the empirical copulas between claims and ratio index. Visually three graphs have the same look as for difference index. The distribution is asymptotically dependant for loss ratio and frequency (first and last graphs). But a significant number of points is still situated along x-axis and y-axis.

Once again the copula of the average costs concentrates on the top-left corner but the distribution of points on the rest of the square is almost uniform.
Table XII presents the Spearman’s correlation between the ratio index and claims. These correlations are also negative but decrease when the quantiles increase contrary to the previous index based on a difference. However the value of the correlation has here either no direct meaning. It just reflects the malfunction of the index if we do not focus on the extreme values. With this approach we confirm the existence of a relation between claims and wind index without being able to choose in a categorical way the best parameters.

We see here the limits of the improvements brought by a Formula. For a better understanding of all the important claims from a meteorological index, other criteria are doubtless necessary (as the nature of the buildings and houses, the duration of wind gusts). The precision of the data can also be improved if we had direct sources like Meteo France.

We obtain nevertheless rather satisfactory results and the gaps observed at a local level can cure with a global observation of the phenomenon. We shall see these improvements in the next section focused on main events thanks to the tail dependence index and from the section 7.1.5 dedicated to the storm index.

7.3.6 Tail dependence index

The standard way of measuring the correlation for the risk management is to zoom in on extremes by looking at the tail dependence index to the right. It is the limit when epsilon tends towards 0 of the conditional probability that the second coordinate is in the $\epsilon$ % bigger values (of the second coordinates), given that first coordinate is in the $\epsilon$ % bigger values (of the first coordinates). Mathematically, for two random variables $X$ and $Y$ with distribution function $F_X$ and $F_Y$, the right tail dependence index is defined by:

$$\lambda_{\epsilon} = \lim_{\epsilon \to 0} \left( \mathbb{P}(Y > F_Y^{-1}(\epsilon)|F_X^{-1}(\epsilon)) \right)$$

One advantage of this measure is that it is symmetric between the two variables. We look at the same time at the cases where we do not predict a storm with a strong wind index, and the cases where we have a storm while the wind index was low.

The theory says that there is some strong tail dependence on the right if the limit is strictly positive. Variables are asymptotically independent if the limit is zero. We thus estimate empirically the indices corresponding to various thresholds. We choose to observe the conditional probability that the loss ratio is in the $\epsilon$ bigger values given that the index is also in the $\epsilon$ bigger values.

Figure 18 shows the evolution of the dependence index for different numbers of peak exceedances going from 1000 to 1. The higher the threshold, the closer we get to extreme events. From left to
Figure 18: Empirical tail dependence index for loss ratio, average cost, frequency, and wind index ratio

right we can see the dependence between the frequency, the average cost, the total cost and the ratio wind index. The full line represents the asymptotic independence with in dotted lines a confidence interval. Points situated over the dotted lines denote the existence of extreme dependence between claims and wind index. These graphs (we look at the limit of the blue curve when we aim towards 1, because the threshold depends on $1 - \epsilon$, what is standard) confirm the quality of the results for the frequency and the total cost (tail dependence index between 0.35 and 0.4). It also confirms that the average cost is not correlated in extremes to the indication wind index (it was a priori only few or not globally correlated thus it is logical) because the limit is 0 for the curve.

It is interesting to look also at the conditional probability that the second coordinate is in the $k.\epsilon \%$ bigger values (of the second coordinates), given that the first coordinate is in the $\epsilon \%$ bigger values (of the first coordinates), and conversely. It allows us to extend the perspective and better understand the variation of the index. Here we observe the evolution of the conditional probability that the frequency is in the $k.\epsilon \%$ bigger frequencies, given that the index is among the $\epsilon \%$ bigger index. We choose $k \in \{2, 3, 5\}$ and $\epsilon$ in a way that $\epsilon \%$ corresponds to 1000 points.

Figure 19: Empirical tail dependence index for claims frequency and wind index ratio for $k \in \{2, 3, 5\}$ (from left to right)

The analysis carried out in 7.3.5 could give the impression that correlation is quite low for the largest values. Figure 18 shows that strong correlation of extremes is really present for loss ratio and claim frequency, and completely absent for average cost. We see that the conditional probability to exceed $(1 - \epsilon)$-VaR for one variable given that the other one exceeds its $(1 - \epsilon)$-VaR increases in $(1 - \epsilon)$ when $1 - \epsilon \geq 98\%$. The right tail dependence index is the limit and is approximately 60%, which is quite high. Figures 15, 16, 17 exhibited many points in the bottom right-hand and top left-hand rectangles, which could give the impression that when one coordinate is extreme, the other one might be extreme or anything. Figure 19 shows that the conditional probability to exceed 97.5%-VaR for one variable given that the other one exceeds its 99.5%-VaR is approximately 80%.

Overall, even if one cannot avoid false alarms or failure to represent a storm with the index, the desirable property of strong correlation of extremes between the index and frequency (or loss ratio) is satisfied, with high values of right strong tail dependence index. This shows that our index seems suitable for risk management purposes, where extremes matter.
7.4 Relation between wind and claims at event scale

7.4.1 On the basis of the events from 1998 to 2012

Here the comparison concerns only the significant events by taking into account all the stations affected by the same storm. We work with the sums of the local claim values and numbers which are used to match the storm index $I_S$ defined in the previous section (4).

Concerning the damages, we work with the normalized total cost and with the number of claims. We want to focus on the main storms. We choose here to retain only the 200 main events. So, we lay the emphasis on the days over 150,000 euros for costs and 60 for daily claim numbers. The major events therefore have no risk of being eliminated with such a threshold.

Concerning the wind, we use the weighted average of maximum speeds in each department. The results which follow are obtained by building this index from the upper 99% quantile and our Formula of the wind index (1). In order to select the main events, we have chosen a threshold of 20 for the index (between 0 and 100).

We do not consider anymore the days taken one by one but groups of days corresponding to the storm events. The selection of the events was made by associating the days when the index or the claims exceed their respective thresholds. The grouping of the days is done on a case-by-case basis by spotting the highest values over a period from 1 to 4 days around an event. On Figure 20 we can observe the repartition of the 200 main events.

We calculate a storm index agglomerated on each event. Two approaches are considered. The first one consists of keeping only the maximum value of the index for each event and the second one uses the sum of the index values for each event.

<table>
<thead>
<tr>
<th>Values</th>
<th>Total cost</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>0.708</td>
<td>0.734</td>
</tr>
<tr>
<td>Sum</td>
<td>0.712</td>
<td>0.745</td>
</tr>
</tbody>
</table>

Table XIII: Correlation with index maximum and sum - Events

This method (Table XIII) gives better correlations than those of the daily approach. We obtain the highest values by compiling the storm indices of each episode. This approach by episodes corresponds more to the economic reality than the daily approach. It also allows us to reflect more clearly a linear trend between the major storms and the highest indices. For the less important events we can see graphically that the relationship with the index is not as good. But our study focuses on the major events which are at the origin of the most important damages.
For example, we can estimate fairly accurately the numbers of claims \( (N) \) bred by Lothar, Martin, Klaus and Xynthia on the Allianz portfolios via the relationship:

\[
N = 1.2 \times I_S - 28.6
\]

On Figure 21, we have shown in an orange dotted line the linear regression on the whole set of values and in red on the 4 main events. We shall see later on that this relationship can still be improved.

![Figure 21: Linear regression between the number of damages and the Storm index](image)

The relation between claims and storms cannot be controlled from a single formula. There are several slices of events among which the causes and the consequences are very different. For our part only the high slice constituted by about twenty major events has a real importance on the variability of the insurer results. It will thus be important to define a threshold from which the number of claims must follow a law depending on the storm index. From a statistical perspective, the threshold is loosely defined such that the population tail can be well approximated by an extreme value model, obtaining a balance between the bias due to the asymptotic tail approximation and parameter estimation uncertainty \([21]\). The decisions concerning the choice of the threshold and the number of events which we hold can be made according to various methods. Graphical diagnostics like the mean residual life plot, the Hill estimator, the threshold stability plot or usual distribution fit diagnostics, are the most used. But other solutions are also available like the rules of thumb (square root rule or empirical driven rule), the computational approaches (resampling method for estimation of the optimal tale fraction (Hall) or bootstrap procedure for tail index estimation) or the mixture models (parametric, semiparametric and nonparametric bulk models).

### 7.4.2 Spearman’s Correlation and storm

With Pearson’s correlation the strong values have more weight than the other ones. For the insurer the major events are also the main source of damage. This bias is therefore not necessarily detrimental to our model but it can be avoided by using a correlation based on rankings and independent of the spread of values. We present here the approach by episodes with the Spearman’s correlation (Table XIV) as an element of comparison.

<table>
<thead>
<tr>
<th>Total cost (rank)</th>
<th>Number (rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.407</td>
<td>0.396</td>
</tr>
</tbody>
</table>

Table XIV: Spearman’s rank Correlation with index sum - Events

The weakest correlations obtained with this method are mainly due to the events of small size (both in term of costs and index) which are the most common. We nevertheless obtain a Spearman correlation around 40% which implies a link between the rankings of storms according to the index and
the insurers. Figure 22 shows empirical copula. On the 2 graphs, only the values from the top right corner (corresponding to the major events) are concentrated. As in the case of wind index, the shape of these scatter plot gets closer to asymptotically dependent copula (like survival Clayton copula or Gumbel copula).

![Figure 22: Spearman’s rank Correlation between normalized claims and storm index in France by event](image)

7.4.3 On the basis of the events from 1970 to 2012

We take into consideration the list of major storms prepared by Luzi [15] that we now confront with different formulae of storm index. As we have seen previously the results are very sensitive to the methods used. We have therefore opted for a comparison based on both the values and on the rankings of major storms in the form of summary tables associated with a graph of empirical copula. We tested successively different weights, different quantiles and different approaches for the wind index to obtain the strongest relationship between storms and index.

For the weighting of the wind index, we first try demographic information like the population of each department or the density. Then we use Allianz’ portfolio information like the number of contracts in the individual and in the global lines. For the quantiles, we notice that small values give unsatisfactory results and we decide to test different values between 95% and 99.5%. The wind index Formulae presented in Subsection 6.1 are again optimized according to the events on a national scale. The presented results are shown here by a method of optimization of the absolute differences between the index and the normalized costs. The 1998-2012 period is used to calibrate the parameters values. Then the Formula is tested on the whole period (1973-2012).

Optimisation method on the main Storm costs (1998-2012):

```r
> val <- log(sum(abs(costs - C * S.Index)))
> fit <- optim(par=...)
```

7.4.4 Population Weighting

We started the comparisons with the index obtained via a weighing by the population of each department. In the following table, we have only kept the most important 20 storms according to the index $I_S$ in the descending order. For each of these storms, the classification of insurers appears in the third column. If the storm is not part of the 20 most important ones in term of cost of insurance, we denote $>20$ in the place of the classification. The graph associated with each table allows the comparison of the values of the storm index with the normalized values of their cost.

With these weights, storm Lothar stands out clearly with a value of nearly twice greater than Martin which appears second. But the rest of the results is much less conclusive with values and a classification very different from that of insurance.

7.4.5 Individual Portfolio weighing
To improve the classification of indices and to show the impact of the storms for insurers, we now take into consideration the portfolio Allianz. We then incorporate the number of insured people \( A(k) \) in each department to the weights of the index. At this step, the index formula is

\[
I_{S_2} = \sum_{j \in J} \sum_{k} \frac{I_j^{(k)} \cdot A(k)}{N_j^2}.
\]

<table>
<thead>
<tr>
<th>Storm</th>
<th>date</th>
<th>rank (IG)</th>
<th>( I_{S_2} )</th>
<th>IG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lothar</td>
<td>12/25/1999</td>
<td>1</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Martin</td>
<td>12/27/1999</td>
<td>2</td>
<td>58</td>
<td>51</td>
</tr>
<tr>
<td>Herta</td>
<td>02/03/1990</td>
<td>5</td>
<td>58</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>11/22/1984</td>
<td>&gt;20</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12/17/1986</td>
<td>&gt;20</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>02/07/1984</td>
<td>&gt;20</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>Nov 82</td>
<td>11/07/1982</td>
<td>3</td>
<td>33</td>
<td>25</td>
</tr>
<tr>
<td>Xynthia</td>
<td>02/27/2010</td>
<td>10</td>
<td>33</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12/08/1991</td>
<td>&gt;20</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>02/03/2002</td>
<td>&gt;20</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>03/24/1988</td>
<td>&gt;20</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>Daria</td>
<td>01/25/1990</td>
<td>9</td>
<td>25</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>11/26/1983</td>
<td>&gt;20</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>03/28/1990</td>
<td>&gt;20</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>01/22/1988</td>
<td>&gt;20</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>Klaus</td>
<td>01/23/2009</td>
<td>4</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>02/10/1974</td>
<td>&gt;20</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>Quinten</td>
<td>02/09/2009</td>
<td>&gt;20</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>87J</td>
<td>10/15/1987</td>
<td>6</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

![Figure 23: Storm classification with population weights](image1)

With these new weights, storm Martin stands out of the rest of the values to be closer to Lothar. In the classification Klaus goes from the 17th to the 11th position before Daria and Wiebke, but stays nevertheless behind Xynthia. By focusing on the values that constitute the index during major events, we realize that wind speeds above 100 kph entail significant overruns and strongly influence the value of the index, which depends on their squares. The choice of stations used to represent each department therefore plays an important role. Indeed, it is possible to overestimate or underestimate the index of a storm if the measurement of the selected station for a department shows a significant gap in relation to the other stations in that same department. We would then favour a non

![Figure 24: Storm classification with portfolio weights](image2)
7.4.6 Individual Portfolio weighing (130 stations)

On the NCDC’s website the readings of 130 stations located throughout the hexagon have been collected. So the accuracy of wind speeds is improved. If we consider Klaus again, focusing on the Gironde, we now have not only Bordeaux but two other readings at Cap Ferret and Cazaux. On January 23, 2009, during the passing of the storm on the department the bordelaise station showed a maximum speed of 172.8 kph. With the other two stations we learn that the maximum speed in Cazaux was of 140.4 kph but especially that an exceptionally high reading has been recorded in the station of Cap Ferret with 251.6 kph. This important difference confirms the usefulness of a database giving the widest possible scope in particular during extreme events. We then calculate a new index \( I_{S_3} \) based on the 130 stations.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Storm} & \text{date} & \text{rank(IG)} & I_{S_3} & \text{IG} \\
\hline
\text{Lothar} & 12/25/1999 & 1 & 100 & 100 \\
\text{Martin} & 12/27/1999 & 2 & 82 & 51 \\
\text{Nov 82} & 11/07/1982 & 3 & 78 & 25 \\
\text{Herta} & 02/03/1990 & 5 & 54 & 19 \\
\text{Klaus} & 01/23/2009 & 4 & 45 & 20 \\
\text{Jul 83} & 07/13/1983 & 8 & 44 & 10 \\
\text{Nov 76} & 11/30/1976 & 7 & 40 & 10 \\
& 12/17/1986 & >20 & 40 & 1 \\
& 02/07/1984 & >20 & 39 & 1 \\
& 02/03/2002 & >20 & 38 & 1 \\
\text{Daria} & 01/25/1990 & 9 & 34 & 9 \\
\text{Xynthia} & 02/27/2010 & 10 & 32 & 8 \\
\text{87J} & 10/15/1987 & 6 & 31 & 10 \\
\text{Vivian} & 02/26/1990 & 11 & 28 & 7 \\
& 12/01/1984 & >20 & 28 & 1 \\
\text{Quinten} & 02/09/2009 & >20 & 27 & 1 \\
& 01/24/1978 & >20 & 23 & 1 \\
& 01/22/1988 & >20 & 23 & 1 \\
& 11/01/1978 & >20 & 22 & 1 \\
& 12/08/1991 & >20 & 20 & 1 \\
\hline
\end{array}
\]

Figure 25: Storm index with 130 stations between 1973 and 2012

Figure 26: Storm classification with portfolio weights

With this new information, Lothar remains the main storm, still followed by Martin. The storm of early November 1982 comes inserted before Herta and thus appears to the ranking of major events. This storm has swept across western Europe causing catastrophic destruction in some thirty departments and many victims according to Météo France that ranked it among the most violent of these.
past thirty years. Furthermore the storm Klaus comes now in 5th position and shows especially an index much higher than that of Xynthia according to the insurance results. The storms of February 1990 will also be recorded as well known events of our period of observation. Daria overpasses Xynthia and Vivian.

### 7.4.7 Global Portfolio weighing (130 stations)

In this section, we have used the whole portfolio (both for individuals and professionals) to weigh the storm index. At this step, the formula reference is $I_{S4}$. With this overall weighing, the results are substantially the same as for that of the individual’s portfolio.

This comparison shows that it is useful to use more stations. With $I_S$ and $I_{S3}$ certain events such as storms of November 82 or Klaus are under-estimated and some among the most costly were not even as that of November 76. For $I_{S4}$ and $I_{S5}$, the most complete updating (Act IG) offers the most fairly estimated points. The 5 main events of the period are the same with an inversion between Klaus and Herta but relative because the gap is very low in the two approaches. The classification is then more difficult to compare but the order of arrival of Daria, Xynthia and Vivian remains the same.

#### 7.4.8 Portfolio weighing: Cubic Index

We perform here the same comparison but with the cubic index $CI_S$ (2) proposed by Klawa et al. This index showed itself slightly more effective than ours during the local approach (department by department) but from now on, it is not the case anymore. In Table, storms are less well classified than previously. In particular, two minor events for the insurers, the storms of December 86 and January 78 are inserted between Lothar and Martin. During the 1986 storm we notice two stations with wind speeds over 175 kms/h but few damaged departments in Allianz’ historical data. This storm was too local to cause important damages. We thus have poorer results with this index at a global level.

<table>
<thead>
<tr>
<th>Storm</th>
<th>date</th>
<th>rank(IG)</th>
<th>$CI_S$</th>
<th>IG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lothar</td>
<td>12/17/1986</td>
<td>&gt;20</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12/25/1999</td>
<td>1</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>01/24/1978</td>
<td>&gt;20</td>
<td>68</td>
<td>1</td>
</tr>
<tr>
<td>Martin</td>
<td>12/27/1999</td>
<td>2</td>
<td>53</td>
<td>51</td>
</tr>
<tr>
<td>Nov 82</td>
<td>12/01/1984</td>
<td>&gt;20</td>
<td>47</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>11/07/1982</td>
<td>3</td>
<td>47</td>
<td>25</td>
</tr>
<tr>
<td>Herta</td>
<td>03/02/1990</td>
<td>5</td>
<td>44</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>02/03/2002</td>
<td>&gt;20</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>Klaus</td>
<td>01/23/2009</td>
<td>4</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>Jul 83</td>
<td>07/13/1983</td>
<td>8</td>
<td>24</td>
<td>10</td>
</tr>
<tr>
<td>Vivian</td>
<td>02/26/1990</td>
<td>11</td>
<td>24</td>
<td>7</td>
</tr>
<tr>
<td>Xynthia</td>
<td>02/27/2010</td>
<td>10</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>02/02/1986</td>
<td>&gt;20</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>08/02/1984</td>
<td>&gt;20</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>Daria</td>
<td>01/25/1990</td>
<td>9</td>
<td>17</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>02/13/1976</td>
<td>&gt;20</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>87J</td>
<td>10/15/1987</td>
<td>6</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Nov 76</td>
<td>11/30/1976</td>
<td>7</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>08/20/1976</td>
<td>&gt;20</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10/10/1987</td>
<td>&gt;20</td>
<td>12</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 27: Storm classification with cubic index and portfolio weights

When the wind index exponent $\alpha$ is greater or equal to 3, the order of the storm index values is very perturbed. A possible explanation is that localized storms with high wind speed are overestimated.

From the meteorological point of view it is surely possible to optimize the parameters of the storm index to obtain a better representativeness of observed events. Not all parameters are known, the duration of gusts of wind for example could refine some values. However, it must be borne in mind that, given the complexity of the phenomena at stake, a totally indisputable model will be difficult
From the economic point of view it is possible to improve both the accuracy and the length of this type of historical background based on more comprehensive data from the market. The results of the reinsurance could for example throw another light on this subject.

The obtained hierarchy between the major storms of the period is satisfactory. The gaps and the orders of magnitude can be improved. We propose to modify the index so as to amplify the differences. The idea here is to take the exponential of the sum of the indices of wind recorded during a storm episode in order to highlight the extra cost which seems to go with the most destructive events. In addition, it would be interesting to be able to change the weight given to the number of stations because an event can be overestimated if it takes place in an area well represented by the stations while their total number remains relatively low.

7.4.9 New parameter

At this stage, we have added a new parameter in order to check the scale of storms. This adaptation of the formula may seem specific to our database but in our opinion it responds to a more general problem. We can indeed observe a gap between the most important costs and the rest of the values. In our case, the gaps between the three biggest storms double. This peculiarity is not an isolated case and finds itself for example in the classification of hurricanes proposed by Pielke et al. [16]. In their study, the worst hurricane recorded between 1900 and 2005 is the one of Miami in 1926 and its value is twice as large as the second hurricane of the ranking. Our new formula associates the exponential function with a new parameter $\beta$. The new index formula becomes

$$I_{S_5} = \exp\left(\beta \sum_{j \in J} \sum_{k} \frac{I_{w,j}(k) \ast G(k)}{N_d^j}\right),$$

(8)

where in each station $I_{w,j}(k)$ is the wind index on date $j$ and the number of risks is balanced by the size of Allianz global portfolio $G(k)$. We also take into account the size of the damaged area (geographic aggregation), the duration of the storm $J$ (daily aggregation) and the number of active stations on date $j$, $N_d^j$.

With this latter result, we find a much more important parallel with the insurance data from the insurance. Storm Lothar now clearly appears with an index almost twice as large as that of Martin. The following differences also correspond to the discrepancies of the normalized costs. Graphically, we obtain a much better alignment than previously for the costs, the frequencies and number of claims. The points corresponding to the major storms are closer to the linear regression.

The relationship between this new index and the loss experience of the 4 major events of the 1998-2012 period becomes even more direct with a slope equal to 1:

$$N = I_{S_5} + 9.1.$$
<table>
<thead>
<tr>
<th>Storm</th>
<th>date</th>
<th>rank(IG)</th>
<th>$I_{SI}$</th>
<th>IG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lothar</td>
<td>12/25/1999</td>
<td>1</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Martin</td>
<td>12/27/1999</td>
<td>2</td>
<td>53</td>
<td>51</td>
</tr>
<tr>
<td>Nov 82</td>
<td>11/07/1982</td>
<td>3</td>
<td>37</td>
<td>25</td>
</tr>
<tr>
<td>Herta</td>
<td>02/03/1990</td>
<td>5</td>
<td>24</td>
<td>19</td>
</tr>
<tr>
<td>Klaus</td>
<td>01/23/2009</td>
<td>4</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Jul 83</td>
<td>07/13/1983</td>
<td>8</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>02/03/2002</td>
<td>&gt;20</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>11/22/1984</td>
<td>&gt;20</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>Jul 84</td>
<td>02/07/1984</td>
<td>12</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Daria</td>
<td>01/25/1990</td>
<td>9</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Nov 76</td>
<td>11/30/1976</td>
<td>7</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Xynthia</td>
<td>02/27/2010</td>
<td>10</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>87J</td>
<td>10/15/1987</td>
<td>6</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Vivian</td>
<td>02/26/1990</td>
<td>11</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Quinten</td>
<td>02/09/2009</td>
<td>&gt;20</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12/01/1984</td>
<td>&gt;20</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>01/22/1988</td>
<td>&gt;20</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>01/24/1978</td>
<td>&gt;20</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>05/10/1987</td>
<td>&gt;20</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12/08/1991</td>
<td>&gt;20</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 29: Storm classification with portfolio weights and $\beta$ parameter

On Figure 21, we have shown in an orange dotted line the linear regression between the set of values and in red between the 4 main events. The very strong correlations and this linear relationship allow us to support the relevance of our storm index.

Figure 30: Linear regression between the number of damages and the Storm index
7.5 Wrap up

Thanks to these comparisons, we have shown how parameters and variables can influence the quality of a wind index and a storm index. Concerning the claim criteria (Subsection 7.3.1), it can be stated that the approach according to the average costs is doomed to failure (Nevertheless, it seems to be the basis of all the storm software). The frequency of claims offers the strongest relation with wind speed. The use of other claim criteria than frequency (loss ratio ; individual / global lines) does not lead to fundamentally different results.

In our search for functions of damage at the level of the department, we have highlighted that it is better to use a wind criterion based on a weighted average over each department of the maximum daily speeds (Subsection 7.3.2). This stage requires a real work of data processing to select stations with regard to departments. In Subsection 7.3.3, we introduce the concept of moving average to clarify the plots and focus on the main events.

Then we show how the modulation according to the local wind habituation brings a sensitive improvement to the correlations between wind and claims (Subsection 7.3.4). We also find that the use of the Formula (difference (1)/ ratio (2); thresholds) does not lead to fundamentally different results and we denote that the relation is not linear, or then, it is necessary to pass by segments.

In Subsection 7.3.5, we complete the first comparisons based on Pearson’s correlation by using the Spearman’s correlation based on variable ranks. We notice that it is very difficult to obtain a robust relation between the wind index and the claims, for the small and medium events. We have to focus on the main events to observe a clear dependance. So we decide to calculate the tail dependance index (Subsection 7.3.6) and we obtain good results which prove that there exist a strong extreme dependance.

Finally, we present the optimization of the storm index at a global level (Subsection 7.4.1 to 7.4.9). The successive models are based on the period 1998-2012 and we try to track down the main events registered since the 70s. The Formula (4) overestimates small events (very localized but with strong wind gust) when it is associated with the cubic index. So, at a national scale, our wind index allow us to improve the relation between claims and storm index. By using a new parameter and the exponential function, we finally obtain the last storm index Formula (8). This Formula reflets both the order and the scale of the main storms that made landfall in France since the 70s.

8 Conclusions

It is possible to construct a storm index consistent with the results of insurers, from the daily maximum speed of the wind. Several approaches and formulae have been necessary to find almost the same classification and the same differences as that of insurers which depend on the frequencies and the normalized claims in the time. We divided our approach into two stages. At first local comparisons on the scale of the department which showed the necessity of taking into account the wind habituation but also the difficulty in finding the best parameters. Then comparisons on a national scale and by event. In this case, the parameters and departure assumptions have a strong influence on the value of the index and then on its evolution in time. The different results from one model to another show this sensitivity in particular during the evaluation of the most extreme storms.

Our index has been built by successive steps based on the optimal use of meteorological data at our disposal on the one hand and the experience and advice of the insurers in this area [15] on the other hand. Several leads could make it possible to improve the accuracy of this index, such as the knowledge of the durations of the wind gusts, a denser meshing of meteorological stations available accompanied by a better information on the location of claims. Nevertheless from the results of this research the use of a storm index brings a additional and useful information in the understanding of extreme events.

Our target is to study in a more precise way the sensibility of costs and return periods of a major event on a scale comparable or superior to that of Lothar in France. This subject will be dealt with in an article to come with a modeling directly based on the values of the storm index according to extreme value theory ([1] and [19]). The variability of the results to the assumptions adopted will be tested within the framework of the European statutory reform of the insurance, Solvency II.
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