N
N

N

HAL

open science

Profiles for the radial focusing 4d energy-critical wave
equation
Raphaél Cote, Carlos E. Kenig, Andrew Lawrie, Wilhelm Schlag

» To cite this version:

Raphaél Coéte, Carlos E. Kenig, Andrew Lawrie, Wilhelm Schlag. Profiles for the radial focusing 4d
energy-critical wave equation. Communications in Mathematical Physics, 2018, 357 (3), pp.943-1008.

10.1007/s00220-017-3043-2 . hal-01079248

HAL Id: hal-01079248
https://hal.science/hal-01079248
Submitted on 14 Feb 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01079248
https://hal.archives-ouvertes.fr

PROFILES FOR THE RADIAL FOCUSING 4d
ENERGY-CRITICAL WAVE EQUATION

R. COTE, C. E. KENIG, A. LAWRIE, AND W. SCHLAG

ABSTRACT. Consider a finite energy radial solution to the focusing energy
critical semilinear wave equation in 144 dimensions. Assume that this solution
exhibits type-II behavior, by which we mean that the critical Sobolev norm
of the evolution stays bounded on the maximal interval of existence. We
prove that along a sequence of times tending to the maximal forward time of
existence, the solution decomposes into a sum of dynamically rescaled solitons,
a free radiation term, and an error tending to zero in the energy space. If,
in addition, we assume that the critical norm of the evolution localized to
the light cone (the forward light cone in the case of global solutions and the
backwards cone in the case of finite time blow-up) is less than 2 times the
critical norm of the ground state solution W, then the decomposition holds
without a restriction to a subsequence.

1. INTRODUCTION

1.1. History and setting of the problem. Consider the Cauchy problem for
the energy-critical, focusing wave equation in R'*4, namely

U — Au—u® =0,

t(0) = (uo, u1),
restricted to the radial setting. We study solutions () to (1.1) in the energy space
a(t) == (u(t),u(t)) € H:= H' x L}(RY). (1.2)

(1.1)

The conserved energy for solutions to (1.1) is given by

B(id)(#) = /R [;(|ut(t)2+ Vu(t)?) - i lu(®)[*| da = constant.

As we will only be considering radial solutions to (1.1), we will slightly abuse
notation by writing u(t, z) = u(t,) where here (r,w) are polar coordinates on R*,
ie. r=rw,r=|z|, weS3 In this setting we can rewrite the equation (1.1) as

3
= Uppr — —Upr — = 07
ot e T e (1.3)
@(0) = (uo, u1),
and the conserved energy (up to a constant multiple) by
*T1 1
E(@)(t) = / |:2(u%(t) +ul(t)) — ZU4(t) 3 dr. (1.4)
0
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We also define the local energy and localized H-norm by

b
B = [ |50+ o) - quto)|

2
X (1.5)
18O Bacrary = [ [0 +u2(0] 5°
The Cauchy problem (1.3) is invariant under the scaling
a(t,r) = dx(t) == A" ult/ N, /X)), A 2ug (/X 7/ N)). (1.6)

One can also check that this scaling leaves unchanged the energy E (), as well as the
H-norm of the initial data. It is for this reason that (1.3) is called energy-critical.

This equation is locally well-posed in H = H' x L?(R3), which means that for
all initial data, @(0) = (uo,u1) € H there exists a unique solution @(t) € H to (1.3)
defined on a maximal interval of existence, 0 € Iax = Imax (@) := (T- (@), T} (%)),
with @ € C(Imax; H) and for every compact J C Iyax we have u € L3(J; LE(R3)).

The Strichartz norm

S(I) = L}(I; LS(RY) (L.7)

determines a criteria for both scattering and finite time blow-up. In particular, a
solution #(t) globally defined for ¢ € [0, 00) scatters as t — oo to a free wave, i.e.,
a solution @y, (t) € H of

DuL =0
if and only if |[ul[(j0,00)) < 00. The local well-posedness theory gives the existence
of a constant § > 0 so that

@(0)ll3 < 6 = [Julls@) S 1@(0)[|3 SO (1.8)

and hence @(t) scatters to free waves as ¢ — +00. Moreover, we have the standard
finite time blow-up criterion:

T (@) < 00 = ||lulls(jo,14 (@))) = +00- (1.9)

A similar statement holds if —oo < T_ (). We also note that the same statements
hold with S(I) replaced with L?(I; L5(R%)) as well, see for example [17].

Here we will study the dynamics of solutions to (1.3) that are bounded in the
‘H-norm for positive times, i.e.,
sup (@@ = sup [ Vu()|ze + [ue(®)]Z: < o0 (1.10)
t€[0, T4 (%)) t€[0, T4 (1))
In general we will refer to such solutions as type-II, as the case with T (&) < oo
is called finite-time type-II blow-up. Type-I finite-time blow-up, also called ode
blow-up, refers to solutions with, say T4 (&) < co, and with the property that
lim inf ||(¢ = 00.
liminf (1)
Both type-I and type-II blow-up solutions were constructed for (1.3) (see respec-
tively [11, Section 6.2] and [16,20]). In the study of long time dynamics, a crucial
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role is played by the stationary Aubin-Talenti solutions defined explicitly by

9\ —1!
Wi(z) = \""TW(xz/N), W(z):= (1 + |x8|> . (1.11)

W = W (r) is a positive radial solution to the stationary elliptic equation
—AW — W)W =0. (1.12)

W is the unique (up to sign, dilation, and translation), amongst nonnegative non-
trivial (not necessarily radial), C? solutions to (1.12) and is unique (up to sign and
dilation) amongst radial H' solutions. W is also the unique (up to translation and
scaling) extremizer for the Sobolev inequality

22y < K (4,2)[|V fll L2 @)

in R* where K(4,2) is the best constant, see [26]. Because of this variational
characterization, and its importance in variational estimates, (such as those found
in [10,17]), W is referred to as the “ground state.”

The second author and Merle, [17], gave a characterization of the possible dy-
namics for (1.1) for solutions with energy below the threshold formed by the ground
state energy, i.e.

E(d) < E(W,0).
For such sub-threshold solutions, the decisive factor is the size of the gradient of ug
in L2. Indeed, the following trichotomy holds:

o If |[Vugl|2, > |[VW||2, then Ty () < co and T_ (&) > —oo. In other words,
i(t) blows up in finite time in both directions.

o If [Vugl3. < [[VW|3, then Inax(@) = R and [Jufsr) < oo, where S(I) is
a suitable Strichartz norm as in (1.7). In other words, @(t) exists globally
in time and scatters in both time directions.

e The case ||Vugl|3: = [[VW||3. is impossible for sub-threshold solutions.

Threshold solutions, namely those with energy E(@) = E(W,0) were also classified
by Duyckaerts, Merle [15], see also [18].

Let us now restrict to type-II solutions, i.e., those satisfying (1.10). It is known
that |[VW]|2, is a sharp threshold for finite time blow-up and scattering. Indeed,
the following generalization of the scattering part of the Kenig-Merle result in [17]
was established in [12] for d = 3,4,5: If 4(t) verifies (1.10) and

d—2
sup || Vu(t)||22 + ——|0su(t)||2: < |[VW]2, (non-radial case)
0<t<Ty () 2
or
sup  ||[Vu(®)|32 < [VW]3. (radial case)
0<t<T+(ﬁ)

then T (@) = +oo and (t) scatters forward in time.

When d = 3, the fourth author, together with Krieger and Tataru [20], showed,
by construction, that for every ¢ > 0 there exists a type-II radial blow-up solution
4(t) so that

sup  ||[Vu(t)]|2. < [[VW|22 + 0.
t€[0,T4+ (@) (1.13)
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Moreover, the blow-up, say at time T (%) = 1, occurs via the bubbling off of an
elliptic solution W. In particular () exhibits a decomposition of the form

a(t) = A(6) AW (r/A(1)), 0) +77(t) (1.14)

with A(t) = (1 —¢)'*¥, for v > 0 (the case 0 < v < 1/2 is due to the Krieger and
the fourth author, [19]). Here the error 7(¢) is a regular function whose local energy
inside the backwards light cone {r < 1 — ¢} vanishes as ¢ 1.

In the d = 4 case, Hillairet and Raphael, [16], exhibit C* type-II blow-up
solutions #(t) so that (1.13) holds and again the blow-up at T (@) = 1 occurs via
the bubbling off of a W, with the decomposition

() = M) (W (r/A(1)), 0) + 71(t)

where 7j(t) is as above and A(t) = (1 — t) exp(—+/log |1 — t|(1 + o(1))) as t — 1.

It is believed that this type of bubbling behavior is characteristic of all ra-
dial type-II solutions, in the sense that all solutions u satisfying (1.10), for which
T, (%) < oo or for which T (@) = 400, but @ does not scatter to zero, exhibit a
decomposition of the form (1.14) as t — T (@), or more precisely (1.15) or (1.22),
with possibly multiple profiles given by dynamic rescalings of W appearing on the
right-hand side. This soliton-resolution type result was established for the radial
case in 3 space dimensions in the papers by the second author, Duykaerts, and
Merle, [10,11,13]. The non-radial case, restricted to energies slightly above the
ground state energy for d = 3,5, was treated in [12].

1.2. Statements of the main results. In this paper, we treat the case of 4-space
dimensions by giving a characterization of the possible dynamics for radial type-II
solutions to (1.3). The following are the 1 + 4 dimensional analogs of the main
results for the 1 + 3 dimensional energy critical wave equation in [11].

We will use the notation a,, < b, to mean a, /b, — 0 as n — oo, where a,, and
b, are two sequences of positive numbers.

Let us start with the blow up case.

Theorem 1.1 (Type-II blow-up solutions). Let u(t) be a smooth solution to (1.3)
which satisfies (1.10), and blows-up, without loss of generality, at T4 (@) = 1. Then
there exists (vg,v1) € H, a sequence of times t, — 1, an integer Jy > 1, Jy
sequences {\jn}nen, j = 1,...Jo of positive numbers, and signs v; € {£1}, such
that

Jo

it) = (;jnw <M> ,o> + (vo,v1) + ox(1) as n — oo, (1.15)

j=1
with
M K- L Aggn K1 =t (1.16)
Furthermore, the local energy instde the light-cone is quantized:
. T—t =0\
lim By~ (a(t)) = JoE(W, 0), (1.17)
and globally in space, we have

E(ﬁ) = J()E(VV, O) + E('UO,'U]). (118)
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Note that the above theorem holds only along a sequence of times. If we make
an additional assumption regarding the size of the local H*'-norm of u(t) inside the
backwards light cone, then we can prove a classification of type-II blow-up solutions
which holds along all times ¢t — 1.

Theorem 1.2 (Type-1I blow-up below 2||VW|2,). Let @(t) be a smooth solution
to (1.3) which satisfies (1.10), and blows-up, without loss of generality, at Ty (4@) =
1. Suppose in addition, that
2 2
5P 1)1 0ererey < 2MW - (1.19)
Then there exists (vo,v1) € H and a positive function A(t) with A(t) = o(1 —t) as
t — 1 so that

a(t) =+ (Agt)w (A(t)) ,0) + (vo,v1) + on(1) as t— 0. (1.20)

Next we move to the case of globally defined solutions. Here we show that at least
along a sequence of times, any global solution %(t) satisfying (1.10), asymptotically
decouples into a sum of dynamically rescaled W’s plus free radiation, i.e., a finite
energy solution ¥(t) to the free radial wave equation

Vig — Upp — —Up = 0,
r
7(0) = (vo,v1) € H.

Theorem 1.3 (Type-II global solutions). Let @(t) be a smooth solution to (1.3)
satisfying (1.10), and which is global in positive time, i.e., Ty (@) = +o0o. Then there
exists a free wave, i.e., a solution UL (t) € H to (1.21), a sequence of times t,, — oo,
an integer Jo > 0, Jo sequences {\jn}nen, J = 1,...Jo of positive numbers, and
signs v; € {1}, such that

(1.21)

Q(tn) = JZ (;jnw (M) 70) + 0 (tn) + 0x(1) as n— oo, (1.22)

j=1
with
)\l,n SRR >\J0,n L ty. (123)

Furthermore, for all A > 0 the limit as t — oo of the localized energy B4~ (u(t))
exists and satisfies

lim E{A(i(t)) = JoE(W,0), (1.24)

t—o0

As in the finite time blow-up case, we can prove the global-in-time decomposition
along all times ¢t — oo if we assume a bound on the local H'-norm of u(t) which
prevents there from being more than one profile W in (1.22).

Theorem 1.4 (Type-II global solutions below 2| VW|2,). Let i(t) be a smooth
solution to (1.3) satisfying (1.10), and which is global in positive time, i.e., Ty (@) =
+00. Suppose in addition that there exists an A > 0 so that

tmsup (0 gy ay < 20W e (1.25)

Then, there ezists a solution Ur(t) € H to (1.21) so that one of the following holds:
(1) u(t) scatters to the free wave UL(t) as t — oo.



6 R. COTE, C. E. KENIG, A. LAWRIE, AND W. SCHLAG

(1) There exists a positive function A(t) with A\(t) = o(t) as t — oo so that

@(t) = + (,\(175)W (/\(t)> ,0) +TL(t) + on(1) as t— oc. (1.26)

1.3. Comments on the proofs. While many of the techniques introduced in the
series of papers [10-12] carry over to the even dimensional setting, several key
elements of the argument are quite different when one moves away from 3 space
dimensions. In particular, the missing ingredients in even dimensions were:

(1) Exterior energy estimates for the underlying free radial wave equation.
(2) A proof that that the energy of a smooth solution cannot concentrate in
the self-similar region of the light-cone.

The first of these ingredients (1) was studied in [9]. In fact, the main argument
of [11] is the proof that (2) holds for the 3d radial energy critical wave equation,
using the exterior energy estimates for the 3d linear, radial wave equation proved
in [10]. However, in [9], it is proved that the crucial exterior energy estimates
established in [10,12] are false in even dimensions, thus rendering the use of the
channel of energy method of [10-13] in doubt for the case of even dimensions. In [9]
it is proved that the exterior energy estimate established in [12] fails for radial data
of the form (0, g), but does hold for radial data of the form (f,0). This was used for
energy critical equivariant wave maps into S2, to prove a classification of degree one
below 3 times the energy of the harmonic map in [7,8], and the soliton resolution
along a sequence of times in [6], in the spirit of [11].

In the case of equivariant wave maps, (2) is classical and was established by
Christodoulou, Tahvildar-Zadeh, [4,5] and Shatah, Tahvildar-Zadeh, [24,25]. The
classical arguments rely crucially on multiplier identities, the monotonicity of the
local energy, and on the positivity of the flux — both of which appear to be absent
in the semilinear wave equation set-up. In [7,8] and later in [6], one uses (2) as
in the works mentioned above to show that, along a sequence of times, the time
derivative of the solution, restricted to a suitable cone, tends to 0, thus making it
possible to apply the d = 4 exterior energy lower bound from [9], for data of the
form (f,0).

The main new ingredient in this paper is the proof of (2) for solutions to the 4d
equation (1.3). In fact, the proof uses a reduction to a 2d equation that bears many
similarities to a wave map type equation. This is the opposite of what is usually
done, when equivariant wave maps are transformed to look like an energy critical
nonlinear wave equation.

The crucial monotonicity of the localized energy and the positivity of the flux are
established in the relevant regions after the regular part of the solution is considered
separately from the singular part. One can then follow the classical techniques for
wave maps to prove (2) for radial solutions to (1.3). With the weakened version of
(1) proved in [9] for data (f,0), and (2) in hand, one can then follow the arguments
in [10-12], and [7,8] to establish the main results. New refined techniques from [14]
are also used to prove Theorem 1.2 and Theorem 1.4.

The vanishing of the energy in the self-similar regions proved in the previous
sections allows one to deduce a vanishing of the L? norm of the time derivative
of the singular part of the solution along a sequence of times. The vanishing time
derivative then allows one to conclude that all the profiles in the Bahouri-Gerard
profile decomposition of the solution along this sequence must be either 0 or +W.
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The error term in the profile decomposition is then shown to vanish in the energy
space using the exterior energy estimates for the underlying free equation as in [7,8].
One main difference with [7,8] in the argument is that there the harmonic map must
be extracted before the machinery of profile decompositions can be applied due to
the geometric nature of wave maps. Here one can work directly with a profile
decomposition for u(t,).

In Section 2 we recall various preliminary results including the linear and non-
linear profile decompositions from [2], the exterior linear estimates for the free
equation from [9], and the rigidity of radial compact trajectories proved in [10].

In Section 3 we show that no energy can concentrate in the self-similar region
of the backwards light cone for type-II solutions that blow up in finite time, i.e.,
we prove (2) in the finite time blow-up case. In Section 4 we prove the vanishing
of energy in the self-similar region of the forward light cone for solutions that exist
for all positive times, proving (2) for global solutions. These two sections contain
the main technical novelties in this paper as the classical 2d geometric arguments
from [4, 5,24, 25] are adapted to a focusing 4d semilinear equation once crucial
positivity properties are revealed.

In Section 5 we prove Theorem 1.1 and Theorem 1.3 using the arguments from [7,
8] which in turn were based on the channel of energy methods introduced in [10-12],
which we also rely on here.

Finally, in Section 6 and Section 7 we prove Theorem 1.2 and Theorem 1.4. Here
the argument has its foundations in the techniques from [10,11] but also requires
new methods recently developed in [14].

1.4. Notation. As we are dealing strictly with radial functions, we will often abuse
notation by writing f(z) = f(|z|) = f(r). For a space-time function f(¢,r) we will
sometimes use the notation |V, . f(t, P)|? = f2(t,r) + f2(t,r). For spacial integrals
of radial functions we will ignore a dimensional constant by writing

z)dr = - r)r3 dr.
ROCEYAOEE

2. PRELIMINARIES

2.1. Energy trapping. We recall a few variational results from [10,17] which give
a useful characterization of the threshold energy E(W,0). The key point here is that
W is the unique minimizer, up to translation, scaling and constant multiplication
of the Sobolev embedding;:

ey < K (4,2)[IV fllL2 @),

where K(4,2) is the optimal Aubin-Talenti constant, [1,26]. Using the equa-
tion (1.11), one can show that in fact,

1
1IVWIZ: = B(W,0), (2.1)
and a variational argument yields the following useful result from [10,12,17].

Lemma 2.1 ( [10, Claim 2.3], [12, Claim 2.4]). Let f € H'(R*). Then

1
IV£IZe < IVWIi= and E(f,0) < E(W,0) = 7[Vf|i= < E(f,0).  (22)
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Moreover, there exists ¢ > 0 such that if |V f||2, < 2|[VW|]2, then
E(f,0) > cmin{||Vf|[72, 2[VWI[7. — [V f]72} > 0 (2.3)

2.2. Exterior energy estimates and linear theory. Exterior energy estimates
for the free radial wave equation established by the first, second, and fourth authors
in [9] will play a crucial role. In particular, we will use the fact that free radial
waves ¥(t) in 4 space dimensions with zero initial velocity, i.e., with data (f,0),
maintain a fixed percentage of their energy on the exterior of the forward light cone
emanating from the origin.

We will denote a solution ¥(t) to the free wave equation (1.21), with initial data

(f,9) € H, by
u(t) = S(t)(f,9).

Proposition 2.2 ( [9, Corollary 5]). There exists ag > 0 such that for all t € R
we have

1S (f5 )21ty = ol fll g (2.4)
for all radial data (f,0) € H.

Remark 1. We note that estimates (2.4) with data (0, g) or (f,g) with g # 0 are
false, see [9]. In fact one recovers the analog of (2.4) for data (f,0) in dimension
d =0 mod 4 and for data (0, g) in dimensions d = 2 mod 4. This is different from
the odd dimensional case, where the analog of (2.4) holds for general radial data
(f,g) for either all positive, or all negative times, see [10].

We have the following vanishing of the energy away from the forward light cone
proved in [9].

Proposition 2.3 ( [9, Theorem 4]). Let (f,g) € (H)(R?) be radial. Then we have
the following vanishing of the energy away from the forward light-cone {|x| =t > 0}:

lim limsup ||V S#)(f, 9 L2(|je|-t|>T) = O-

T—+00 t—4o00

2.3. Profile Decomposition. Another essential tool in our analysis will be the
linear and nonlinear profile decompositions of Bahouri-Gerard, [2]. We begin with
a profile decomposition for a bounded sequence #,, in the energy space in terms
of free waves. The statement below was proved in 3 space dimensions in [2] and
extended to other dimensions, including 4 space dimensions in [3].

2.3.1. Linear profile decomposition.

Theorem 2.4 ( [2, Main Theorem], [3, Theorem 1.1]). Consider a sequence i, =
(Un.0,Un1) € H = H' x L*(R*), that is radial, and such that ||u,|» < C. Then,
up to extracting a subsequence, there exists a sequence of free radial waves (7% €eH,
a sequence of times {t;,} C R, and sequence of scales {\;,} C (0,00), and free
wave Wk € C(R,H) (i.e., solution to (1.21)) such that

tjn T

1 .
—U} (- 0
o A L( Aj,nﬂj,n)jLw"( ")

k
1 ; tin T
una(r) = 2 5y (_ v Ajn) + Oun(0,r)

M=

Un,o(T) =
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and for any j < k, that
A WE Njntjms Ajin)s A3 0w (Njntin, Ajns)) = 0 weakly in H.  (2.6)
In addition, for any j # k we have

/\jm + /\km |tj,n - tk,n| + ‘tjm - tk,n| N
>\k,n )\j,n )\j,n )\k,n

o0 as n— oo. (2.7)

Moreover, the errors wWF

~ vanish asymptotically in the Strichartz space, we have

lim sup ||waHLf°L§ﬁS(]Rx]R4) —0 as k— oo (2.8)

Finally, we have the almost-orthogonality of the free energy as well as of the non-
linear energy (1.4) of the decomposition:

. 5 (i,
lanlli = > ||02 (—;,”)
.M

1<j<k

E(i,)= Y E (ﬁg (—Z’i)) + E(*(0)) + 0n(1), (2.10)

1<j<k

2
+ @5 (0) 3, + 0n(1), (2.9)
H

as n — o00.

Remark 2. By rescaling and time-translating each profile (ji appearing in (2.5),
and by extracting subsequences we can, without loss of generality, assume for each
fixed j that either we have

tin

vn, tj, =0, or lim
n—oo

2 = oo, (2.11)
jin

Moreover, we can assume that for all j the sequences {t;,} and {);,} have limits
in [—o00, +00] and [0, +0o0] respectively.

We will also need the following refinement of the almost-orthogonality of the
free energy, namely that the Pythagorean decomposition (2.9) of the H norm of
the sequence remains valid even after a spacial localization. This was proved for
dimension 3 in [11] and for even dimensions in [9].

Proposition 2.5 ( [9, Corollary 8]). Consider a sequence of radial data i, € H =
H' x L2(R*) such that ||u, |1 < C, and a profile decomposition of this sequence as
in Theorem 2.4. Let {r,} C (0,00) be any sequence. Then we have

) L u
1alZiany = 3 (—A)

1<5<k
We also require the following technical lemmas for free waves proved in [10] in
odd dimensions and in [9] in even dimensions.

2

H(r>rn /)

as n — Q.

Lemma 2.6 ( [10, Lemma 4.1], [9, Lemma 9]). Let 9(t) be a radial solution to the
linear wave equation (1.21), and {t,} C R, {\,} C R be two sequences. Define
the sequence

on(t, ) = )\iv (; ;) . (2.12)
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t _
Assume that )\—n — V¢ cR. Then

n

If ¢ € {£o0}, lim sup ||Vw,tvn(tn)||2L2(\|x|—\tnHZRA“) =0 as R— +o0,
n—00
Ifg S R, limsup ||v$,tvn(tn)”%2(|10g(|f£|/>\n)|210gR) —0 as R— +00.
n— oo

Lemma 2.7 ( [10, Lemma 2.5]). Let ¥, be defined as in (2.12) and assume it has
a profile decomposition as in Theorem 2.4. If

lim limsup/ [Vvo,n|® + [v1,0]* =0,
\$|ZRMn

R—+0c0 pooo

A t;
then for all j the sequences {J"} , {jn} are bounded. Moreover, there exists
Hn ) Hn )y

Ajin
Bn )y
We will also need the following result about sequences of radial free waves with

vanishing Strichartz norms established in [9] for even dimensions and which is the
analog [10, Claim 2.11], where the result was proved in odd dimensions only.

at most one j such that does not converge to 0.

Lemma 2.8 ( [9, Lemma 11], [10, Claim 2.11]). Let w,(0) = (wy0,wn,1) be a
radial uniformly bounded sequence in H = H' x L*(R*) and let w,(t) € H be the
corresponding sequence of radial 4d free waves. Suppose that

lwnllsm) — 0 as n — oo,

where S(I) is as in (1.7). Let x € C§°(R*) be radial so that x =1 on |x| < 1 and
suppx C {|z| <2}. Let {\,} C (0,00) and consider the truncated data

U, (0) := @(r/An)Wn(0),

where either ¢ = x or p = 1 — x. Let ¥,(t) be the corresponding sequence of free
waves. Then

lvnllsry =0 as n — oo.
2.3.2. Nonlinear profiles.

Definition 1. Let Uy, be a linear solution to (1.21), and £ € [—oo, +00]. We define

the nonlinear profile associated to ((jLJ) as the unique nonlinear solution U‘(t) to
(1.3), defined on a neighborhood of ¢, and such that

|Ut) —UL(t)|lp — 0 as t— 2.

Existence and uniqueness of U (t) are consequences of the local Cauchy theory
for (1.3), [17,21,22], and more precisely of the existence of wave operators if ¢ is
infinite. It is important to note that in the latter case £ € {+ &+ oo}, the nonlinear
profile U scatters at ¢: for example if £ = +o0,

—

so > T (U) — ”UHS((sO,oo)) < o0. (2.13)

A similar statement holds for ¢ = —oo. N
In the case of a profile decomposition as in (2.5) with profiles {U}} and pa-

rameters {t;,,\;,} we will denote by {U7} the non-linear profiles associated to
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t .
(U 7, lim —]’n) (we recall that this limit exists by assumption, as explained in

n—-+4oo j,n
Remark 2). For convenience, we will often use the notation

1 i (t—t;
A, Ui ( A J’”? Ar ) b
J,m J,m J,m

; 1 . [t—1t; T
Ul(t,r) = Ul —2 — ).
) Ajn ( Ajn /\j,n>
Proposition 2.9 (Nonlinear profile decomposition). [7, 10] Let (uy0,un1) € H
be a bounded sequence together with its profile decomposition as in (2.5). Let {U7},
be the associated nonlinear profiles. Let {s,} C (0,00) be any sequence of times so
that for all j > 1,
n t; n =
Sn Zhim o T.(U’) and limsup ||UJ|| —tjn oty < OO, (2.15)
)\j,n n— 00 ( 7)
If @, (t) € H is the solution to (1.3) with initial data i, (0) = (Un,0, Un,1) then @, (t)
is defined on [0, s,,) and

Ul (tr) =
(2.14)

n,

jn  Ajn

lim sup [[un || (0,5, )) < 0-
n—oo

Moreover the following nonlinear profile decomposition holds: For n¥ defined by
Un (t, ) Z Ul(t,r) 4+ @) + 7 (t), (2.16)
1<j<k
we have
i Tim sup (I lsct0,500) + 17781l L= (10,5,):20) ) = O-

Here wk(t) € H is as in Proposztzon 2.4 and V,J is defined as in (2.14). Also, we
note that an analogous statement holds for s, < 0.
Definition 2 (Ordering of the profiles, [14]). Let {fjﬂ, {tjm,\jn}} be a profile de-
composition as in (2.5), and let U7 their nonlinear profiles. We introduce the
following pre-order < on the profiles as follows. For j, k > 1, we say that
{UL, {tin, Ajnt} < (U}, {tkn, M}t (or simply j < k if there is no ambiguity)
if one of the following holds:

(1) the nonlinear profile U* scatters forward in time.

(2) the nonlinear profile U/ does not scatter forward in time, and
AjnT + 150 —ten

)

VT < Ty (U7), lim Ty (U%).

n—-+oo )\k,n

(The above limit exists due to the arguments in [14, Discussion after (3.16)
and Appendix A.1].)

We say that {U7, {t; n, Ajn}} < {UF, {trm, At} if
{ULv{thv Jn}} {ULa{tkm/\kn}} and {ULv{tkm)‘kn}}%{Urjg{tjmv ]7TL}}

Lemma 2.10 ( [14, Claim 3.7]). Let (uon,u1,n) C H be a bounded sequence with

profile decomposition {UL, jnstintien. Then one can assume without loss of gen-
erality that the profiles are ordered, that is

Vi < g, {ﬁﬁ, Xinstin} < {ﬁﬁ,Aj,mtj,n}



12 R. COTE, C. E. KENIG, A. LAWRIE, AND W. SCHLAG

2.4. Classification of pre-compact solutions. Finally, we recall the following
classification of finite energy solutions #(t) € H to (1.3) that have pre-compact
trajectories in H up to symmetries. In particular, we say that a solution (¢) has the
compactness property on an interval I C R if there exists a function A : I — (0, 00)
so that the trajectory

A (5m) e () ) ey o

is pre-compact in H. A complete classification of solution (¢) with the compactness
property was obtained in [10]. In particular there it was shown that (t) is either
identically 0 or is W up to a rescaling.

Theorem 2.11. [10, Theorem 2] Let i(t) € H be a nontrivial solution to (1.3)
with the compactness property on its mazximal interval of existence I .. Then there
exists Ao > 0 so that

1 r
ult,r) =t—W | —]).
3. SELF-SIMILAR AND EXTERIOR REGIONS: BLOW-UP SOLUTIONS

The goal of this section is to show that a type-II blow-up solution %(t), with, say,
T, (%) = 1, cannot concentrate any energy in the self similar region r € [A(1—t), 1—t]
for any fixed 0 < A < 1.

Theorem 3.1. Let A € (0,1). Then for any smooth solution @(t) to (1.3) such
that

sup ||u(t)||xn < oo,
sup ()] 51)
we have
(1—t) 2 ¢
lim [u?(t, r) 4+ uZ(t,r) + Lz,r) r3dr = 0. (3.2)
£ Ja(1—t)

3.1. Extraction of the regular part. First, we define the regular and singular
parts of a solution @(t) which blows up at T (%) and satisfies (1.10), following the
notation in [10,11]. Indeed, by [10, Section 3], there exists ¢ = (vg, v1) € H, so that

u(t) — (vo,v1) as t— 1,

weakly in H. Moreover, if we denote by ¢(t) the solution to (1.3) with initial
data at time ¢ = 1, ¥(1) = (vp, v1), and maximal interval of existence Ipax(0) =
(T_(9), T4 (V)), then for all t € [t_, 1) with t_ > max(T_ (@), T_(¥))) we have

0l

a(t,r) =v(t,r) Vr>1-t. (3.3)
We thus define the singular part of i(t) as the difference,
at) :=u(t) — v(t), (3.4)

and we remark that @(t) is well defined for ¢t € [t_,1) for all t_ > max(T_ (@), T— (7))
and that a(t) is supported in the backwards light cone

{t,r) |t- <t<1,0<r<1-—t}.
We call ¥(t) the regular part of u(t).
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We will require the following simple estimates for ¥(t), which follow easily from
the fact that the evolution ¢ — ¥(t) is continuous in H at t = 1,

Lemma 3.2. Let U(t) be the reqular part of i(t) as defined above. Then

1—t 2

, v3(t,r)

tlgr% ; [vf(t, r) 4+ v2(t,r) + 2 r3dr =0, (3.5)
sup |ro(t,r)|—0 as ¢t — 1. (3.6)

0<r<1—t

Proof. Indeed, the continuity of ¢ — ¥(t) € H at t = 1 gives the result for the
first two terms in the integral (3.5). The third term in (3.5) and (3.6) then follow
as direct consequences of the following techical lemma which we will also use in
Section 4.

+oo
Lemma 3.3. Assume / 10,w(p)[>p*dp < 400 and can be approzimated by C>
0

functions in this norm, i.e., w € H'(R*). Then rw(r) — 0 as r — 0 and as
r — 400, and for all v > 0,

1 [ )
P <5 [ o) 5 (37)
| 1woodo < [ oo ot (3.8)
and for 0 < s < r we have
) - ()| <3 [ @ pdr+ [ eGP fde (39)
swp [su(s) <3 [ wie)pdrt [ ow(p)Pidp. (310)
0<s<r 0 0

Proof. By density, we can prove the lemma for w € C§°. First, we note that

lw(r)| = ‘ TOO drw(p) dp‘ < (/Oo wi(p) p* dp>2 (/Oo PSdP)2
= (/roowf(p)pz‘dp)ér\lﬁ

from which (3.7) follows. Next, we have
Or(r2w?(r)) = 2r w?(r) + 2r2w(r)w,(r). (3.11)
Thus,
o0 o0
rPw?(r) = —2/ wQ(p)pdp—2/ wy (p)w(p)p? dp,
so that

2/00 w?(p) pdp < —2 /Oo wy (p)w(p)p? dp

<2 (/Toowf(p)/ﬁdp)% (/Toow2(p)pdp> 2
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which gives (3.8). To prove (3.9), we integrate (3.11) to obtain
T T
) - ure)] <2 [ wkp)pdr+2 [l 2] o do
S S
§3/ w2(p)pdr+/ wy (p)p’ dp

as desired. By (3.8) with r = 0 we see that [;" w?(p) pdp < co. Hence (3.9) implies
that there exists ¢ € R so that

lim r2w?(r) = ¢ (3.12)

r—0

exists. Assume, for contradiction that ¢ # 0. Then, there exists o > 0 so that

L
2
>
w(r) = 272
for all 7 < rg. But this contradicts the fact that fooo w?(p)pdp < oo. Finally, (3.10)
follows from (3.9) now that we know sw(s) — 0 as s — 0. O
This also completes the proof of Lemma 3.2. (Il

3.2. Reduction to a 2d equation. The proof of Theorem 3.1 relies crucially on
the observation that (1.3) can be reduced to a 2d wave maps-type equation on which
the fundamental techniques introduced by Christodoulou, Tahvildar-Zadeh, [4, 5],
and Shatah, Tahvildar-Zadeh, [24,25] can be applied after we have localized to the
light cone and identified the regular part ¢(t) of the solution @(t). Indeed, define

—

Y(t,r) = rdat,r). (3.13)

Since (t) solves (1.3), we see that () solves

1 a3

/(/)tt - ¢rr - *wr + w Qw =0. (314)
T T

We define

F@) =4 -2,

¥ 3.15
F() = [ f(0)do = G0t G0t = G0 - v o

Similarly, for the regular part ¥(t) we define
o(t,r) :=rd(t,r). (3.16)

Using Lemma 3.2 and the fact that ¢, = rv, +v we obtain the following estimates

—

for ¢(t):
Lemma 3.4. Let ¢(t) be defined as in (3.16). Then

1-t
lim [67(t,7) + ¢2(t,r)| rdr =0, (3.17)
—+Jo

sup |o(t,r)| =0 as t — 1. (3.18)

0<r<1—t
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We also note that by Hardy’s inequality, (3.8), and since ¥, — ¢, = r(u, —v,) +
(u — v) we have the uniform estimate

sup / (W — ¢¢)2(t,7) + (¥r — )2 (t,7)] Tdr < B < o0, (3.19)
telt—,1) Jo
where again t_ > (T_ (1), T_(7)).

We can now deduce Theorem 3.1 as a consequence of the following proposition
which is phrased in terms of ¥ := ru.

Proposition 3.5. Assume that there exists A € (0,1) and ty € [t_,1) so that for
all t € [to, 1) we have

V2
sup (¢, )| < -5 (3.20)
A(1—t)<r<1—t
Then,
1-t
lim (Wi (t,r) +¢2(t,7)] rdr=0. (3.21)
t1 Ja(1—t)

The size restriction (3.20) will guarantee the positivity of F(¢) = 2¢2[1 —¢?/2]
for A\(1—t) <r < (1—t),t € [to,1). This positivity enters crucially in the methods
introduced in [4,5,24] as the F term there is of the form F' = ¢?, and is always
positive. Thus we do not prove Theorem 3.1 directly in terms of z/_f, as is done
in, say [24, Lemma 2.2], but rather deduce it as a consequence of Proposition 3.5.
Then, by assuming the smallness assumption (3.20) holds for a particular A € (0,1)
we prove Proposition 3.5 using the methods in [24].

‘We momentarily postpone the proof of Proposition 3.5 and first use it to establish
Theorem 3.1.

Proof that Proposition 3.5 implies Theorem 3.1.
Step 1: The main observation is that we can get rid of the L°° assumption in
Proposition 3.5 via an inductive argument, which is the content of the following:

—

Claim 3.6. Let @(t) be as in Theorem 3.1 and define ¥(t) as in (3.13). Then for
every fized A € (0,1) we have
1—t
lim (W7 (t,r) +¢2(t,r)] rdr=0. (3.22)
71 Ja(1—t)
Proof of the claim. Consider the set I C (0,1) to be the collection of all A € (0, 1)
so that there exists tg = to(A) € [t—, 1) such that

Vt > to, Vr € P‘(lit)a(lft)]a |T/J(t77")| < ?
Observe that if A € I, then [\, 1) C I. Indeed, for such a X’ one can take ¢o(\') =
to(A). Also, by Proposition 3.5, then (3.22) holds this particular A. Therefore, to
prove the claim, it suffices to prove that I contains a sequence \,, — 0.
We begin by showing that I is not empty. Fix Ao € (0,1) to be determined
below. Observe that since ¥(t,1 —t) = ¢(¢t,1 —t) for t > t_, we have for all
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Xo(1—t) <r<1—tthat

1—¢t
(t,r) — Blt,r)| = / (Wr — 6)(t:p) dp’

< (/r”(% — ¢0)%(t, p) pdp)é (/Tlt pldp)é (3.23)

< B(log \g1)? < CoB 1= )|}

where the constant B is fixed in (3.19) and we have chosen Cy > 0 so that for all
1/2 < XA < 1 we have log(A™!) < CZ |1 — A|. Next, observe that by (3.18) we can
find tg < 1 so that for all t > ¢y we have

V0 <

lo(t,r)| < <1-t. (3.24)

<

1
3 )
Hence for all ¢ € [tg, 1) we have

1 1
sup |t )| < =+ CoBI1— Aol® .
re[ro(1—t), 1—t] 3

Choosing \g close enough to 1 so that CoB |1 — )\o|% < % we then guarantee that

2
sup [(t,r)] < 5 < g Vig <t < 1,

re€Xo(1—t),1—t]

[V )

which proves that I is not empty, and in fact [Ao,1) C I.
Next, we need to prove that in fact I = (0,1). Note that it will suffice to show
that there exists a sequence \,, — 0 such that \,, € I for all n € N. We define

An = A0, Vn e N. (3.25)

Note that we have proved that \; = A} € I. Now we argue by induction. Assume
that A\, € I for some n > 1 and fix this A,. We seek to prove that \,41 € I. We
record a few additional consequences of our inductive hypothesis. Since A\, € I,
Proposition 3.5 implies that
1—t

lim (W7 (t,r) +¥2(t,r)] rdr=0.

L7 x (1-1)
Using (3.17) we in fact have that

1t
lim (W — &) (£,7) 7 dr = 0.
£ I a, (1—t) "

Thus we can argue as in (3.30) to deduce that there exists 0 < ¢,, < 1 so that

(%= 8)(t. (1= 1) < \/1og<A;1>\/ @ <5 (320)

n(l—t

for all t,, <t < 1. Using (3.18) we can also ensure that ¢, is large enough so that

Bl < g YOS r<1—, (3.27)
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for all ¢, <t < 1. Next for all € [Ap+1(1 — 1), A\n(1 —t)] we can argue as in (3.23)
to bound the term

[((t,7) = ¢(t,7) = (P A (1 = 1)) = &t A (1 = 1))] <

An(1—2) An(1—t)
/ (br — ¢7)%(t, p) pdp / p~Ldp
An41(1—1) Anp1(1—t)

< B(log(\n/Ant1))? = B(log(A\g1))*

IN

IA

1
3
where B is as in (3.19) and since A\, /A1 = A§/A\T = A" and we have chosen

Ao close enough to 1 so that the last line above holds. Now for each ¢ € [t,, 1) and
7 € [Ag1(1 =), A\ (1 — t)] write

[0(t,7)] < [((E,7) = @t ) = (Pt An(1 = 1)) = &(t, An(1 — 1))
+ ot )+ [t An(1 = 1)) — o(t, An(1 = 1))

As we also know that sup,¢ix, (1-¢),1-¢ [V 7)] < % for large enough t < 1 by

assumption, we have now proved that \,,+1 € I as well. Thus, by induction, A\,, € I
for all n and this completes the proof. O

Step 2: We now transfer the result of the Claim 3.6 to « and conclude the proof
of Theorem 3.1. Since v, = ru, + u we see that

1—t 2
/ {uf(t, r) + ui(t,r) + Y (t; T)} r3dr
A

(1-1) r

_ A (1__@ [W2(6,7) + (e () — ult, r)*(t7) + 2(t7)] rdr

< 2/1t [wf(t,r) —|—1/13(t,r)] rdr+3/ uz(t, r)rdr.
A

(1—t) A(1—t)

Hence it suffices to prove the vanishing of the Hardy term

1—t
/ u?(t,r)rdr —0 as t— 1. (3.28)
A(1-t)

To see this, we first note that (3.22) together with (3.17) imply that

1-t

lim (e = 60)2(t7) + (6 — 6,)2(t,7)] rdr = 0. (3.29)
A(1—t)
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Next, note that (3.3) implies that (¢,1 —¢) = ¢(¢,1 —t) for all ¢ € [t_,1). From
this we see that that for every r € [A(1 —t), (1 — t)] we have

ot ) — S(t,7)| = / (e — 60)(t ) dp’

< ( / . —¢r>2<t,p>pdp)é ( / l_t,o—ldp)% (3.30)
(/:_t (Vr — 60)2(t, p) pdp) '
(1)

2
Using (3.22) we can then conclude that

sup Yt r)—d(t,r) — 0 as t — 1.
rE[A(l—t),(l—t)]| (tr) = o{t,7) (3.31)

Then by the definitions (3.13), (3.16) we have

[N

< (log )\_1)

sup r |u(t,r) —ov(t,r)| =0 as t — 1.
re(1-1),(1-1)] (8:32)

As a direct consequence we obtain,

1—t
/ [u(t,r) —o(t,r)]* rdr -0 as t— 1. (3.33)

A(1—t)
Combining (3.33) with (3.5) we obtain (3.28), which finishes the proof of Theorem
3.1. O

3.3. Proof of Proposition 3.5. We have thus reduced the matter of proving The-
orem 3.1 to proving Proposition 3.5. This will follow from the techniques introduced
by Christodoulou, Tahvildar-Zadeh, [4,5], and Shatah, Tahvildar-Zadeh, [24,25].

Recall that J(t) satisfies the wave maps type equation (3.14) except that f # gg’.
By translating in time, we can, without loss of generality assume that T, (@) = 0
so that 7. (1;) = 0 in order to adjust to the notation used in Shatah, Tahvildar-
Zadeh [24, Lemma 2.2].

The conserved energy for (3.14) is given by

e = [ (e + e+ S50 rar

where F(1)) = $¢?[1 — 4% /2] as defined in (3.15). After translating in time so that
T+(z/7) = 0 we see that the hypothesis of Proposition 3.5 give us a A\g € (0,1) and
a tg < 0 so that for all t > tg, t < 0, we have

sup  |ip(t,r)| < @. (3.34)
At <r<[t] 2
Note also that
[(t,r)| < ? = F(y(t,7)) > 0. (3.35)

This leads us to reduce the proof of Proposition 3.5 to the following lemma:
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Lemma 3.7. Let A € (0, 1) be given as in Proposition 3.5 so that (3.34) and (3.35)
holds. Then

[t]
EN(t) = //\ (;[7,/}]‘2(15,7‘) +2(t, )] + F;;b)) rdr—0 as t /0. (3.36)

[l

We remark that Proposition 3.5 is an immediate consequence of Lemma 3.7
since (3.35) implies that F(¢) > 0 in the domain of integration in (3.36). To prove
Lemma 3.7 we will need a few multiplier identities

O (;wf - gw,% + ng)) — O (11t ) = 0, (3.37)
2 2
O (r*vetpr) = Or (;w? + SR - F(w)) +r7 =0, (3.38)

which are obtained by multiplying (3.14) by ¢; and rti; respectively. We denote
the truncated backwards light-cone emanating from (¢,7) = (0,0) and its mantel
by
K(r,e) :={(t,r) |7 <t<e<0, 0<r<|7|}, (3.39)
C(rye) ={(t,r) | 7<t<e<0, r=]|7|}. (3.40)

For 7 < 0 and € < 0 small with 7 < ¢ < 0, we also define the local energy and the
flux:

Il T
er)= [ (juitmn+ e+ R o

h e (3.41)

Flux(r,¢) := —co/

T

2 14

where x(¢) == ¢, —¢), T < £ < e <0, and ¢ > 0 is a universal dimensional
constant so that the following local energy identity holds:

E(1) = &E(e) + Flux(r, ). (3.42)

Note that although we don’t know that F'(¢)) > 0 on the entire domain of integration
in £(7) and £(e) above, the hypothesis of Proposition 3.5 guarantee that F'(x) > 0,
for 7 small in the Flux term and hence Flux(r,e) > 0 since 7 < ¢ < 0. From (3.42)
we can then deduce that £(7) > E(e) for 7 < e < 0.

Next, since |€(7)] < A < oo and since £(7) is monotonically decreasing as 7 0,
we observe that

lim £(c) =: £(0)

exists and is finite. Using (3.42) again we see that

Flux(7) := lim Flux(r,e) < (1) — £(0)
e—0
exists by monotone convergence and that 0 < Flux(7) < oo as well as Flux(7) — 0
as 7 — 0. We can now replicate the argument in [24, Lemma 2.2] which we include
here for completeness and to show where precisely we will use the hypothesis in
Proposition 3.5. We also refer the reader to the book [23, Proof of Lemma 8.2].
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Define,
elt,r) o= () + U )+ F((t ),
m(t,r) = P (t, 1) (t,7), (3.43)

L(t,7) 1= =503 (t,7) G030 r) + 5 F@(6r) = 2 (6(E ) (t,7).
Then, using (3.37), (3.38) we see that
O¢(re) — Or(rm) = 0,

O¢(rm) — Or(re) = L. (344)
We also introduce null coordinates
n=t+r, E=t—r
as well as the functions
A20,€) = (et m) = & (D + 0,00 + T
AT
B2(,) = rle —m) = 20— 007 + =,

Note that the assumptions of Proposition 3.5 ensure the positivity of F(¢(¢,r)) in
the region

KXo ={(t,r) | to <t <0, Mt| <r < |t|}, (3.46)

and thus the interpretation of the functions A2, B% as squares in K7, is justified.
We can rewrite (3.44) in terms of A2, B? as

e A? =
.15 — (3.47)
,B% = —
We next claim the bound
Claim 3.8. On K2,
2122
I? < CA B (3.48)

Proof. Indeed, a direct computation and simple algebra yields
1 4 16
?< 5(1/13 —97)? + T—4F2(1/;) + ﬁfQ(ﬂ/)z/)?«- (3.49)

Next we note that the assumptions of Proposition 3.5 imply that for all (t,7) € K2\,
we have

[t r)I* <

l\:JM—l

It follows then that
| = |¢ 1 - | < |w|a

_|v? P? w?
F 1 2 bl
Combining the above inequalities gives

) <P <4F@W), Y (tr) € K. (3.50)
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Plugging (3.50) into (3.49) we obtain
(W2~ 93+ 5 F2() + g Fs?,
(3.51)

l\D\»—t

< C |2 93 + F2W) + SF@)WE +v)|

On the other hand,

A?B? L o 22, 1o 2 2 2
A —(emle—m)= 22 ) + P+ SFW)E + D)
which, together with the preceding inequality, establishes (3.48). O

Now, we can combine (3.47) with (3.48) to see that
[0 Al < gB, |0,B| < g.A. (3.52)
Now consider the rectangle
[':=T(n,§) = [1,0] x [§0,¢] C K&y
Integrating on I' and using (3.52) we have the inequality
¢ B(0 </ ¢
A < Ag) +0 [ D0 e [ AES) i ag
(3.53)

We estimate the 2nd term on the right as follows

/ﬁ d5<<£08(o,5>d5> (/5 (ng,)zds>

o M- 5’
f FW(O@')} , ( 1 1 )5
AADS | (—ed -
< @p | n=¢ n—=%
Flux(¢& )
<C
n—=_§
Now, define
h(n,€) == sup /' —EA(',€).
n<n’<0
‘We then have
A0 < Alno) + 0 [T [ 5, n <) g
0 77 -
Flux( 50

+C? ( ! >d’.
/5077 H\Vn—¢& =& :

Using the above and the fact that I' C K2, we then obtain,

vV—=¢ N /
o €) < =Ehtne0) + OV + € [ 008
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Next, define M := (1 —\)/(1 + \) < 1. Fix 5 and consider & € [§y,n/N]. Applying
the integral form of Gronwall’s inequality gives

h(na 5) < \/%goh(na 50) + C V FIUX(&))
g
& LV=Eo
Setting n = M& with & < € < € we have
3 / ’
n " f()‘ 5 — f )>
———df" =log| =——F— ) <lo
e Ty Tt (Gveg) <os
Note that since v is regular away from (0, 0), A is bounded at (7, &) forn <n’ <0
by a constant that depends on &y and thus

h(n,&) < sup /o' =& sup A1, &) < C(&)v/ —Eo-

n<n’<0 n<n’<0

Let € > 0 be given. Fix £ small enough so that C'y/Flux(&p) < e. Then,

13 /
HYE€) < Ol e+ 0l | o=
< Ce+C(&)V—¢

< 2Ce

+C

B, €0) + C Fluxt (50)} h(n, f/)ﬁ e(ffg' e ) de’.

=

¢’ + Ce

provided ¢ is small enough. Therefore,

h(n,§) Ce
AE = == =t

This means that

for (n, &) small inside K2\

ext*
0 2 2 0 dn’ 2 —<£ 2
A*(n', &) dn’ < Ce / = Ce”log () < Ce% (3.54)
o ST YT
With the above in hand, we can now conclude by integrating (3.37) over the triangle
with vertices (n, &), (0,£), (0,7 + &) and n = N'¢. We obtain

Il 0 3
0=—//\t|e(t,r)rdr—/n r(e+m)dn +/n+£r(e—m)d£ (3.55)

=1+ 1T+ III.

We note that III is the Flux which tends to 0 as [¢| — 0 and II is exactly (3.54)
which tends to 0 as we have just shown. This means that I also tends to 0 which
proves Proposition 3.5.

4. SELF-SIMILAR AND EXTERIOR REGIONS: GLOBAL SOLUTIONS

In this section, we consider a global type II solution #@(t): we assume that
[0,400) C I and that for some M > 0,

sup ||u(t)||ln < M.
e @)l (4.1)

We identify the radiation term ¢ (t) and establish the analog of Theorem 3.1 for
w(t).
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4.1. Extraction of the radiation term. We begin by extracting the radiation
term, that is, we find the unique solution ¥, (t) to the linear equation (1.21) which
i(t) approaches outside the forward light cone. This is a somewhat more involved
procedure than in the finite time blow-up case where taking a weak limit suffices.
In particular, we prove:

Proposition 4.1. There exists (vo,v1) € H such that ||(vo,v1)|l < M and

VR ER, / V0w —vn)(t,2)Pde = 0 as ¢ = oo,
|t

where vy, is the free wave, i.e., solution to the linear equation (1.21), with initial
data (vg,v1).

The rest of this subsection is devoted to the proof of this result, which follows
closely the proof of the corresponding result in [11]. For § > 0, let 5 : R* — R be
a radial smooth function , such that
1 for|z|>1-94

C
0< <1, |V < —, T) = .
<essl, IVesl< G ol {0 o b= 195
Lemma 4.2. Let € > 0 be given. Then there exists t, T +00, § > 0 small such that

s (£ ) ttn2) = 03 () (ultns).Ouu(tr, )
has a profile decomposition with profiles (Uﬂ) and parameters (Ajn,tj ) such that
I(Us, Ul <€ and ¥n, t1,, =0, and Vj>2, —tj—n — +00.

j,n
Proof. Step 1: We claim that there exists §; > 0, s,, — +00 such that

{9051 (:E/Sn)ﬁ(sn)}

has a profile decomposition with profiles {‘_/}f }; and parameters {u;n,s;jn} such
that

Vi>2,  lim —2" e {+oo)

n——+00 Hjn

and  lim — 2" € [-1,26, — 1] U[1 — 26,,1],

n— 00 Sn
Yn>1, s1,=0, and [(Vy,Vi)lln <e/2.
In fact, note that finite speed of propagation and small data theory imply

t——+oo

lim sup/ |V ou(t,z)]?de —0 as R — 4oo. (4.2)
|z|>t+R
Indeed, let 7 > 0 be given. Choose R large enough such that
/ Vol +uf <.
|| > Ro
Let
to,r, () = {

Then

UO(RQ) if |$‘ S RO - 0 if |.CC‘ S RQ
. ) U1,Ro (.’1?) = . .
ug(xz) if |z| > Ry ui(x) if |z| > Ro

1(%o, Ry, U1,Ry) |1 < 1.
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If n is small, by small data theory, the solution g, to (1.3) with data (o, r,, %1,R,)
exists for all time and

sup ||(7:LR07 87511130)(0”71 < Cn.

>0
By finite speed of propagation, for |z| > R +t, Ur,(t,2) = u(t,z). The claim (4.2)
follows. .

Let s, — oo, then (s,) has a decomposition with profiles {V{’}; (with initial

data (voj,v1,5)), parameters {/in, $jn n, and remainder (&g ,,,w{,,). As usual for
the profile decomposition, we denote

~ 1 -~ /t—s; T
Vi) = —V! (“‘, ) :
’ Hjn Hjn  Hjn
As we can always extract subsequences without loss of generality, we will system-
atically assume that all real valued sequences converge (in R). We next recall that
we can assume

. . Sj
either  lim ——22"
n—-+00 Hjn

==+o00, or Vn, s;,=0. (4.3)

Define

. Sjin
;= lim —=2%.
n——+00 Sn

Claim 4.3. For all j, |7;| <1, and lim Him _ 0, except for at most one j, for

n—+oo S,
which the limit is finite.

Proof. For this, consider v, = u(Sp), v1.n = Ou(Sn), n = Sn. By (4.2)

R—+00 pooco

lim lim sup/ IV00,n(2) > + |1, (2)]?dz = 0.
|z|>Rs,

Hence we can apply Lemma 2.7, and deduce that for all j, liIJIrl Hin < 400, and
n—+oo S,
for all j except at most one, the limit is 0. Moreover, |7;| < co.
In the second case of (4.3), 7, = 0, and we are done. Now consider the first case

of (4.3). Assume |7;| =1+mn, n > 0. Note first that

- 2
limsup/ ’Vt,xV]fn(O,x)’ dr =0 as R— +oc.
|z|>sn+R ’

n—roo

This follows from the Pythagorean expansion with cutoffs, i.e., Proposition 2.5. We
combine this with Lemma 2.6: let € > 0, there exists R and Ny such that

- . 2
Vn > N, / )vt,zvﬂn(oym) <e.
=501 Rt

We note that for n large and R large,
| < Rpjn} C{z| |z] = s, + R}. (4.4)

{z [ 2] = Isjn
Indeed, if ||z|—|s;n|| < Rjn, then |z| > |s; | — Rp;,. But since KN + 400,
Hjn

for any ¢ > 0 small, if n > Ny is large enough p; , < d|s; | so that
|z| = (1 = Ro)|sjn| = (1+d0/2)(1 — RO)sn.
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Fix ¢ small enough so that (1 + §9/2)(1 — Rd) > 1; thus, since s,, — 00, our claim
(4.4) follows. But then

y 2
VYn > Ny, / ‘VMVL]’R(OJ) dzr < 2e.

By invariance of the linear energy, f/ﬂ = 0, which is a contradiction. Hence |7;| < 1,
and this establishes our claim. (I

Next, note that if j is such that lim Him g (and finite by Claim 4.3), we

n—-4oo Sn

. |85l

cannot have lim —2—
n——+oo Hin

one j, by Claim 4.3. We assume this is j = 1, and we can also assume p , = Sp.

Now we claim that

= 400, hence s;,, = 0 for all n. This happens for at most

supp(Vg, Vit) € {a | [a] < 1}. (4.5)

Indeed, take 6 € D(R?) such that supp(d) C {z | |z| > 1+ n}. Then by (4.2),

. 1
/9 (x) .d—/Qun(sn,x)dx —0 as n— +oo.

sn) g%

But since lim 2" — 0 for j > 2, by the profile decomposition and the weak

n—-4oo Sn

convergence to 0 of the rescaled w;, this gives

. 1 (=2 1 -~ (T -~ (T -
i [0 (5) g (v () 9 () oo
ie., /5.(V‘7017 V') = 0 and (4.5) follows. Then we define the first profile

Vo, VIO ) == es (). (Vs (), Vi (), (4.6)
with parameters pi, = s,, S, =0.

For &' small, (4.5) shows that ||(Vy, Vi)|ln < €/2.
Let now 7 > 2. Then lim Hin _ (recall j =1 is the only one for which this
n—+oo S,

is possibly not true by Claim 4.3). We distinguish two cases according to (4.3). Let

Jr={je{2...,J}|Vn, s, =0} and
Toi={jel2,. T} lim —2" = +oo0).

n—-+4o0o Mj,n

If j € J1, using i n/sp, — 0 and Lemma 2.6, we see that:

—0 as n— +oo.

(/7 J
HWtVLm(O)‘ L2 (s /22| <s0)
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Next note that |Vys (y)| < Cs Sﬂ(y|)’ from where we deduce, due to Hardy’s in-
Y
equality
T - T 1 -~
Va T V2 (0 < Cg =)=V (0
7 (o (32) a0, < oo () ],
Vi (0,2)
< Cslles |22 T
L2 (sn/2<|z|<sn)
< Cy |V V.0, 2)
>~ Uy L,n( x) L2(sn /2<|2|<5n)

Combining these two limits, we get

x ~
Vj li z =V (0 =0. 4.7
j €T, nJTOOHV it (@5 (sn) e 796)) L (4.7)
If j € J5 (recall 7 := lim _Sin o [—1,1]), we claim that
n—-+oo Sn
. x ~ ~ e

i [V (0 () Ha0.0)) = om0 =0 (@s)

n—00 Sn ’ 2

Keeping in mind that ¢ (|75]) — s (—Sj’n
s

) is small for n large, we rewrite
n

€T ~ ~
Var (0 () Hal0.0)) =~ o7 VsT2, (0.0

n

_ 1 Ly TN _ (i 7
= Vg <3n> Vi (0, 2) + <<p5/ (8n> go( . )) Vi Vi, (0,2)

(e (-22) ~ 0 0mD) TuiE 0.0).

n

We will show that the L?-norm of all three terms tends to 0. For the first two
terms, we use Lemma 2.6:

y 2
lim sup/ ‘Vt’zVIf’n (0795)‘ dr —0 as R — +oo.
llzl=lsjnll2Rpjn

n—oo

Now, for the first term: we use Hélder’s inequality, the Sobolev embedding
HY(R*) < L*R?) and conservation of the linear energy for V{ to compute

1 - .
/ IV oo/ 50) PIVE (0, 2) 2da
[lz|=]sj,n||<Rujn

2
STL

< ”v@”%‘” _ . < Ru; % Vj 0 2
< o pUllel = Issnll < Bujn}) 2 Ve, (0 Za
R?u% .
< — IVellE= Ve V()72 = 0, (4.9)

for all R € R, because p; /s, — 0. For the second term, if ||z|| — [s;n|| < Ritjn,

then 2] Bsal
Sn Sn,

< Rm. As Him 0, we see that ¢s <:c) — Qg _5in
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0 (uniformly on the interval), and

xT
s b2
llz|=lsjnl|<Rpjn Sn

for all R € R. Finally for the third term, s (|7;]) — @s (_s]n> is small for n
s

n

’Vm Ln(() sc)’ dx — 0

large, so it tends to 0. Thus the limit (4.8) holds.
In particular, if |7;| <1 —2¢', @s (a:) Vi Vi ,(0) = 0 in L?. Thus we define
Sn ’

J = {j€{27...,J}

We can define our new profiles

lim —22" = £oo and 1 — 26" < 7| < 1}
n—-+o0o Hin

o

VjeJ, Vi= s (|75]) V7,  with parameters {tjns Sjmtn (4.10)

Thus, using (4.6), (4.7) and (4.10) we deduce the existence of a remainder term
(wd s wy ,,) such that

o5 () (s uu(52)) = V210 + 32 V00 + (0 )
J

where lim limsup ||S(¢ )(wf)]7n?wi]7n)||s(R) =0.

J—=+00 4o
This gives Step 1.
Step 2: Let u, be solution to (1.3) with initial data s (m) (sy). Let V7
Sn

be the nonlinear profile associated to {VLJ s s sjm}, and

. 1 .. (s—5sin
Vi(s,2) = v <55yl’>

Hj.n Hin  Hjn
We use Proposition 2.9 (with t,, = s,,/2): u, is defined on [0, s,,/2] and

Uin(5n/2) = Z (5n/2) + B (50/2) + 7 (50/2),

where lim limsup <|r;{||5([075n/2]) + sup ||F;{(t)||H> =0.
+ %) 0<t

n—+00 j_,i <t<s, /2
0, — s Sn/2— s,
Then —2" — n/ I for j =1, s1n=0and |[(V), V)llu < e/2, 1 =
Nj,n Nj,n
S; S
Sp; for j > 2, 2% = 400 and lim ]’n‘ = |r;] € [1 — 28,1], so that
n—=00  [hjn n—oo | 8§,
j Sn/2—s
if lim ——2" = 400, then lim u = 400;
e Hin n=too
S Sn/2—5s;
and if lim —2% = —o00, then lim u = —00.
e Hym n—teo fljn

The last limit follows from

M:_%<_ on +1) and —

Hjn Hjn

1
+1—-—4+1>0.
Sjmn 27;
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(we recall 7; € [-1, -1 + 28']).
Let

Now by definition of ps,

if |z|>(1—08)sp, then @,(0,7)= ps <Sx) U(Sp, ) = U(Sp, ),

so, by finite speed of propagation
if |z|>(3/2—-6)s,=(1-20)t,, then w,(s,/2,2)=t(t,,x).
Thus

S
=2
7N
=
~
Sy
—
—
3
SN~—
Il
S
=
7N\

) o) -

Y () Pasur+os () altons2) +05 (1) ltsns)

Next note the for n large, J large, ||¢s(z/tn)7 (s,/2)|/% is small, so we can ignore
this term. Also observe that ||S(t)(w{ ., w{,)|s®) is small for J large, n large,
hence the same is true for ||S(t)(ps(x/tn)W;) (5n/2))| s(r) by Lemma 2.8.
Next for j = 1, recall that supp(Vg', Vi) C {z| |z| < 1} and ||(Vy, Vi) |l < /2,
so that by small data theory, ||(V,1(¢),8,V,}(t))|l < Ce/2 where
1 t 1 t
Vit,z)= —V! ( x) L aV(ta) = oV ( x) .

Sn Sn Sn n Sn Sn

1 1 =z x 1 1 =z
Ul,ul) = Ty Ly (L2 Y ot ).
(o, U1) (905 (tn Sn 2" s, /)" ve tn ) s2 ¢ 27 s,
We will let 1., = 0, A1, = s, (and recall ¢,, = 3s,,/2). Then ||(Ug,U})||3 < Ce.

5
For j > 2, consider first those j such that lim —=2"
n—-+oo Hjn

Let

= —00. We claim that

Jim s @/t) ViGsa/2)|, =o0. (411)
In fact, since 5/78] — —o00 and
Hjn
= 1 (82— Sin 1 (80)2 — S8in
Vi(sn/2,2) = | —V7 <‘°’/53 x) 0,V (S/Sa z ) ,
Hin Hin — Hin/  Hjn Hjn  Him

then ||V (s,/2) — Vﬂn(sn/Q)HH — 0 as n — +o0o0. We are left to bound

s (2/ta) Vi (50/2) |31
Recall
L. 1 i (t—sin
Vﬂn(tax) = 7‘/1'17 ( %5, ax) )
’ Hj,n Hjm  Hjmn

iy 1 -, 2 _ g
so that V{  (sn/2,2) = —V/ (S”/SJ", x) .
’ g Hjn Hjn
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Sn/2 —s; S
Recall that u — —oo in this case. Let —t;, = ?n — 8jn, SO that
Hin
tin
——2= = —00.
Hijn

Let € > 0 be given, apply Lemma 2.6 and choose R large so that

n—-4oo

lim sup/ \Vt,wVﬂ7n(—tj,7l,m)|2dx <e.
[z =1t nl1ZRpjn
On the other hand, on the support of ¢s(z/t,) we have (1 — 26)t, < |z|. This
means that (1 — 20)3s,,/2 < |z|, which implies that
3 sn
(1-26)2n < 11
2 i~ Hin
We claim that for n large,
{o | (1=20)3sn/2 < ||} n{a] [|2| = [tjnll < Rpjn} = &

Indeed, if z lies in the intersection

3sn 1 s,
(1=20)—= < || < Rujn + [tjn] = Rpjn + sn |5 — =2
2 2 Sn
j 1
As —2n 7; € [-1,28" — 1], if § is small, =5, < Ry, but lim Sn +0o0,
Sn 2 ’ n—+00 [1;

a contradiction. This shows that our claim holds, and hence

limsup ||ips(2/ta) V., (50/2) 3¢ < e

n—+4o0o
This establishes (4.11).

y
The third case is when j > 2, lim — L% — 4 0. We claim that in this case,
n—-+oo Hjn

(2 () e (e ) @) =0 e

H

we have

lim ‘
n—-+o00
We proceed similarly to (4.8):
. 1 2 ; Sn,
Via (g5 @/ta) V] (50/2)) = 05 (3 ¥ 3rj) Vi (5)
1 ,
= S5/t )VE o (50/2)
1 . .
+ (o wsColtn) 4 0 (0f1a)) Tun (VE 50/ = Vi 50/2)

+ (s /) = 05 (22)) 00 (502

Jin

ts 1 2 j
() o (5 3m) ottty

We now show that each of the four terms in the right hand-side tends to 0 as
n — 4+00. Let € > 0. Lemma 2.6 provides us with R so that

/ |Vt)$V]in(sn/2,a:)|2dx <e.
[lz|=tjnl|>Rujn
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Proceeding as in (4.9), as pj n/t, — 0, we see that

VR € R, /
ol =Itjnl|<Rpjn

Hence the first term tends to 0. For the third term, it also suffices to consider the
case when ||z| — |t;n]| < Rpjpn, but then

t Al
%<x)_%<_zv”>‘§a53‘?’"205m—>0 as n — 400,

) 2

1
tfvwa(m/tn)VLj,n (5,/2,2)| dx — 0.
n

tn n n Sn
Hence the third term tends to 0. For the second term, as we saw before
Sn/2— 54
n2= S
Hjmn

in this case (and t,, — +00)), so that by the definition of nonlinear profiles

1 = (sn/2—s x 1 =i (sn/2—s, x
i 5n j.n _ N gin -
2V ( 1L " ) 1/2VL( 1 " > 0 in #H.
' din din ' din din

This shows that the second term tends to 0. Finally, note that

T tj,n
33T

thus the fourth term also tends to 0. Claim 4.12 follows.
Thus, it only remains to check the pseudo-orthogonality of {i; ,,t;,} for j > 2

of the second class (7; > 0). But

)

Hin + Hi,n + |tj,n - tk,n| _ Hin + Hi,n + |sj,n - Sk,n|
HFkn  Hjn Hjn HFkn  Hjn Hjm
This finishes the proof of Lemma 4.2. ([l

— +00.

Proof of Proposition 4.1. Step 1. Let us prove first that for each R € R, there
exists a solution @ of the linear equation (1.21) such that

/ |Vio(u—oft)(t,x)]Pde — 0 as t— +oo.
|z|>t—R

Indeed, for each n consider the solution u, to (1.3) with initial data ys(z/t,)u(ty,)
at t = 0. Because of Lemma 4.2 and Proposition 2.9, u,, is globally defined and
scatters for positive times. Fix n large, let wy, ,, be the solution of the linear equation
(1.21) such that

t—lg-noo ‘lan(t) - u_]’L,’I’LHH =0.
By finite speed of propagation, @(t, + t,x) = @, (t,x) for |z| > (1 — d)t, + ¢, and
t > 0. Hence,

/ |Vizu(t,r) — Vigwr pn(t —to,2))2dz — 0 as t — 4oo.
|x|>—dtn+t

We choose n so large that &t, > R, and define 9¥(t, z) := @y, n(t — t,, x): this step
follows.

Step 2: Choose t,, as before, S(—t,)u(t,) has weak limit (v, v1) in H: notice
that due to (4.1), we have
[(vo, v1)[2 < M.
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Let o1, be the free wave, solution to the linear equation (1.21), with initial data
(vo,v1). We also have a profile decomposition

J
i(tn) = 0(tn) + >_ U7, (0) + ).
j=2

(Here we choose UE =1, AM,n = 1, t1,, = —tp, which is allowed by construction
of a profile decomposition, with profiles as weak limits). Also,

J
@(tn) — T (tn) = TL(ta) — T (tn) + > UL ,(0) + 5]
j=2

is a profile decomposition. By Proposition 2.5, we have an almost orthogonality:

/ Vit x) — Vi 0f (t,, z)2de = / |Vio(on — o) (tn, )|Pdx
|z|>t,—R |z| >t —R
J .
s V0Pt [ a0+ o)
j=2/lz|>t.—R ' lz|>t,—R

The left hand side tends to 0, and as all the terms on the right hand side are non
negative, we deduce

lim |Vt.2(vr, — 0F) (tn, z)|*dz = 0.
n——+00 |z|>t, —R
Since vy, — vf? is a solution to the linear wave equation (1.21), by decay of outer

free energy, we have

lim Vi, v, — v t,x 2(1lx:07
dm [ Ve o)

which gives our result. O

4.2. Vanishing energy in the self similar region for global solutions. In
this subsection we prove the analog of Theorem 3.1 for smooth global solutions
to (1.3).

Theorem 4.4. Assume that U(t) is a smooth finite energy solution to (1.3). Let
A€ (0,1). Then

o 2 )P s
limsup/ (|Vt,ru(t7r)| + 2) r°dr -0 as R — +o0.
t—+oo JAat r
We will also require the following simple consequence of Theorem 4.4.
Corollary 4.5. Let A € (0,1). Then ast — +oo
||Vt,r’u,(t) — Vt,rUL<t)||L2(r2)\t) —0 and Hru(t, T)HL“’(TZM&) — 0.
Proof of Corollary 4.5. From Theorem 4.4 and Proposition 2.3,

limsup ||V, u(t) = Vi vn ()| 2 (repae,i—r)
t—+oo

< limiup Vi ru()ll2repe,i—r)) + I Vervn ()] L2 (rert,t—R))
—+00

—0 as R — +oo.
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Now, we use Proposition 4.1 on the interval [t — R, +00), and this gives the conver-
gence

Viru(t) = VoL ()| Lzrs>ae — 0.
Then it follows from Lemma 3.3 that

|||x|(u(t, 33) - UL(t7 x))HL”ﬂI\Z)\t) — 0.
But as vy, is a linear solution, ||rvL(t,7)|lr= — 0 as t — +oc. Indeed, if vy, (0) is
smooth with compact support, we have the well-known dispersive estimate

VE >0, Vr >0, |on(t,r) <Ct 2. (4.13)

Combined with finite speed of propagation yields the result in this case. It follows
in the general case via a density argument. This gives the second convergence. []

We use the linear solution vy, (t) constructed in the previous section, and rely on
our assumption of spherical symmetry. As in the finite time blow-up case we pass
to a 2d formulation by introducing the functions

v(t,r) =rult,r), o(t,r)=ro(t,r).

Claim 4.6. We have the convergences

o 2, L)Y s
limsup/ <|Vt7rvL(t,r)| + 2) r°dr -0 as R — +o0,
0 T

t——+o0

t—R
lim sup/ IVird(t,7)*rdr — 0 as R — +oo,
0

t——+oo

limsup sup |¢(t,7)] =0 as R — +oo.
t—+4o00 rel0,t—R]

VR >0, lim Vi rd(t,r) — Vi bt r)> rdr — 0,
R

- t—4o00 —

and the bounds, for some constant C(M) depending only on the constant M (defined
in (4.1)), and all t > 0:

| (st + 220 < cp
0

/ <|vt,r¢(t,r>|2 + W) rdr < C(M)2.
0 T
Proof. Proposition 2.3 yields that

t—R
lim sup/ |Vt7rvL(t,r)|2r3d'r —0 as R — +oo.
0

t——+oo

By (3.8) in Lemma 3.3, with » = 0, we sees that by density and preservation of the
linear energy, it suffices to establish the convergence for ¥, with initial data that is
C§° (and radial).

We now use (4.13) and (3.11) and the fact that by Lemma 3.3 we know that
slup(t,s)| — 0 as s — 0, to integrate (3.11) between r = 0 and r =t — R to obtain

t—R t—R
2/ v%(tw)rdr = (t—R)Z’U%(t,,t—R) —2/ v (t,7) Orvp (E, 1) r2 dr
0 0

t—R t—R
< (t—R)>vi(t,t — R) + / v (t,r)rdr + / 8,0 (8, 7)) 3 dr.
0 0
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Hence,

t—R ) (t—R)2 t—R 2 3
; vL(t,r)rdrgCTJr ; |Orvr (t, )" v dr,

which combined with Proposition 2.3 gives the first statement. Now, 0,¢ = r0,v +
vy, and the second statement follows. The third statement is then a consequence
of (3.10) in Lemma 3.3. The fourth and last convergence is a reformulation of the
extraction of the linear term Proposition 4.1, in light of Lemma 3.3, (3.8).

Finally, the first bound is a consequence of the type-II bound (4.1) combined
with Lemma 3.3, (3.8) with » = 0. For the second bound we also use (3.8), Propo-
sition 4.1 and conservation of the linear energy.

O

The proof of Theorem 4.4 follows the same general outline as for the finite time
blow-up case. First, we prove desired vanishing of the energy for a particular
A € (0,1), conditional to an L> bound which guarantees the positivity of the flux.
We then prove that this implies the general case of the theorem via an inductive
argument.

Proposition 4.7. Assume that there exist X € (0,1) and A >0 and T > A/(1—N)
such that

VE>T, Vre M, t—A], |t r)| < (4.14)

S

Then R
limsup/ (|0ub(t,7) > + |00 (t,7)|*) rdr — 0 as R — oc.
A

t—4o0 t

Let us postpone the proof of Proposition 4.7 and use it to prove Theorem 4.4.

Proof that Proposition 4.7 implies Theorem 4.4. The proof follows in two steps.
Step 1: We begin by establishing the following claim which establishes the
desired vanishing in terms of .

Claim 4.8. For all X € (0,1),

t—R
limsup/ ([0up(t, r)[> + |0y (t,7)|*) rdr — 0 as R — oc. (4.15)
t—+oo JAt
Proof of Claim 4.8. Consider the collection I of the A € (0, 1) such that there exist
R(A\) > 0and T'(A\) > R(X\)/(1 — A) such that
V2
YVt > T(N), Vr e [At,t— R(N\)], |v(t,r)] < - (4.16)
Observe that if A € I then [A\, 1) C I (for any X' € [A, 1), notice that R(\) = R(})
and T'(\) = max(R(N\)/(1 — X),T(N\)) work, because X't > At). Also, in view of
Proposition 4.7, if A € I, then (4.15) holds for this particular A.
Hence it is enough to prove that I contains a sequence {A,} C (0,1) which
converges to 0: this is our goal from now on.
Let us first show that I is non empty. First observe that there exists Ry > 0 and
Ty > 0 such that for all ¢t > Ty,
0(t,t— Ro) = p(t,t — Ro)| <1/6, and  sup  |d(t,7)| < 1/6.

r€[0,t—Ro]

Indeed, we invoke Claim 4.6 (and (3.7)).



34 R. COTE, C. E. KENIG, A. LAWRIE, AND W. SCHLAG

Let Ag € (0,1) to be determined later. Let ¢t > Ty and r € [A\gt,t — Rp]. Then,
(assuming that Ty > Ry/(1 — \p), using Claim 4.6 repeatedly,

| (t,r) — o(t,7)|

t—Ro d’l’/
< |[(t,t — Ro) — &(t,t — Ro)| + / \/77|3r1/)(t,7") — Or(t, ") NG

1 t—Ro 1/2 t—Ro d'rl 1/2
<z+ ( / [0 (. 77) —c%qb(t,r’)l%’dr’) ( / r)

< 1/6+20(M)y/log . _TRO < 1/3+ 2C(M)+/]log Mo

Thus, for t > Ty, r € [Mot,t — Ro], and provided that Ty > Ro/(1 — Ag)

[t )| < ot )] + [0t r) — o(t,r)| < 1/3+2C(M)/[log Ao.

Choose now \g € (1/2,1) such that |\g— 1| < 1/(144C(M)?)) and use the fact that
for such A\g we have |log Ag| < 2|Ag—1|. Now define T'(A\g) := max(Tp, Ro/(1—Ao)):
for t > T'(Ao), the interval [At,t — Rp] is never empty. From the definition of A\g, we
get

sup [(t,r)] <2/3 <
t>Ty, TE[)\Qt,tfR[)]

o[

Hence condition (4.16) is fulfilled with R(Ag) := Ro, and g € I.

Denote A, := Ajj, and let us now prove by induction that A, € I, with R(\,) =
Ry. We just proved that Ay € T (with R(A1) = Rp). Assume that n > 1 and A\, € I
with R(\,) = Ry. First, for all R >0and ¢t > R/(1—A)

/ |Vird(t,r) — Vipab(t,r)|*rdr g/ IVird(t,r) — Vi pab(t,r)|*rdr
Ant t—R
t—R

t—R
iy / V0 b(t, ) P + 2 / IV orb(t, 7) P

Ant Ant

As A\, € I, (4.15) holds; using Claim 4.6, and after taking the limsup in ¢t — +o00
and letting R — +o00, we infer

/ [Vird(t,r) — Vt,r¢(t,r)|2rdr —0 ast— 4oo0.
A

nt

Using (3.7), there exists T), such that for all t > T,

|o(t, Ant) — (t, Ant)] < 1/6.
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Then define T'(A\,+1) = max(T,,,T(\,)). For t > T(Ayy1) and r € [Apr1t, Ant]
(notice that At <t — Ry), there holds

[¥(t,7) — (¢, 7)]

Ant d /
< [t Ant) — bt At + [ V0t 1) — Drd(t, )] f

IN

1 Ant 1/2 Ant drl 1/2
6+</T |a7.¢<t,r'>—ar¢<t7r'>|2r’dr'> (/ )

1/6+ 20(M),/1og¥ < 1/6+ 20(M)y/[Tog o] < 1/2.

Thus, by our choice of g, we have for all t > T'(A\p41),

IN

V2
sup [(t, )| < -
r€[Ant1t,Ant]

As p, € I with R(\,,) = Rp by assumption, we see that
V2
sup W(tﬂ“)‘ S 77
t>T(An+1), T€[An+1t,t—Ro)
so that A,41 € I with R(A,11) = Rg. This completes the induction.
Finally as A, — 0, and \,, € I for all n > 1, we conclude that T = (0,1) and for
all A € (0,1), (4.15) holds, as desired. O

Step 2: To complete the proof we now transfer these results to u(t). Let A\ €
(0,1). Claim 4.8 combined with the second and fourth statements of Claim 4.6
show that

//\jo ([0e(¥ = @) (t, 1) [> +10r- (¥ — @) (t,7)[*) rdr - 0 as t — +oc.
This already gives that
/}\OO |0pu(t,r) — Qv (t,r)[*r3dr — 0.

t
From the fact that

| o - ot rar o

¢

we see that for A\t < r <t — R, we have

t—R
B(tr) — Gt = d(t.t — R) — $(t.t — R) — / (4 — @), (t, p) dp.

so that

t—R

Wt ) — Bt )| < (¢t — R) — $(t.t — R)| +/ 6 — 8)0(t, )] dp

At
1
t—R

3 t—R 2
§|¢(t,tR)¢(t,tR)|+</M I(d)cb)r(t,p)dep) (/M d;) -
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Hence, using also (3.7), Proposition 4.1, we obtain that
lim limsup sup |¥(t,r) — o(t, )| = 0.

R—00 t—o0 re[At,t—R]
Therefore, using that
t—R
d 1 R
[t o s s o) - atenlog (5 5t).
At T reALt—R] AN

we see that,

t—R
lim hmsup/ |u(t,r) —vr(t,r)| rdr =0,
R—0 t—00 N3

and hence,
t—R
lim lim sup/ |y (t,7) — vp(t,7)|* 72 drr = 0,
R—o0 500 St

which combined with the second and third statements in Claim 4.6, gives Theo-
rem 4.4. Note that using Lemma 3.3, (3.8), and Proposition 4.1, we in fact have

lim {|Vt,w(u—v,;)(t,r)2—|—|(u_m)(t’r)|2} r3dr =0

2
t—o0 At r
(]

4.3. Proof of Proposition 4.7. We now turn to the proof of Proposition 4.7. We
recall the fact that 1 satisfies a 2d equation as in (3.14).

f()

Out) — Oppt) — % =0, where f(y) =1 —¢? (4.17)

Again we let

0= [ 1ow=Y -5 =,

so that if || < v/2, then F(3) > 0.

As in the finite time blow-up case the crux of the argument will be that hypoth-
esis (4.14) will guarantee the positivity of the flux so that the methods in [4] can
be applied. We will need refinements of their results, which were developed in [§]
and required in order to establish Theorem 1.3 and Theorem 1.4. The proof below
actually combines ideas of [4] and [24].

We re-introduce the following quantities:

e(t,r) = %(wf(t,r) +7(tr)) + w

m(t,r) = Pe(t, r)e(t, 7).
And recall again for convenience the identities
O(re) — Or(rm) = 0, (4.18)
Ly, 1o F) 2f@)
Or(rm) — O (re) = —51/1,& + izlir + a2,
We define the null coordinates

n=t+r, E=t—r.
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n
r
FIGURE 1. The cone C(T, &) in gray.
1—
Let ) = Hii’ and denote
F
A (0,€) = rlelt,r) + m(t, 1) = £ @+ 0,007 + T,

B2(0,€) 2= r(e(t, ) — m(t,r)) = = (0 — 0,0 + T

Step 1: Vanishing of the flux. First integrate the energy identity (4.18) on the
truncated cone

C(T, &) ={(n,8) |n>€&>&, n+&< 2T},
where t > £, > A (see Figure 4.3). We see that

0= / /C o 00) 0ty

T—¢&o 2T —&o
- / o(T, r)rdr — / A2 (1, €0)d,
0 &o

which implies that
2T—fo T—fo
/ AQ(T],fO)dT] :/ e(T,r)rdr.
0

o

Due to the type-II bound (4.1), the term on the right-hand side is bounded by a con-
&o/N
stant depending on M only as T — +oo. Now, as v is smooth, / A?(n, &)dn
o
is well defined. Also recall that for &, > A: if n > & /)N, then A2(n, &) > 0. Hence,

by boundedness, A2(77,£0)d77 converges. For all g > & > A, we can thus
&
define the flux ’ -
FluX(nO7£0) = A2(77,§0)d77

7o
Then for fixed &y, Flux(ng, &) > 0 as soon as A'ny > & and

Flux(no,&) — 0 as ng — +oo.
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t

FIGURE 2. The quadrangle Q(n1;&o,&1) in gray.

Also, there exists a constant C'(M) such that
Vo> &> A, |Flux(m,&)| < C(M). (4.20)
Next, let 1 > & > &y > A. Integrating on the quadrangle

Q(m;&0,6) ={(n [0<n<m, <{<&, n=¢&}
with vertices (£0,&0), (§0,m1), (§1,m) and (€1,&1) (see Figure 4.3), we get

0= // O¢(re) — Or(rm)
Q(11;80,81)

mn 51 mn
= | A &)dn+ [ B*(m,9ds— | A*(n,&)dn

o o &1
Letting 11 — 400, we can define, for any & > £y > A,
&1
F(&o,&1) = mlgﬂ B?(n1,€)d¢ = Flux(&, &) — Flux(&1, &1). (4.21)
0 J¢o

Now fix such (&, &1): for n; large enough, B2 > 0 on [&,&1] x {n1} . This proves
that

Vfl 25020, f(€0a€1)207
and so, £ — Flux(, €) is non increasing. As it is bounded due to (4.20), there exists
a limit as & — 400, which we denote &:

(S — IIIIl I 1 5 .
IJ()‘ICG ‘ha‘ we alS() ha\/e fOI‘ E! > 5] > 50

F(6o, &) = Fléo, &) + F&1, &) > Fl&o, &), (4.22)

Let us show that the map (&, &1) — F(&o,&1) is bounded on the set {(&o,&1) | &1 >
& > A}. Indeed, consider such (£y,&1) and 79 is so large that A'ng > &, and the

triangle with vertices (7707 50)7 (7707 51) and (507 7o + 51 - 60):
T(ﬂoafo,fl) = {(7735) | Mo S m, 50 < 57 77+€ S Mo +§1}



PROFILES FOR ENERGY CRITICAL WAVES 39

t
_ E=6& §=2¢o
n="o . .

\\\ L7 // n

N // //

.

7/
//

7 AY
. N
,
4
,
7
.
7/
7
,
£ |
r

F1cure 3. The triangle T'(no, &0, &1) in gray.

(See Figure 4.3). Observe that on T(no; o, &1), A2 > 0 and B2 > 0 and integrate
the energy identity (4.18) there:

0= // O (re) — O,(rm)drdt
T (10,€0,61)

(mo—£&1)/2 no+&1—E&o ) I3 )
- /( e(no + €1, 7)rdr — / A2, &0)dn — | B2(no, €)de.

n0—&0)/2 0 éo
Therefore, invoking again our type-II bound (4.1) and non-negativity of A2

&1 ) (no—¢1)/2
B, )d6 < [ e + 1, r)rdr < C(M),
&o (n0o—¢&o0)/2

where C'(M) is independent of (g, &y, &1). Letting 19 — +o0o shows that
vgl 2 50 Z Aa F(ﬁOagl) S O(M)
Hence, with the monotonicity (4.22), for {y > A, we can define
F(&o) = _lim F(&,&) = 0.
§1—+00
Let & — 400 in the definition (4.21) of F(&o,&1) and derive

F(&o) = Flux(&o, &) — €.
Therefore, letting £ — 400, we finally obtain that F(&) — 0 as §; — +oo.

&1
Step 2. Bound on B2(no, &)dé. We now work in the domain
o

K={n&ln=2T—A A<E< Ny} C{(t,r) |t > T and M <7 <t — A}.

Notice that when (n,¢) € K, |¢(n,€)] < g < V2, so that A%(n,€),B%(n,€) > 0:

for such (n,£) we can then define

A, &) = VA2 (n,6), B(n,§) = B (n,8).
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t §=XNn §1 &o E=A/n

r

FIGURE 4. The quadrangle K in gray and the rectangle of inte-
gration [n07771] X [£O7£1]-

We now use the identities from (4.18), (4.19): in the variables (1, ), they read
0eA? =L, 0,B°=-L.

Claim 4.9. On K, one has |L| < g.AIS’.
T

2
Proof. Recall that on K, || < §7 so that F'(¢») > 0 and

2 2 2
sl =lea - <ol rwl =[5 (-5 2 5
Combining the above inequalities gives

FP) < [WI° <4F@), V() € K.

Then (using Cauchy-Schwarz inequality) and arguing as in (3.51) we have

12 S 57 — )+ S FA0) + P

1 1 2
< C| W2 =03 + P2 W) + SFW)WE +97)|

which gives L2 < C %. The claim follows by taking the square root. O
We can thus conclude that

B A

[0 Al < C’;, |0, 8] < 07.

Consider a rectangle [no,m] x [0, &1] C K (see Figure 4.3), with 1, meant to be
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large). In particular, for 0 < ) < 1 we have
0<& <& <N <Ny
Then for all (n,€) € [no,m] X [§o,&1] we obtain
&B ’
A9 < Alngo) + 0 [ B0 gg,
& M~ £
1 A /,
B.6) < B9 +C [ ALY
n n _5

m / & rm vy
<B(n1,¢) —|—C/ de’+c / (B(n’g)dn'df’
n n

dn’

3 € n =& —¢)

Let us first evaluate the second term using the Cauchy-Schwarz inequality:

" «4(77’,50) / ( " 2.1 /) Yz < " dn >1/2
< \/Fhm(mﬁo) < Flux (0, o)
- n—=¢& T\ (=N

‘We now turn to the third term. It is convenient to denote
&1

Flniéo,&0) = [ B(n,€)de.
€o
Notice that on the rectangle of integration, (4.23) holds and we have
1 1
<

(=& —¢) ~ (1—N)n?

Hence

& rm 6(77/75/) o 1 moq 13 . o
e dnde < —— | =5 [ B(y',§)d¢'d
/g/ =60 —e) % f( 4/)2/ 7 Jo (n',€")dg'dn

/ m
50 / \/ é-Oa ,2 = ﬁ \/ 60751

41

(4.23)

(4.24)

(4.25)

(4.26)

Pluggmg the last two bounds (4.25) and (4.26) in the estimate for B(n, &) in (4.24),

we infer that

Flux(ng, fo) C\/g n (77 507 El)
+ /2

8(7775) gB(n17£)+O (1_/\/),,7 (1_)\/2) - n

Taking the square and integrating in & over [{p, £1] then yields

F(n:61,60) < CF(mi&r,éo) + i CX) &1 —&o

C(& — ( " F (s 50,51 )

(1- /\/) n'?

Flux(no, fo)

+

< CF(m; &, &) + a-n Flux(no, &)

ce ! " dy
+<1A'>2(n i60,61) )</ 77)

N
A
F(
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We have obtained the following integral inequality for n — F(n;&1,&o):
m d /
fmaéwsam(ﬂm@@w+mmm@w+& HW@f%ﬁ)
n

It follows from Gronwall’s inequality (in n) that
m d /
Flrsto.1) < CO) (Flmi o, )+ Fluxtm, o)) exp (V)& [ 27 )
n

< C()‘/) (F(n;€0,&1) + Flux(no, &o)) -
Letting 71 — 400 (and &, & fixed and set n = ng):

F(no;€o,&1) < CN) (F (6o, &1) + Flux(no, &) -
As F(&,&1) < F(&) we conclude that

&1
. B%(no, £)dé = F(no; €0, &1) < C(N) (F(&) + Flux(no, &)) -

Step 3: Vanishing of the energy. Let € > 0. Let £, > A be such that
0 < F(&) < g, then let n. > & be such that Flux(n., &) < e. Define R, = & and

§e M
T. = 7).
: max(1+)\’1—>\’
Let t > T.. Denote £ = (1 + A\t > & and n = (1 — A\)t > n..
We will integrate (4.18) on the triangle with vertices (n,&.), (2t — R., &) and
(& m):

T={0&)n>n =& 0 +& <E+n}.

Then
0= // (Or(re) — Or(rm))drdt
T
t—R. 2t—R. 3
:/ e(t,r)rdr—/ AQ(nl,fa)dn/—/ B*(n,&')de'.
At n e
Therefore

t—R. 2t— R, ) £ )
Atewmm=é va@m+LBmfm
< Flux(n, &) + F(n; €, €)
< (C(N) + 1) Flux(n, &) + C(N)F(&) < 2C(N) + 1)e.

Hence,

t—R.
lim Sup/ e(t,r)rdr < (2C(\') + 1)e.
A

t——+o0 t
As R. > Aand T, > T, for all R > R.,
Vit Z Tea re [Atvt - R]? F(i/’(tﬂ")) Z Oa
and so, for all R > R.,
t—R
limsup/ (|0 (t, )2 + 10,3 (t, 7) [P )rdr < (2C(N) + 1)e.
A

t—4o0 t

This completes the proof of Proposition 4.7.
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5. PROOFS OF THEOREM 1.1 AND THEOREM 1.3

In this section we establish Theorem 1.1 and Theorem 1.3. We remark that the
details of this argument are very similar to the arguments contained in [7, Section
5], [8, Section 3], as well as [10, Section 5], [11, Section 4] and thus we will only
present a very brief sketch. We begin with the case of finite time blow-up.

5.1. Proof of Theorem 1.1. We assume that @(t) € H is a smooth type-II solu-
tion to (1.3) with 7' (@) = 1 and let ¥(¢) be the regular part as defined in Section 3.1
and let @(t) = u(t) — 9(t) be the singular part as defined in (3.4).

The first step in the proof of Theorem 1.1 is to use Theorem 3.1 to show that
there exists a sequence of times {t,} — 1 so that the time derivative a;(t,) =
ug(tn) — vi(t,) tends to zero in L?. We first prove this in a averaged sense for the
blow-up solution #(t).

Lemma 5.1. Let @(t) € H be a smooth type-II solution to (1.3) with Ty (@) = 1.
Then

1—s
T t// ul(s,r)yr3dr =0 as t— 1. (5.1)

Proof. This is a direct consequence of Theorem 3.1. In fact, it is convenient to pass
to the 2d formulation, and use Proposition 3.6. We again set

P(t,r) =ru(t,r)

Writing (5.1) in terms of ¢ we need to prove that

1-—s
1—t/ Y2(s,r)rdr —0 as t— 1. (5.2)

Then (5.2) can be deduced exactly as in [24, Corollary 2.3], by integrating (3.38)
over the region {(s,r) [t <s<1,,0<r <1-—s}, dividing by 1/(1 —t) and using
Proposition 3.6 and the vanishing of the flux. We refer the reader to [25] or the
book, [23, Chapter 8] for the precise details. O

Next, one can observe that since ¥(t) is regular at ¢ = 1, (5.1) holds for a(t) as
well, namely,

1-s
T t// aZ(s,r)yr¥dr — 0 as t — 1. (5.3)

Following [10], we can then deduce the following lemma as a consequence of (5.3).
We refer the reader to [10] for the proof.

Lemma 5.2. [10, Corollary 5.3] There exist a sequence t,, — 1 so that for every
n and for every o € (0,1 —t,) we have

tn+o
lim 7/ / a(tp,r)r®drdt =0, (5.4)
tn

lim af( r)r3dr = 0. (5.5)
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Now consider the bounded sequence @(t,) € H. By Theorem 2.4 and (5.5) we
have a profile decomposition

k
a(tn,r) = Z Vg,n(ovr) + wZ,O(T)v
j=1

at(tn,r) = oy (1).
By the argument in [10, Section 5.2] we can again use (5.5) to conclude that any

nonzero profile must in fact be either W or —W and there can only be finitely many
of these. Indeed, we obtain the following preliminary result

Proposition 5.3. [10, Proposition 5.1] [11, Corollary 4.1] There exists an integer
Jo > 0, and sequences of scales \;j,, for 1 < j < Jy with

/\1,n LK )\Jg,n <1- tn;

and a sequence of signs v; € {+1,—1} so that

Jo y
i(t,) = (vo,v1) + Z (A;HW(~/AJ-7"),0> + (wy, 0), (5.6)

where the linear evolution Wy, (t) = S(t)(wy,0) satisfies
Jim w5 = 0. (5.7)

In order to establish Theorem 1.1 it remains to strengthen (5.7) by showing that
the error (wy,,0) tends to zero in the energy space H. In particular we establish
the following proposition

Proposition 5.4. [7, Proposition 5.6] Let (wy,0) be as in (5.6), (5.7). Then,

(wn, 0)]|x = 0 as n — oo. (5.8)

It is in the proof of Proposition 5.4 that the exterior energy estimates for the
free equation, Proposition 2.2 enter crucially. The proof of (5.8) is identical to the
argument in [7, Proof of Proposition 5.6] or [6, Proposition 6.1] and has its roots
in the argument in [12, Proposition 3.4].

The argument goes by contradiction. The key idea is to use that the free wave
Wy (t) with initial data (ws,,0) actually maintains a fixed amount of energy outside
the light cone (Proposition 2.2) . We prove that this forces @ to concentrate energy
on the boundary of the cone. For this, we proceed in two steps for each profile, both
requiring evolving a nonlinear profile decomposition backwards in time. First, we
show that the evolutions of W, (¢) and @(t) remain close on an exterior region during
a time-scale on which we can control the first profiles (by means of Proposition 2.9).
At this point, we focus the analysis outside the light cone: we need to evolve the
decomposition past the time-scale on which we can control the first profile, but
fortunately this large profile does not contribute in this exterior region. In fact,
we evolve the profile decomposition with the first profile removed, exterior to the
cone, up to the time scale of the second profile, and infer that some energy remains
outside the light cone. Arguing similarly for every profile, we conclude that some
energy remains outside the light cone for all times (in fact it concentrates on the
boundary). Unscaling this information, we see that @(t) must concentrate some
energy at some point ry > 0 and time tg = 1 — r¢g < 1, which is a contradiction
with our assumption that the blow-up time T (@) = 1.
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We refer the reader to the previously mentioned references for the technical
details of the argument. We also note that the energy quantization follows from
the orthogonality of profiles (2.10). This completes our sketch of the proof of
Theorem 1.1.

5.2. Proof of Theorem 1.3. We assume that #(t) € H is a smooth, type-II
solution to (1.3) defined globally for positive times. We also assume that @(¢) does
not scatter to zero as t — oco. Let U7(t) € H be the radiation term constructed in
Section 4.1 and denote by #(t) the nonlinear profile associated to ¥z (t) as defined
in Section 2.3.2, i.e., ¥(t) € H is the unique solution to (1.3) so that

15(t) — TL(t)|ls — 0 as t — oo (5.9)

We then set
a(t) = u(t) — v(t).

The proof of Theorem 1.3 follows the same general outline as the proof of The-
orem 1.1 and is in fact very similar at this point to the argument in [8, Section 3]
or [11, Section 4].

Using Theorem 4.4 one can argue as in [8, Proof of Corollary 2.2] to deduce the
following lemma.

Lemma 5.5. Let @(t) € H be a smooth, type-II solution to (1.3) defined globally
for positive times. Then

1 (T [T-A
lim sup — / / ul(t,r)r¥dr — 0 as A — oo. (5.10)
T—o00 T 0 0
We again refer the reader to [8, Proof of Corollary 2.2] for the proof of Lemma 5.5.
As in the proof of Lemma 5.1 the argument consists of rewriting (5.10) in terms
of ¥ = ru and integrating (3.38) over the region of integration in (5.10) and then
using Theorem 4.4 to conclude.
As in the blow-up argument, the next step is to use Lemma 5.5 to identify
a sequence of times for which the L? norm of a; tends to zero. One begins by
deducing the analog of Lemma 5.2 for global solutions. Using Corollary 4.5 we can
argue as in [11, Lemma 4.4] or as in [8, Lemma 3.3] to prove the following result.

Lemma 5.6. [11, Lemma 4.4] There exists a sequence of times t, — oo so that

1 tnto o}
lim sup — / / az(t,r)r®drdt =0,
tn 0

t—00 550 O

(5.11)

: = 3 7.
nh_)rrgo ; a; (tn,r)r°dr =0.
We note that here we have stated Lemma 5.6 in terms of @(t) = (t) — 0(t) as
opposed to for 4(t) — UL (t) as in [11]. However, due to (5.9) this distinction makes
no difference.
Next, we can establish the global analog of Proposition 5.3.

Proposition 5.7. [11, Corollary 4.2] There exists and integer Jo > 0, and se-
quences of scales \;n, for 1 < j < Jy with

M K L Ajgon L sy
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and a sequence of signs v; € {+1,—1} so that

Jo )
W(tyn) = Tp(tn) + Z (&W(-/Aj,n),o> + (wn,0), (5.12)

where the linear evolution W, (t) = S(t)(wy,0) satisfies
Jim w5 = 0. (5.13)

Again, the main idea in the proof of Proposition 5.7 is to use Lemma 5.6 to
show that any nonzero profile must be either W or —W and we refer the reader
to [11, Proof of Corollary 4.2] for the proof.

Finally, the proof of Theorem 1.3 is completed proving the analog of Proposi-
tion 5.4 in the global setting.

Proposition 5.8. [8, Proposition 3.12] Let (w,,0) be as in (5.12), (5.13). Then
(wn, 0)|[|x = 0 as n — oco. (5.14)

The proof of this result follows the same scheme as in Proposition 5.4 and the
exterior linear estimates for 4d free waves (Proposition 2.2) plays a crucial role here.
For the details of this compactness argument, we refer the reader to [8, Proof of
Proposition 3.12]. The energy quantization again follows from the orthogonality of
profiles (2.10). This completes our sketch of the proof of Theorem 1.3.

6. TyPE-II BLOW-UP BELOW 2[|VW||%,

This section is devoted to proving Theorem 1.2 and we will assume throughout
that (t) is a smooth type-II solution with T4 (@) = 1. Moreover suppose that

sup tIIU ) < 2VWIIZ2 = 2[[(W, 0)13- (6.1)

s 0l s
We again denote the regular part of (t) by ¥(¢), and the singular part by a(t) :=
u(t) — U(t), as defined in Section 3.1. We also recall that supp d(t) € B(0,1—t) and
that @(t) — 0 in .

By Theorem 1.1 we know that there exists a sequence of times t,, — 1, an integer
Jo > 1 scales A;, < 1—t, and signs ¢; for 1 < j < Jy so that

j=1
Mo € L Aggn < 1=t
Using (6.1), Lemma 3.3, and the definition of @(¢) we have
la(tn) 17, < 2(IVWIZ2 (6.3)

for n large. Combining this with the orthogonality of the scales A, it is clear that
there can only be one profile above, i.e., Jy = 1. Moreover, by replacing v by —u if
necessary we can assume ¢ = 1. Thus, (6.2) reduces to

a(ty) = <)\1nW (An> , 0) +ox(1) as n— oo, 6.4
A K1 —t,.

We break up the proof of Theorem 1.2 into several steps.
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6.1. Step 1: preliminary observations on a profile decomposition. In order
to prove Theorem 1.2 we need to show that the decomposition (6.4) holds for any
sequence 7, — 1. Let 7, — 1 be any such sequence. Up to passing to a sequence
we can use Theorem 2.4 to find a profile decomposition

J
j=1

= 1 t—1 T 1 t—1 T
UJ n(tar) = 7UL ( J77L7> ) 78tUL ( J7n7> .
b Ajn Niw A ) AT, Njn " Ao

As usual we denote the nonlinear profile associated to ﬁi by U7. We can also
assume, via an application of Lemma 2.10 that the profiles are pre-ordered as in
Definition 2 with

where

Vi <j, AU Mo tin} S ATL Ajins tn}-
Note that we can also view (6.5) as a profile decomposition for (7,) given the
definition of (vg,v1) as the weak limit of @(¢) in H as t — 1. Indeed we can view

#(7,), up to an oy (1) error, as a profile U9 with initial data (vo,v;) and parameters
An,0 =1, tp0 = 0 and nonlinear profile equal to ¥(t,r) and we write

J
() = 5(ra) + Y _ UL, + 0. (6.6)
j=1
Note that given the support properties of @(t) we must have ‘t{l’ <C(l1—-r7,) and
Ajn < C(1 —7,) for all n, j, by Lemma 2.7.

We observe that given the fact that @(¢) blows up at ¢ = 1 and that ¢ is regular
at t = 1, at least one of the nonlinear profiles U7 with 7 > 1 does not scatter in
forward time. Given our pre-ordering this means that the nonlinear profile U does
not scatter in forward time. In fact, we claim that

{UL, Moantin} < {UY, 1,0}, (6.7)

where again (72 is the profile with initial data (v, v1). Indeed, since U does not
scatter in forward time we would need
T—1t1n, -
T < T4 (vo,v1), = lim I o7 (UY) < oo, (6.8)
n—00 1,n

where T’ (vg, v1) is computed from the evolution starting at ¢ = 1. Since ¥(t) exists
in a neighborhood of t = 1, we can simply choose any T' > 0 with 7' < T' (vg, v1).
We know that |t1 ,| < C(1 —7,) = 0 and A\, < C(1 —7,) — 0. This means that
T —t1,,, > 0 for n large enough and hence

T - tl,n
>\1,n
which renders (6.8) impossible and proves (6.7).

Next, note that by the orthogonality of the free energy in our decomposition,
i.e., (2.9), we must have

IO, (~tin /N5 < 20V, 0)|[F,  and [ ]13, < 2[[(W, 013, (6.9)

— 00 as n — 0o,
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for n large and 7 > 1. By Lemma 2.1 we can then deduce that the nonlinear
energies

E(U] ,(0)) >0, and E(&) > 0. (6.10)
for n large enough. Moreover, if
E(U'in(O)) — 0 as n — oo, (6.11)
then

||(jin(0)||7.[—>0 as m — oo,

and since the H norm is preserved by the linear flow this means that (72 = (0,0).
Similarly,

B(w!) = 0= ||w||x — 0.

Finally, if U7 is the nonlinear profile associated to {Ui, Ajn,tjn} then either
E(U%) > 0 or U7 = (0,0).

Note that since @(7,) — (vo,v1) weakly in H ( [10, Section 3]), by the construc-
tion of the profiles in [2], (vg,v1) with parameters ¢, o = 0 for the time translations
and A, o = 1 for the scaling, and nonlinear profile (with evolution starting at ¢ = 1)
¥(t), occurs in the profile decomposition of #(7,). Thus, the previous situation is
the general one for a profile decomposition of (7,,), just as in Claim 7.5 below.

6.2. Step 2: Minimization process and consequences. Here we use the min-
imization process for profile decompositions of @(7,) developed in [14] adapted to
the current situation. We begin by introducing some of the notation from [14, Sec-
tion 4]. First let Sy denote the set of all sequences {7,,} — 1 so that @(r,,) admits
a <-ordered profile decomposition. Note that up to extracting subsequences, Sy
consists of all sequences 7, — 1.

Let T = {7n}nen € So. Denote by

Jo(T) = # of profiles of @(7,) that do not scatter in forward time. (6.12)

This means that for j < Jo(T), U7 does not scatter in forward time and for j >
Jo(T) + 1, U7 scatters in forward time.

Since 4(t) blows up at time t = 1 we know that for any 7 € Sy we must have
Jo(T) > 1. On the other hand, by the small data theory, there is a o > 0 so that
if HﬁiHﬂ < 8o then a nonlinear profile, U7 associated to Uz must scatter in both
time directions. Since we are also assuming that @(¢) is a type-II solution, i.e.,

sup [[u(t)[[n < M < oo,
t€(0,1)

we can use the almost orthogonality of the H norms of the profiles, (2.9) to conclude
that Jo(7) < CM /62 is finite and uniformly bounded on Sp.
Next, define

Ji(T) :==min{j > 1|j <j+1}, (6.13)

where < is the strict order introduced in Definition 2. Since we have Jo(7) <
Jo(T) + 1 we can conclude that Ji(7) < Jo(T) and hence J;(7) is uniformly
bounded on Sy as well.
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We also define
Jmax = max{Jo(T) | T € So},
S1={T €S0 | Jo(T) = Jmax}-
For T € S; we then define the non-scattering energy &(7), as the sum of the

energies of the nonlinear profiles that do not scatter, in particular for 7 € S we
set

(6.14)

max

J,
E(T)=">_ E). (6.15)

=1
We now recall a result proved in [14].

Claim 6.1. [14, Corollary 4.3 and Lemma 4.5] The infimum of &(T) is attained
(and hence is a minimum): i.e., there exists To € S1 so that

E(T5) = nf{E(T) | T € S1} = Emin (6.16)
With the above claim we can define

So={T €& |E(T) =Emin} # 9, (6.17)

Jmin = min{Jy(T) | T € Sa}, (6.18)

83 = {T € 82 ‘ JI(T) = Jmin} 7é J. (619)

We remark that in this radial setting, we necessarily have Jy;, = 1. This follows
from the following lemma proved in [14].

Lemma 6.2. [14, Lemma 4.12] There exists To € Ss such that for all j =
L., Jmin, U7 € {(£W,0)} and hence Jypin = 1.

This above is a much simplified version of [14, Lemma 4.12]: as we are working
in the radial setting, the only stationary solutions to (1.3) are (W, 0). The result
in [14, Lemma 4.12] states that all of the parameters \;,, = A1, for 1 < j < Jpin,
but this forces Jyin = 1 by orthogonality of the parameters.

To proceed, we distinguish between two cases:

(a) The nonlinear profile associated to (vg, v1), namely ¥(t), scatters in forward
time.

(b) The nonlinear profile associated to (vg,v1), namely ¥(t), does not scatter
in forward time.

Claim 6.3. In case (a) above we have Jyax = 1 and Enin > E(W,0). In case (b)
we have Jypax = 2 and Epnin > E(W,0) + E(vg,v1).
Proof. Choose the sequence Ty = {7, }nen given by Lemma 6.2. Since Jyi, = 1

we have Tji = (£W,0). We have Ty € S5 C S2 C &1 and hence we have Jpax
non-scattering profiles and

Jmax

Emin = Y E(TV).

Jj=1

Also, recall that for the sequence {¢,} given by Theorem 1.1 we have

(b, 1) = <Alnw <;n) ,o> +on(1) as n— oo (6.20)
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Recalling that
lim E(d(t)) = E(@) — E(vo, v1), (6.21)

t—1

and by considering the sequence t,, — 1 we have
E(4) = E(W,0) + E(vo, v1). (6.22)

Now consider the Pythagorean expansion for the sequence To = {7,} give by
Lemma 6.2. Using the earlier established fact (6.10) we know that all of the nonzero
profiles, as well as @; have positive energy. By the definition of &;,, and the fact
that U! = (W, 0), we sce that in case (a) we have &nin > E(W,0), and in case (b)
we have &nin > E(W,0) + E(vg,v1). To prove the statements about Jyax we will

use (6.22) and the positivity of the energies of the profiles. Indeed,

Jmax J
E(i)= > EW)+ Y E@)+EW@])+ox(1)
j=1 J=Jmax+1

Jmax J
=EW,0)+ Y EU)+ > EU7)+ E(W@))+ on(1).

Jj=2 J=Jmax+1

Using (6.22) we obtain

Jmax -]
E(vo,v1) = »_ E{U)+ Y E@)+EW))+on(1).
j=2 J=Jmax+1

In case (a) we assume that ¢(t) scatters and hence corresponds to one of the non-
linear profiles U7 with j > Jyax + 1. Canceling E(vg,v1) from both sides we have

Jmax J
0= EU’)+ > E(U9) 4+ E(@)) + 0,(1)
Jj=2 J=Jmax+1, Ul #v

Jmax
> E(@) +oa().
=2

since all the profiles above have positive energy. Hence Jy.x = 1. In case (b) one
similarly shows that Jyax = 2. O

6.3. Step 3: Compactness of the singular part, d(t). We prove the following
result.

Lemma 6.4. For any sequence T,, — 1, there exists a subsequence, still denoted by
Tn, and scales Ny, > 0 so that (A\na(Tn, AnT), A2ai(Tn, Anr)) converges in H.

Proof. Take an arbitrary sequence 7, — 1 which we assume, after passing to a
subsequence and reordering, that {r,,} € Sp so that the profile decomposition for
w(7y,) is pre-ordered. We summarize what we have established in the previous
subsections. We know that (vg, v1) is a profile and that either Jiax = 1 or Jyax = 2
depending on whether or not, #(¢) scatters in forward time, i.e., whether we are in
case (a) or (b). We also know that the first profile U’i does not scatter in forward
time and that (_]% =< (vg,v1). Further, all of the profiles other than (vg,v;) have

o . . -]
positive nonlinear energy and so does ;.
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Claim 6.5. All of the profiles that scatter in forward time must be identically 0
and the error

w0 in H. (6.23)

Proof. We again rely on the positivity of the nonlinear energies. Since we know
that Jypax = 1 or Jmax = 2 we know that {7} € S;. Thus in case (a) we have
J
E(ii) = E(W,0) + E(vo,v1) = E(U") + Y BE(U?) + E(}) + 0n(1)
j=2
J .
> Enin + E(vo,v1) + > E(U7) + E(@)) + on(1)
j=2

> E(W,0) + E(vg,v1) + 0, (1).
This proves the claim in case (a). The same proof applies in case (b). O
Claim 6.6. The profile U cannot scatter in backwards time.

Proof. Suppose that U! scatters as t — —oo. Then, the nonlinear profile decom-
position Proposition 2.9 gives (for all ¢ < 0 so that @(1 + ¢) is defined, .i.e., for all
t € (—T,0 for some fixed T' > 0)) for n large

U(n +t) = U1y + ) + Up(t) + 0L, () + 72(2),

where both ||@;] ; (t)|l3 and ||77] [+ are small for t > —T, ¢ < 0. Note that since

U does not scatter in forward time, for t € (—T,0] we have ||U(t)||l5 > 6o > 0.
Choosing t( close to 1 we then evolve the profile decomposition for time s,, = to—7,
which gives

i(to) — U(to) = Up(to — ) + on(1),

which is a nontrivial profile decomposition for the fixed function @(tg) — ¢(to). This
means that necessarily we must have ¢; , = 0 and Ay, =1 for all n. But we have
already observed in Section 6.1 that we must have A\, — 0 as n — co. Hence we

have arrived at a contradiction and thus U! does not scatter in backwards time. [

Since U! does not scatter backwards or forwards in time, we then have that

’l‘ < (Cp < oo. Hence we can assume without loss of generality that ¢;, =0

Aln
for all n. We now have that
. 1 T 1 r
G,n(Tn7’l”) == <AnU1 (0, )\n> B EUtI <0, )\n>) + O’H(l), (624)
which proves the desired compactness result for d(t). (]

6.4. Step 4: Conclusion of the proof of Theorem 1.2. Let {t,}, be any
sequence with ¢, — +oo. From Step 3, we have a function A such that K(d,\)
has compact closure in H = H* x L2. Hence, after passing to a subsequence still
denoted {¢,}n, the sequence

(Atn)a (tn,s Atn)) s A(tn)?0ra (tn, Atn)-))

converges in H to some (Up,Uy) € H; denote U(t) the nonlinear solution to (1.3)
with initial data U (0) = (Up, Uy). By [10, Lemma 8.5, we have the following claim.
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Claim 6.7. [10, Lemma 8.5] U has the compactness property on (T—(U), T+ (U)).

This Claim and Theorem 2.11 show that U = (£W,0) up to scaling. As this
true for any sequence {t,}, a diagonal argument gives that

d@t),0tu07) =0 ast— +oo, (6.25)

where d is the H-distance to a set and
1 .
+ - _
OF = {(:EAW (/\),0)‘ )\>0}.

do := d(OF,07) > 0.

Observe that

Indeed,
1
+ -\ — inf o
d(O 70 ) >\1>IOI}A2>0 )\% vV ()\1) + VW <)\2)
= inf d(\), where d(\ HVW + VW
A>0 L2

Now d()\) —= 2||[VW||.> as A = 0 or as A — o0, hence its minimum either greater
or equal to 2||VW ||z and we are done; or attained at some Ag > 0, and as VW # 0,
d(Ao) > 0. Now define the sets of time

Us = {t 2 0] d(@t),0%) < do/2)}.
By definition of dy, U4 and U_ are disjoint. We also just proved that for some Ty
large, [T, +00) C Uy UU_, and by continuity of ¢ — d(t), both Uy and U_ are
open.
Now recall that t,, € Uy and &, — +oo. Therefore, U, N [Ty, +00) is not empty,
and by connectedness, [Ty, +00) C Uy In view of (6.25), we infer that there exists
a function A(¢) > 0 such that

(AMt)a (t,A1)), N (t)da (t, A(t):)) — (W,0) in H ast — 4oo.
As dy > 0, we see that the assumptions of Lemma A.1 are fulfilled (with G =

((0,4+00), x) acting on H by X.(vg,v1) = (Avg(A-), A?v1(A-)) ), so that A can be
chosen continuous. This concludes the proof of Theorem 1.2.

Remark 3. Note that in proving the last step (proving that the sign of (£W,0)
does not depend on the sequence {t,}), the use of Lemma A.1 could be avoided by
introducing the explicit scaling parameter

At) = {u>0 / aZ(t,r) +a?(t,r)r®dr >
<p

and a continuity argument as in [10, pages 590-591, Step 3]. But we present it in
this way as Lemma A.1 may be useful in other settings.

W2(r)r? dr} , (6.26)

r<1

7. GLOBAL TYPE-II SOLUTIONS BELOW 2||VW/|| 12

This section is devoted to proving Theorem 1.4. We assume that @(t) does
not scatter in forward in time, so that our goal is to prove the second case of the
dichotomy, namely relaxation to W. Asin the statement of Theorem 1.4, we assume
that there exists an A > 0 so that

lim sup ||u(t)
t—o0

s o<rci—ay < 2IVWIIZa. (7.1)
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Recall that we have already obtained a convergence for at least one sequence of
times: more precisely, there exists a sequence of times (t,) with t,, — +o0, an
integer J, scales (A1,n)n; -+, (An 7)n Where

0 M Ko K Ay L B,

and J signs ¢1,...1.5 € {—1,+1}, such that

Q(Fn) = zJ: (;jnw (Ai) ,o) F oL (E) +on(l) as n— oo,  (T.2)

j=1
We again divide the proof of Theorem 1.4 into several steps.
7.1. Step 1: Preliminaries on profiles. Denote by #(t) the nonlinear profile
associated to 7, at 400, that is, ¥ is the unique solution to (1.3) such that
|U(t) — vL(t)|]|g = 0 as t— +oo.
Again, we let
a(t) = u(t) — oL(t). (7.3)

We proved in the previous section that for all A > 0

“+oo t 2
/ <|Vt,xa(t,x)2 + |a(|,:127)|) dr —0 as t— +oo.
At €

Due to the bound (7.1) and recalling the first statement of Claim 4.6, (and making
T larger if necessary) we have

VST, ([Vea®)le < 2| VW2 - 6/2. (7.4)

The convergence (7.2) becomes

i(t,) = XJ: (;jnw (Ajn) ,o) Fou(l) as n— 4oo. (7.5)

j=1

By orthogonality arguments, (7.4) implies J < 1.
First recall that E(@(t)) has a limit as ¢t — 4o0.

Claim 7.1. Ast — 400, E(d(t)) converges to
_, _, I 7
E(i) - E(v) = B(#@) = 5[[oL(0) 3 = JTE(W).

Proof. Observe that ||V vr,(t)|/z2 is constant because o7, is a linear solution.

1
Also, ||vr,(t)]|pa — 0. Therefore, E(dL(t)) — §||Vt,va(0)H%2. Hence E(7) =
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1
§||Vt,IUL(O)||2L2 and (recalling Claim 4.6)

B(@(t) = B(i(t) — u(t)) = /| . (;|Vt@.u(t,x)|2 - im(t, a:)|4> dz + o(1)

1 1
+/ <|Vt,xu(t,x) — Vi,01(t, z)|? — > |u(t,x) — vL(t,x)|4) dx
z>t/2 2 4

1 1
= / (|Vt,zu(t7$)|2 — —|u(t, 1:)|4> dx + o(1)
jel<t/2 \ 2 4

_[(L > 1 4
_ / <2|Vmu(t,x) Jlult, ) >dx
1 2 1 4
- . §|Vt7va(t,1:)| —Z\WL(t,xﬂ dx 4 o(1)

= B(i) ~ 3| Vi)l +0(1).

1
Hence E(d(t)) — E(@) — || Vi,ovL(0)]|3..
Now consider the sequence E(d(t,)): in view of the decomposition (7.5), and
orhogonality, F(i(t,)) = JE(W)+ E(vL(t,)) +0(1) as n — +o0. Taking the limit,
there holds F(d(t,)) — JE(W). As we have seen that E(@(t)) has a limit, it is
JE(W). O

Claim 7.2. J = 1 and up to considering —u instead of u, we may also assume
11 = +1.

Proof. Claim 7.1 and the condition (7.4) show that J is 0 or 1. Assume J = 0.
In this case, E(d(t)) — 0. Now the second part of Lemma 2.1 together with (7.4)
implies that ||V, za(t)]|rz — 0. Therefore, |V, u(t) — VigoL(t)||z — 0 and @
scatters forward in time. But this contradicts our initial assumption and hence

J=1. O

We now point out some properties of the profile decomposition for any sequence
a(ty) for large times.

Let {t,}, be any sequence such that ¢, — +o00. Up to extraction, the sequence
a(t,) admits a profile decomposition {U7, A; ., ;. };>1 ordered for < (recall Lemma
2.10). Let us denote by U’ the associated nonlinear profiles.

Using [2, p. 154-155], and (7.1) there exists C' independent of j and n such that

Aj,n < Ct’ru |tj,n| < Ctn

Claim 7.3. Define 0o = L(0), Ao = 1 and to,n = t, (with nonlinear profile
UY(t) = (t)). Then {(jﬂ, Njn,tin}i>o is a profile decomposition for @(ty).

Proof. The point is to prove the pseudo-orthogonality property: but this is a con-
sequence of the construction of a profile decomposition and S(—t)u(t) — ¥(0)
weakly in H.

Next, observe that since % does not scatter in forward time, by Proposition 2.9
at least one of the nonlinear profiles U7 does not scatter in forward time and due
to the ordering, <, this means that U! does not scatter in forward time. Also, as
U0 = ¥ scatters as t — co and U! does not, we can conclude that 0 £ 1.
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Fix J € N. Due to the Pythagorean expansion of the H norm (2.9) and the
bound on @ (7.4), we have

Vi 21 (IVeUl (<tjn/Ajn)llie < 2VW T2 = 6/2 4 on (D).
and the same for w; (0). In particular, it follows from Lemma 2.1 that

otia) 1 A tin
Vi >1,39n0(4), n>ne(j)=F (UJ (—J’) , — 0 U’ (—”)) > 0.
Ajm /) Ajm Ajn

and similarly,
Vi=1, n=mno(j) = E(w](0),w)(0) > 0.

_ ) tin 1 _ tin
EU) = lim E (Uﬂ (‘ N > 30Ut (—;>) :
J,m 7, 7,

using again Lemma 2.1, one can prove:

As

Claim 7.4. For all j > 1:
(1) Either E(U7) >0, or U7 =U{ =0.
(2) If E(w(0)) — 0 as n — +oo, then ||Viw; (0)||2 — 0.

This situation is the general one, more precisely, as S(—t,)d(t,) — o1,(0) as
n — +o00, and from the construction of profile decomposition (see [2]), we have

Claim 7.5. Let {t,}, be any sequence tending to +00. The sequence i(t,) admits
a profile decomposition {Uﬂ,)\n, tJ};>1 ordered for <. Then v1, appears in the
decomposition: i.e., for some Jp, > 2,

OfF =, AE=1, tE =t
Also, {UL,)\H, 3} 20, 18 a <-ordered profile decomposition of @(ty).

7.2. Step 2: Minimization process and consequences. As in the finite time
blow-up case we follow the scheme developed in [14]. We recall that we have
assumed that @ does not scatter.

We define Sy to be set of sequences of times {t, }, such that ¢, — +oo and (¢,,)
admits a <-ordered profile decomposition {UL, Njnstin -

Lemma 7.6. Let {t,}, € So, with <-ordered profile decomposition {ljﬁ, (Njm>tin}t
and nonlinear profiles U?. Then U' does not scatter forward in time and for all
j >2, U7 does scatter forward in time. Furthermore, E(U') > E(W,0).

Proof. We again use many ideas from [14, Section 4], adapted to the current sit-
uation. For T = {7}, € Sp, let Jo(T) be the number of nonlinear profiles that
do not scatter forward in time. By definition, if j < Jp, then U7 does not scatter
forward in time, and for j > Jy + 1, U7 scatters forward in time.

As 1 does not scatter in forward time, Jo(7) > 1. On the other hand, recall
that due to the small data theory, if a linear solution Uy, has small H norm (say,
less that ||Up|l% < &), any nonlinear profile U7 associated to it scatters in both
time directions. Due to the Pythagorean expansion (2.9) and the bound (4.1),
Jo(T) < CM/83 is (finite and) uniformly bounded on S.

Similarly, let

JI(T)=min{j >1|j<j+1}
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By the definition of Jo(7), we have Jo(7) < Jo(T) + 1, and therefore J;(7) <
Jo(T). In particular, J; is also uniformly bounded. Then define
Jmax = max{Jo(T) | T € So}, (7.6)
S1=A{T €S| Jo(T) = Jmax}- (7.7)
For T € S, we define the non scattering energy £(T) as the sum of the energies

of the nonlinear profiles that do not scatter as t — oo: more precisely, denoting U’
the nonlinear profiles appearing in the profile decomposition derived from 7, we let

Jo(T) .. Jmax N
E(T) = Z E(U7) = Z E(U7).

We now recall the following result from [14].

Claim 7.7 ( [14, Lemma 4.5 and Corollary 4.3]). The infimum of £(T) is attained
(and hence is a minimum): i.e, there exists T € Sy such that

5(7_—) =inf{&(T) | T € S1} =: Emin-

With the above claim, we can then define

So={T €81 |E(T) = Enin} # 2, (7.8)
Jmin = min{J,(T) | T € Sa}, (7.9)
S3 = {T €S ‘ JI(T) = Jmin} # 9. (710)

We can again use Lemma 6.2 to conclude that Jy;, = 1 and that there exists a
sequence Ty € Sz so that Ul = (£W,0). We need to also show that Jy.x = 1.

Recall that o, must appear in the profile decomposition, at some index J;, with
Jr, > Jmax because 97, has a scattering nonlinear profile. Now write the Pythagorean
expansion of the energy (2.10) for J = Jy,, denoting by {U' 7}, the nonlinear profiles
associated to the profile decomposition of @(7,):

Jmax Jr—1
E(il) = E(W,0)+ Y _E@)+ > EU’)+ E®@) + E(W*(0)) + on(1).
Jj=2 J=Jmax+1

Recall that E (@) = E(W,0) + E(¥). Along with Claim 7.4 this allows us to deduce
that

Vi=2...,Jp—1, U'=0, and @/*(0) = ox(1),

so that in particular Jp.x = 1, and Enin = E(Tp) = E(W,0). This proves
Lemma 7.6. Also notice that we obtained for some ¢ € {£1},

(1) = (Af,nW <A1n> 70) + () + on(1). O

7.3. Step 3: Compactness of the singular part up to scaling.

Lemma 7.8. d(t) has the compactness property on [0,+00), meaning that there
exists a function X : [0,00) — [0,00) so that the set

K (@, ) = {(A(®)a(t, A(t)), A (H)ar(t, A(1)-)) | t € [0, 00)} (7.11)

s pre-compact in H.
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Proof. t+— @(t) is continuous so one only has to check compactness up to modula-
tion in a neighbourhood of +oo. Let {t,}, be any sequence tending to +oo. After
passing to a subsequence, still denoted by ¢,, we can ensure that ¢, > 1 for all n
and {t,} € So, i.e. @(t,) admits a <-ordered profile decomposition {Uy, Xjnstin}
with nonlinear profiles {(_j 5.

By Lemma 7.6, we know that U does not scatter in forward time, and that
E((_ﬂ) > E(W,0). Also by Claim 7.5, 9, appears in the profile decomposition, say
as profile Ij]fL = U, (we recall that its nonlinear profile is 7).

Let us first prove that all nonlinear profiles other than U! and @ vanish, that
is: U4 =0 for all j > 2, j # Jr. Indeed, write the Pythagorean expansion of the
energy (2.10) for J > Jp:

Jr—1 J+1
B(i(t,) = E(UY) + Y E(U7) + E@) + Y E(U7) + E(w@;*(0)) + on(1).
j=2 j=J

Recall again that all the profiles have positive energy or are 0 according to Claim 7.4;
in view of Claim 7.1, (and letting n — +00) we infer that

Vi>2 j#Jy, U/=0, and @/2(0) = ox(1).

From there, we see E(U') = £({t,}) and that the profile decomposition for @(t,,)
can be written as

N 1 1 tl n r 1 1 tl n r
tnv = N - : 'N ]2 - : )
U( T) <>\1,n UL < )\17” )\1771) Ai” atUL ( )\17n A1,71))

+ UL (tn, ) + o (1). (7.12)

Let us now show that
Claim 7.9. t;, =0 for all n.

Proof. In view of Remark 2, it suffices to show that —¢1 /A1, does not converge
to £oo. If —t1 ,/A1,n — +00, then U would scatter forward by definition of a
nonlinear profile: this is not the case. Let us argue by contradiction and assume
that —t1 ,,/A1, = —0o. Then again by definition of a nonlinear profile, U scatters
backwards in time. Now let to > 1 + T~ (¥) be large enough (recall ¢ is the
nonlinear profile of (L, +00)), and evolve the profile decomposition (7.12) with
Proposition 2.9 backwards in times up to time 7, = to — 1 — ¢,, (which is possible
by the choice of ¢y, in view of the lifespans of U! and ). As tg € (tn + Tn,tn] =
(to — 1,t,], we have

. 1 tO_tn_tln r 1 tO_tn_tln r
to,r) = Uy : = O:UL :
U( O’T) <A1,n L < A1 n ’ )\1,77,) ’ )\in L < Al,n ’ )\1,77,))

+ T(to, ) + 01 12(1).

This is a non trivial profile decomposition for the fixed function @(to) — @(to), hence
the only possibility is A1, = 1 and tg —t, —t1,,, = ¢o for all n. But then t; , = —o0

t
like —t,, and ——-"

— 400, which is a contradiction. ([
1,n
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‘We have obtained that

. I T 1 1 T .
u<tn) <)\1,n UL (0’ Al,n) ’ )\in 8tUL (O’ Al,n)) * UL(tn) - OH( )7 (7 3)

and so,

(Al’na(tm)\1,”~)7)\%nata(tm)\l’n-)) — U'l(O) as n — +oo.

As this is true for a subsequence of all sequences t,, — 0o, we see that there exists
a function ¢ — A(t) such that K(a, A\) has compact closure in H. O

7.4. Step 4: Convergence to (W,0) and conclusion of the proof of The-
orem 1.4. Here the argument is exactly the same as in Step 4 of the proof of
Theorem 1.2, and we only sketch it.

Given any sequence {t,} tending to +oo, by by Step 3, [10, Lemma 8.5] and
Theorem 2.11, we have the convergence, up to a subsequence

(AMtn)a (tns Atn)) s A(tn)?0a (tn, Atn)-)) — (EW,0).

Then a continuity argument shows that the sign does not depend on the sequence
{tn}, and so there exists a scaling parameter A defined for all times, such that

(At)a (tn, Mt)) , At)?Ora (tn, A())) — (W,0) as t— +oc.

Finally Lemma A.1 shows that A can be chosen continuous. (As in the blow up
case, we could have used the argument in [10, pages 590-591, Step 3]).
This concludes the proof of Theorem 1.4.

APPENDIX A. CONTINUITY OF SCALING FUNCTIONS

Lemma A.l. Let (B,| - ||) be a Banach space and G be a group of isometries of
B (it is a metric space endowed by the operator norm that we stil denote | - ||:
llgll = sup{|lg.v|| | |lv|| £ 1}). We assume that G is locally path connected.

Let v € C([0,4+00),B), and assume that there exists vg € B and a function
g : [0,400) = G such that g(t).v(t) — v in B ast — +oo. Also assume that G
acts properly on vy, in the sense that if g,.vg — vo in B, then g, — 1d in G.

Then the action can be chosen to be continuous, i.e there exist v € C([0, +0), G)
such that y(t).w(t) = vy in B ast — +o0.

Notice that if G is a Lie group, it is automatically locally path connected, and
so only the proper action hypothesis is to be checked.

Proof. If vy = 0, then |[v(t)|| = |lg(¢).v(t)|| — 0 and so v(t) = Id works. Let us
assume in the following that vy # 0.

As G acts by isometries, we can assume without loss of generality that for all
t >0, ||lv(t)]| > 1. For t > 1, define an adequate modulus of continuity

d(t) =sup{d € [0,1] |V, 7" € [t — §,t + 6], ||v(T) —v(7")| < 1/t}.

Define now by induction the sequence of times typ = 1 and t,4+1 = t,, + d(¢,,) for
n > 0. We claim that ¢, — +o0.

Indeed, if not, t, — too € [0,400) and t, < to for all n. Now observe that if
T € [t—d(t),t], then for 6 = d(t)—t+7 >0, [T—0,7+ ] C [t—d(t),t+d(t)] so that
d(7) > d(t)—t+7. Then for n large enough, t,, > toc—d(c0)/3 and d(t,) > 2d(tx)/3
and t,41 > teo + d(txo)/3 > teo, & contradiction. Hence t,, — +oo.
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Then
19(tns1)g(tn) " v0 — voll = lg(tns1) " w0 — g(tn) w0l
< lg(tng1) ™ vo = vt )|l 4 [[0(tngr) = v(E) ]| + [[o(tn) — g(tn) ™ 0o
<lg(tns1) v(tnr1) —voll +d(tn) + [lg(tn)-v(tn) — vol| — 0.

Therefore, by proper action, g(t,4+1)g(t,)~! — Id as n — +oo.
For m € N, let V,, be a path connected open set of G such that Id € V,,, C
Bg(1d, 1/m) (such a V,, exists because G is path connected). Let

_ max{m | g(tn+1)9(tn)71 €V} if g(tns1) # 9(tn),
m(n) = .
n if g(tnt1) = g(tn).
This is constructed so that m(n) — +00 as n — 4+00. As Vp,(n) is path connected,
there exists a path v, such that v, (0) = Id, v, (1) = g(tn+1)9(t,) ! and 7, ([0, 1]) C

Finally define v : [1,+00) — G in the following way: let ¢ > 1, then there exists
a unique n € N such that t € [t,_1,t,) and we set

(0 = (22 ) o)

tn-i—l - tn
Observe that « is continuous; for all n € N, v(¢,,) = g(t,,); and for t € [t,,, trt1),

t—1t, 1
o [ — ) —1d|| < —.
tni1l — tn m(n)
Therefore,

Iy (o) = v(O)] = [lv(t) = ()~ -voll

< Jot) = v(ta)ll + [0(t) = g(tn) ™ woll + lg(tn) w0 = 4(&) "o

1 _
< — + ou(1) + [1(g(tn) 00 — vo]

Iy (®)g(tn) " —1d|| =

< = 0u1) + — o

~ tn on m(n) voll-
As t, — 400 and m(n) — +o0o0 as n — 400, this means that v(t)v(t) — vy as
t — +00. g
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