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We use optical microscopy techniques to directly visualize the structures that emerge in binary mixtures
and pure fluids near their respective critical points. We attempt to understand these structures by studying the
image formation using both a phase contrast and a dark field filter to our microscope. We found that images
of critical fluctuations for both liquid-liquid and liquid-gas critical systems have gray level intensity histograms
with Gaussian shape. For all fluids investigated, the temperature-dependent standard deviation of the Gaussian
histogram follows a power law with the same exponent. Since the image intensity fluctuations are determined
by order parameter fluctuations, this direct imaging method allowed us to estimate the critical exponent of
compressibility with very good accuracy.
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I. INTRODUCTION

When small changes are made to a system’s thermodynamic
state variables, the system responds by minimizing its free
energy F (T, X), where T is the temperature and X is a quantity
that characterizes the system, such as density, magnetization,
or concentration [1–3]. If this thermodynamic potential,
F (T, X), has two minima, then two phases coexist. When
T changes, the free energy F may split from a potential
with one minimum to a potential with two minima, i.e.,
X(T ) bifurcates at the point (Tc, Xc) and undergoes a
continuous phase transition that leads to phase separation [4,5].
Such phase transitions are described by the order parameter
M = X − Xc, which vanishes in the disordered state and is
nonzero in the ordered state [2,6,7]. The order parameter M

measures the system’s ordering or its degree of symmetry.
For pure fluids near their liquid-gas critical point, the order
parameter is the density distance to the critical density [8].
For a binary mixture near their liquid-liquid critical point,
the order parameter is the concentration distance to the
critical concentration [9]. According to the order parameter
theory of critical phenomena [2,10], far from the critical
temperature Tc, the probability p(M)dM for a small but
macroscopic subsystem to have the order parameter M in
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the ranges M and M+dM is
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where A is the normalization constant, F is the free energy
of the system that was expanded about its minimum, and only
the even powers are retained in the probability distribution
function. For temperatures far from the critical point, the
coefficient (∂2F/∂M2)0 is large and, as a result, the quadratic
factor in Eq. (1) is dominant. Therefore the first approximation
for the probability distribution function of fluctuations is
Gaussian with the variance given by the compressibility
χ ∝ (∂2F/∂M2)−1

0 . As the temperature approaches its critical
value, the compressibility scales as χ ∝ τ−γ , where τ =
(T/Tc − 1) is the reduced temperature and γ is a universal
exponent. For pure fluids, the experimental value of γ varies
form 1.19 for H2O [11] to 1.24 for CO2, SF6, Xe [12], and C2H4

[13]. (For a review of experimental values of γ , see [14].) From
the renormalization group theory [15,16], the critical exponent
value is γ = 1.24 [17].

Direct microscopic observations of fluctuations have pre-
viously been reported using spatially coherent light [9,18]. A
detailed analysis of the direct imaging treatment used here
was provided by Trainoff and Cannell [19]. In their seminal
work, Trainoff and Cannell explained the mechanism of image
formation through interference between the transmitted beam
through the fluid and the phase and amplitude modulated
scattered light by local variations of the refractive index.
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The shadowgraph signal, i.e., the light intensity recorded by
CCD camera, is proportional to the lateral fluctuations of the
refractive index [20–22]. The refractive index fluctuations are
subsequently related to concentration fluctuations near the
liquid-liquid critical point [9,23] and to density fluctuations
near the liquid-gas critical point [24,25], respectively. Here
we use a shadowgraph method to direct image thermal
fluctuations very close to the critical point. At the same
time, the shadowgraph method is also extensively used for
investigating nonequilibrium fluctuations. Since the first direct
imaging of nonequilibrium fluctuations in a liquid mixture
done by Vailati and Giglio [26], this experimental technique
was refined and applied to many other nonequilibrium systems.
The shadowgraph technique was recently used for imaging
thermal and electrohydrodynamic convections in nematic
liquid crystals [20], investigating Rayleigh-Bénard convection
[27] (for a review see also [28]), and studying nonequilibrium
concentration fluctuations, both on Earth [29,30] and under
microgravity conditions [31].

Near Tc, large forward scattering from a fluid element
interferes with the transmitted light at the imaging pixel to
produce bright or dark intensity variations. We have observed
large thermal fluctuations as T approaches Tc in several
systems, such as the binary liquid of methanol and partially
deuterated cyclohexane (CC*-Me) [32], an isobutyric acid and
water (IW) binary mixture [33,34], and sulfur hexafluoride
(SF6) in weightlessness [32,35–37].

As suggested by Guenoun et al. [9] and proved by
physical optics treatment of the quantitative shadowgraph
technique [19,20,22], order parameter fluctuations δM in-
duce fluctuations in the intensity of the scattered light with
a corresponding Gaussian gray level intensities histogram
similar to Eq. (1). For example, in binary mixtures near the
critical point of miscibility, the order parameter fluctuation,
i.e., the concentration fluctuations, induce small changes
in the index of refraction that determine changes in the
phase of scattered light. Exactly at the critical point (Tc,
Xc), the second-order derivative of the free energy vanishes
[(∂2F/∂M2)]T = 0 and the corresponding compressibility χ

diverges. Near the critical point, the minimum of F (T, M) is
spread out over a wide range of values of the order parameter
M [2,38]. The large spread δM that exists near the critical
point leads to either extremely large (divergence) or vanishing
values of some thermophysical properties of the system.
Both equilibrium and transport properties behave according
to universal power laws that either diverge to infinity or
converge to zero at the critical point [4,6,39]. The singularities
of some thermophysical properties could be related to domains
of order parameter M that are statistically self-similar at the
critical temperature Tc. For example, density fluctuations are
self-similar since they exist at all length scales at the critical
point such that the fluctuation correlation length diverges at
Tc according to ξ = ξ0τ

−ν , where ξ0 is a system-dependent
correlation amplitude and ν is a universal exponent [24,40,41].
The increase in the fluctuation correlation size near M = 0
manifests by an increase of the scattered light intensity. When
the fluctuations of the order parameter δM are correlated over a
size comparable to the wavelength of light, the scattering from
the media greatly increases. Light scattered from the correlated
fluctuations coherently interfere to produce a striking visual

effect called the critical opalescence [42–45]. This strong
correlation between the intensity of the scattered light and
the fluctuations of the order parameter allows the properties of
near critical fluids to be probed with light-scattering techniques
[46–50].

Precise measurements of diverging thermophysical proper-
ties near a second-order phase transition are severely hindered
by the influence of the gravitational field. For example, in pure
fluids, such as SF6, the gravitational field leads to fluid strat-
ification due to the divergence of isothermal compressibility
near the critical point [17,51]. To overcome these challenges,
three experimental strategies were developed. One approach
considered shrinking the vertical size of the sample cells for
ground-based experiments in order to minimize the effect
of the gravitational field [4,5,52]. The drawback is that the
finite size effects then limit the accuracy of the measured
thermophysical properties [53,54]. Another approach is to
reduce the influence of the gravitational field by taking
advantage of the microgravity environment, usually of the
order of 10−4 g, in a low-Earth-orbiting spacecraft or long-
term space station missions [55]. Since the first low-gravity
experiment on phase separation in liquid binary mixtures
and pure fluids [23], advances in both the duration and the
accuracy of measurements allowed more precise estimation of
critical exponents. (For a review see [55].) A third strategy,
that can only be applied to some binary mixtures, is density
matching. It consists in deuterating the lighter component of
the mixture so as to approximately match the molar mass of
the heavier component. This strategy was successfully used to
significantly reduce the stratification due to gravity [9,56,57].

II. EXPERIMENTAL SETUP

There are two parts to the experimental setup: an optical mi-
croscope, which allowed us to use three different light-filtering
methods to investigate density fluctuations, and a thermostat
that enclosed the sample cell filled out with a fluid near the crit-
ical point. The optical microscope setup described below was
only used for investigating the fluctuations near liquid-liquid
critical points on Earth in deuterated cyclohexane-methanol
and in isobutyric acid-water systems. Thermal fluctuations
near liquid-vapor critical point in sulfur hexafluoride were
investigated in microgravity using the optical microscope
included with ALICE 2 instrumentation. (For details regarding
the microgravity optical setup see [37,58].)

A. Optical microscopy setup for ground-based experiments

The sample cell is placed near the focal point of L3 and
its position is adjusted with a translation stage so that the
field of view is near the output window of the cell. This also
allowed us to properly position the object to form an image
on a CCD camera (Sony XC-75CE with 752 × 582 pixels)
approximately 1 m from L3. The optical resolution in the
object plane is of the order of 1 μm, comparable to both the
diffraction resolution �0.5 μm and the fluid element resolution
�2.2 μm. We used a wide-band light source, a 100-W halogen
lamp, which gave a small coherence time and a corresponding
longitudinal coherence length of �1 μm. The geometry of
our optical setup gave a spatial coherence of �120 μm in
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FIG. 1. Schematic representation of the optical microscopy system (not at scale). A white light source and a collimator produced a parallel
beam of light after passing through a 0.8-mm pinhole with two 50-mm lenses, L1 and L2. This light scattered by fluctuations in the turbid
media is collected by a high-quality, 50-mm photographic lens L3 (Olympus, OM). An image of the fluid is formed on the CCD camera that is
�1 m from L3.

the object’s plane. Since our microscopic field of view was
�1.5 mm, it corresponds to a spatial coherence of over 8% of
the field of view, or 46 × 46 pixels, on the CCD image plane.

In order to conveniently use the optical microscopy system
schematically represented in Fig. 1, we have designed a
thermal control system that used air convection and radiation
for heat transfer. The cell was temperature controlled by
placing it near the center of an aluminum cylinder with a
diameter of 10 cm and height of 18 cm that had a foil heater
glued to its exterior. Two holes in the heating cylinder, which
were aligned with the optical axis of the cell, allowed light to
pass through the sample fluid. To prevent convective cooling
of the sample cell windows, these holes are closed at both
ends with optical windows. Two more thermal shields made
of 7-cm-thick polystyrene surrounded the heating cylinder and
provided a constant ambient temperature for the inner cylinder.
We placed the entire system containing the cell, the heating
cylinder, and the thermal shields on an optical bench (see
Fig. 1).

III. DIRECT VISUALIZATION OF FLUCTUATIONS NEAR
LIQUID-LIQUID CRITICAL POINT

A. Partially deuterated cyclohexane and methanol system

The sample cell used with the above-described optical
system (see Sec. II) was filled out with a binary mixture
of partially deuterated cyclohexane and methanol (CC*-Me)
[32]. This sample cell was prepared by mixing the two
chemical substances such that the concentration of cyclohex-
ane was at a well-known critical concentration cc = 71% by
weight or mass fraction [42,57]. To reduce sedimentation, we
have density matched the mixture of CC*-Me. This mixture
was placed between two sapphire windows with a 10-mm
diameter and 8.5-mm thickness each, separated by a gold-
coated 3-mm-thick brass spacer. This sample cell was placed
in a larger, 6-cm diameter and 6-cm length, copper housing.
Although the sample cell was filled out to a slightly off-critical
concentration, c = (cc − 0.01) ± 0.002, it is well within the
concentration range |c − cc| < 0.05, where fluctuations are
visible as in Guenoun et al. [9].

The CC*-Me system exhibits the critical behavior when
the temperature and concentration are near the critical point

in the (T , c) space, where c is the concentration of one of
the chemical species [57]. Depending on its temperature T ,
the system mixes or phase separates. The order parameter
of the binary mixture CC*-Me is M = c − cc. Although the
CC*-Me system allowed the density to be precisely matched,
when quenched below Tc = 46.64◦C, slow sedimentation
of the phase-separated droplets were clearly visible in the
microscopic field of view after several hours. At the beginning
of the experiment, the sample cell was first mechanically
shaken by hand and was subsequently heated above Tc to
approximately 50°C, where the binary fluid was allowed to
sit for at least 12 hours so that it was thoroughly mixed
by diffusion. The temperature of the sample cell was then
decreased towards the critical point in steps or temperature
quenches, 	T . As we approached Tc, finer temperature
quenches were used. Far from Tc, the thermal quench was
	T = 1 K, whereas closer to Tc, we used a thermal quench of
	T = 1 mK. The thermal control system achieved stability as
high as 0.1 mK over 12 hours and was mostly limited by the
room temperature variations.

We have applied several filters to the light as shown in
Fig. 1. Images with no filter in the focal plane of L3 are called
bright field (BF) images [9,18,59]. The first filter, called phase
contrast (PC), consisted of a mica quarter-wave-plate of 1
cm diameter [60–62]. This corresponds to about 4% of the
lens area, or an angle of 0.1 radians for output light. The light
that passed through the quarter-wave-plate was, over the broad
band of optical wavelengths, phase delayed relative to what it
would have been had it not passed through it. The light that
focused on the quarter-wave-plate is the transmitted light, i.e.,
the part of the incoming parallel light wave not significantly
scattered by fluctuations. The light that does not pass through
the quarter-wave-plate was scattered by fluctuations and is not
phase delayed. A phase object that only changes the phase
and not the amplitude of the light, e.g., no energy absorption,
would produce no net intensity change at the detector, because
the phase information does not contribute to the magnitude
of the wave measured at the detector. By phase delaying the
transmitted light at the lens’ output focal plane with respect to
the scattered light, the wave at the detector is decomposed into
two parts that may have a relative phase shift, making phase
objects visible. The transmitted and scattered waves superpose
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FIG. 2. Enhanced bright field (a), phase contrast (b), and dark field (c) images taken at approximately 1 mK above the critical temperature.
The images are single frames extracted from video recorded at 25 frames/s and the correlation length at this temperature was �1 μm. The
height of the image is 1.5 mm.

constructively or destructively so that their magnitude at
the detector has an intensity variation that encodes a phase
variation [59,62].

The second filter, called dark field (DF), used a 7-mm-
diameter opaque disk, placed at the output focal point of L3

to block the transmitted beam and only allowed the scattered
light to enter the CCD array [63]. Both PC and DF filters were
positioned at the focal plane using the same support. The plane
of this support was perpendicular to the optical axis and was
connected to another translation stage. This stage allowed the
support to be displaced perpendicularly to the optical axis such
that the light passed through the focus point unaltered in the
case of the BF setup, the light near the focus point passed
through the quarter-wave-plate in the case of the PC setup,
and the light was blocked at the focus by the opaque disk in
the case of the DF setup. Our optical setup allowed the three
optical techniques (BF, PC, and DF) to be changed in situ by
adjusting the translation stage (see Fig. 1).

The critical temperature was experimentally obtained by
observing the phase separation process that for this system is
a relatively quick process. The critical point was measured
to within 0.5 mK with 1-mK quenches by observing the
image after each quench to see if the fluid separated. The
identification of the phase-separating features in the images
was verified by waiting for over 12 hours at Tc + 0.5 mK.

We identified the critical temperature as the last temperature
quench for which the images retained the same characteristics
and the fluid did not phase separate. After each quench, the
temperature was allowed to equilibrate for at least 20 min
before recording images of the fluctuations.

Above the critical temperature (T > Tc), we observed
featureless images through our microscope. As T approaches
Tc, we have observed images that exhibit spatial regions
of varying light intensity. Figures 2(a)–2(c) show single
frames extracted from video recordings with a frame rate of
25 frames/s taken above and close to the critical
temperature Tc.

The original BF and PC images produced by our system
were not of uniform intensity due to system noise from dust,
etc. Optical noise produced nonuniform background intensity
in addition to the intensity from density fluctuations. To correct
for the optical system noise, we subtracted an image that
was time-averaged over 1 min of video recording at a given
temperature. This ensured that the local intensity fluctuations
in the images did not contribute to the background as they
averaged to negligible intensity variations and the noise was

constant. The DF images were less sensitive to optical noise
due to the inherent Fourier filtering that removed the low wave
number components. The BF [Fig. 2(a)] and PC [Fig. 2(b)]
images have their intensity shifted as described above and
their contrast enhanced so that the spatial regions can easily be
seen. Figure 2(c) shows a DF image. All three images shown
in Fig. 2 were taken in sequence at the same temperature
by recording 1 min of video, moving the translation stage to
another filter, and repeating the procedure.

The purpose of the CC*-Me measurements was to test
the Gaussian nature of the statistics of the images, so that
only a single temperature above Tc was measured, namely,
T = Tc+1 mK. Figure 3 shows the distribution of intensity, or
the histogram, for our 8-bit black and white digitized images,
which resulted in 256 possible intensity levels at each pixel.
The spatial sampling of light performed by the CCD camera
produces 752 × 582 = 437 664 possible pixels to distribute
over these 256 intensity values and the vertical axis of the his-
togram is the number of pixels that have a given intensity value.

The small differences between the BF and PC intensity
distributions are probably caused by a slight attenuation of
the light from the mica wave-plate that is slightly opaque, the
wave-plate edges, and the mounting piece for the wave plate.
The DF image in Fig. 2(c) appears different from the PC and BF
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FIG. 3. (Color online) Log-linear plot of intensity distributions
(histograms) of de-noised BF, PC, and DF images. The slight
deviation from a Gaussian distribution is most likely determined by
optical noise. The horizontal axis corresponds to the 256 intensity
levels of the 8-bit images. The standard deviations of the three PDFs
are 19.8 for BF, 20.3 for PC, and 22.8 for DF.
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FIG. 4. Temporal evolution of the intensity of a line of pixels. The BF (a) and PC (b) images show a slow evolution superposed over a fast
evolution. The DF (c) image only shows the fast evolution. The long temporal persistence of fluctuations in both BF and PC images is lost in
the DF image, presumably because the fluctuations are in the low-q range that is filtered out in DF.

images. The intensity distributions shown in Fig. 3, however,
reveal no substantial differences, i.e., all three exhibit Gaussian
statistics to a good approximation. Because the transmitted part
is blocked or masked from arriving at the CCD, we needed to
increase the DF image signal substantially above the noise
level. We accomplished this by increasing the incident light
intensity by a factor of 4.8 by increasing the power to the light
source.

We also recorded the temporal evolution of the intensity
fluctuations. Figure 4 shows several examples of the temporal
evolution of a line of pixels. These “waterfall” images of BF,
PC, and DF show a horizontal display of the intensity of a line
of fluid elements that change over time along the vertical axis.
In the DF images, the large, slow regions are absent and the
smaller regions last for only 1–2 s or a period that is almost
10 times less than the large regions in the BF and PC images.
This suggests that the correlation time is significant for low q,
i.e., a large spatial extent; fluctuations are present in both the
BF and PC images and are completely filtered out in the DF
images.

B. Isobutyric acid and water system

In our experiments, the IW system was not density matched,
so that the fluctuations were observed near the cell’s center
using a density gradient technique [64]. A mixture of isobutyric
acid and water was prepared at the critical concentration
by weighing highly purified components directly into the
experimental cell to minimize the relative error of c and
cc to approximately 10−2. The cell was made of two,
parallel, 20-mm-diameter fused quartz windows separated by
a 2.00-mm spacer. This IW-filled sample cell was immersed
in a water bath that allowed for a temperature stability of
±0.2 mK over several hours.

The probability distribution of light intensities [Fig. 5(a)]
was also Gaussian in the case of the IW mixture. As in the
above CC∗-Me case, the contrast of the image increased as Tc

was approached, corresponding to an increase in the widths of
the intensity distributions.

The temperature variation of the standard deviation 	 of the
above Gaussian distribution [see Fig. 5(b)] reveals a power law
scaling. In our experiments, the temperature range was limited
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FIG. 5. (a) Intensity distributions (histograms) for the fluctuation images of isobutyric acid and water mixture at T − Tc= 1 mK. The curve
is the best fit to a Gaussian distribution (continuous line). (b) Temperature dependence of the standard deviation 	 of the Gaussian distribution
reveals a power law with an exponent of γ /2 = 0.62.
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FIG. 6. Optical microscopy imaging reveals large density fluc-
tuations in SF6 fluid under reduced gravity very close to its critical
point (T − Tcx= 10 μK). The height of the image is 1 mm.

to about 1–30 mK because of a background noise that could
not be eliminated by the above-described image subtraction
method. For the isobutyric acid and water liquid mixture, 	

was fitted to

	= a τ−x, (2)

where Tc = 299 K for IW. Because the intensity fluctuations are
determined by order parameter fluctuations [9], the variance
	2 of the Gaussian distribution of gray level intensities should
follow the same scaling law as the compressibility χ ∝ τ−γ .
As a result, we expect a scaling exponent of x = γ /2 = 0.62
for 	. When both a and x were free parameters in Eq. (2),
we obtained the dimensionless coefficient a = 0.029 ± 0.003
and x = 0.58 ± 0.1, with an adjusted χ2 = 0.003 44 and
an adjusted coefficient of determination R2 = 0.918. When
the exponent x is fixed at 0.62, we obtained a slightly better
fit with a = 0.030 ± 0.002, an adjusted χ2 = 0.002 71,
and an adjusted coefficient of determination R2 = 0.936 [see
Fig. 5(b)]. Our experimental results are in agreement with
the prediction based on the thermodynamic fluctuation theory

and allowed the estimation of the critical exponent γ through
direct imaging of near critical fluctuations. We found that the
standard deviation 	 of the Gaussian distribution of gray levels
scales as the square root of the compressibility

√
χ ∝ τ−γ /2.

IV. DIRECT VISUALIZATION OF FLUCTUATIONS NEAR
THE LIQUID-VAPOR CRITICAL POINT

The experiments with sulfur hexafluoride (SF6) were
performed with the ALICE 2 facility that was designed for
operation in the weightlessness of a space vehicle to eliminate
sedimentation. (For details regarding the optical setup and
thermal stability parameters, see [36,37,65,66].) Here, we
report data obtained with SF6 near its critical density. A
3-mm-thick layer of SF6 was enclosed in a copper beryllium
cylindrical cell closed with two sapphire windows of 12 mm
diameter. Using the microscopy of the ALICE 2 facility (see
[37,58,67] for details), images of the fluid were obtained with
a spatial resolution of 1.64 μm (a fluid element imaged into a
CCD pixel). The depth of focus was approximately 5 μm and
the microscope could be focused either on the middle plane of
the cell or on a plane close to the cell’s wall. No qualitative
differences were observed between these two imaging planes.
The cell was set in a thermostat with a precision of approx-
imately 3 μK in the temperature range 25–70°C. We used
controlled temperature steps as small as 100 μK [37,58,67].
The average density of the sample was determined within an
accuracy of 0.1% by the method discussed in Ref. [65]. In our
experiments, the density was ρ/ρc= 1.009 ± 0.001. A precise
determination of the critical temperature under weightlessness
was performed automatically by recording the change of a
630-nm laser light’s transmittance through the sample. In terms
of reduced temperature, this density mismatch corresponds
to T − Tc = 30 μK. The fluctuations visible in Fig. 6 were
observed at 10 ± 3 μK above the coexistence temperature
Tcx .

As in the previous section, the images were corrected
for noise from the spatial response of the camera, the
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inhomogeneity of the incident light, dust on the windows, etc.
Since the modulation by the fluctuations was small compared
to the average intensity, we subtracted a background image
taken under the same conditions but at a higher temperature
(T − Tc = 0.3 mK) where the fluctuations were no longer
visible. We stress that the fluctuations at T − Tcx= 10 μK are
not domains formed by a phase separation process because
the pattern did not grow during the 1-h observation time,
which is about 2500 times longer than the fluctuation lifetime
tξ ≈ 1.4 s. The histogram, or intensity distribution, for SF6

light intensity fluctuations fits well with a Gaussian function
[continuous line in Fig. 7(a)].

The temperature variation of the standard deviation 	 was
small in the temperature range 0.01–0.3 mK where fluctuations
are visible. This temperature range was markedly smaller than
for the IW mixture. We fitted the data to the same function as
in Eq. (2),

	 = a τ−x + b, (3)

with Tc = 318.71 K for SF6, and a background constant b

= 0.53 ± 0.1 determined with data where fluctuations are
not visible (T − Tc> 0.3 mK). Imposing the same value of
the background b = 0.53 in the fit of all data, we found
the free parameters x = 0.43 ± 0.15 and the dimensionless
fitting coefficient a = 0.001 ± 0.001 with a reduced χ2 =
0.096 28 and an adjusted coefficient of determination R2 =
0.746. We also fitted the data with a fixed exponent x = 0.62
and obtained a = 0.000 11 ± 0.000 02 with a reduced χ2

= 0.10095 and an adjusted coefficient of determination R2

= 0.733 [see Fig. 7(b)]. Similar to our experimental results
regarding isobutyric acid and water liquid mixtures (Sec. IIIB),
we also found that the standard deviation of the Gaussian
fluctuation of light intensity for pure SF6 in weightlessness
obeys a power law [see Eq. (3)] with an exponent that is close
to the theoretically predicted value of γ /2 ≈ 0.62.

V. CONCLUSIONS

Ground-based experiments using optical microscopy al-
lowed direct imaging of thermal fluctuations near the

liquid-liquid critical point of two mixtures: isobutyric acid-
water (IW) and deuterated cyclohexane-methanol (CC*-Me).
We also carried out one microgravity experiment using ALICE
2 instrumentation to directly image fluctuations near the
liquid-gas critical point of sulfur hexafluoride (SF6). The
critical behavior of both liquid-liquid and liquid-gas systems
is determined by a second-order phase transition and they
belong to the same universality class as the three-dimensional
Ising model [9,17,24,52,53]. Following Guenoun et al. [9],
we investigated the distribution of gray level intensities, i.e.,
image histograms, for the above near critical systems. Based
on the thermodynamic theory of fluctuations, we expected that
the probability distribution of order parameter fluctuations,
p(M)dM, is Gaussian with a variance proportional to the
system’s compressibility, χ ∝ (∂2F/∂M2)−1

0 . Since the image
intensity is determined by the order parameter fluctuations
[9], here we used the intensity histogram to estimate the
temperature dependence of the variance of p(M)dM, i.e., the
thermodynamic compressibility. Near the critical point, the
compressibility scales as χ ∝ τ−γ , where τ = (T/Tc − 1)
is the reduced temperature [4,17,24,66,68]. As a result, the
standard deviation 	 of gray level histograms should scale as
the square root of compressibility, i.e., 	 ∝ τ−γ /2, where γ =
1.24 [8,14,24].

Our experimental results are in agreement with the above
prediction based on the thermodynamic fluctuation theory and
allowed the estimation of the critical exponent γ through direct
imaging of fluctuations. Indeed, we found experimentally that
near the critical point the standard deviation of the Gaussian
histograms followed power laws with respect to the reduced
temperature.
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