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AN EXACT RESCALING VELOCITY METHOD FOR SOME KINETIC
FLOCKING MODELS

THOMAS REY AND CHANGHUI TAN

Abstract. In this work, we discuss kinetic descriptions of flocking models, of the so-called Cucker-
Smale [5] and Motsch-Tadmor [12] types. These models are given by Vlasov-type equations where
the interactions taken into account are only given long-range bi-particles interaction potentials. We
introduce a new exact rescaling velocity method, inspired by the recent work [8], allowing to observe
numerically the flocking behavior of the solutions to these equations, without a need of remeshing
or taking a very fine grid in the velocity space. To stabilize the exact method, we also introduce a
modification of the classical upwind finite volume scheme which preserves the physical properties of
the solution, such as momentum conservation.
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1. Kinetic Description of Flocking Models

We are interested in this paper with numerical simulations of Vlasov-type kinetic description of
flocking models

(1.1)


∂f

∂t
+ v · ∇xf +∇v · Q(f) = 0, ∀x ∈ Ω ⊂ Rd, v ∈ Rd,

f(0, x, v) = f0(x, v).

Date: Final version.
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The distribution function f = f(t, x, v) describes the probability to find an individual at time t > 0 at
the infinitesimal position of the phase space dx dv. The set Ω will be either Td or Rd. The integral
operator Q, the flocking operator, characterizes the nonlocal interactions. Typical examples are
given by the so-called Cucker-Smale [5] model and Motsch-Tadmor [12] model, where the operators
(See e.g. the paper from Tadmor and Ha [15] for details about the derivation) are given by

Cucker-Smale model: QCS(f) =
∫∫

φ(|x− y|)(v∗ − v)f(y, v∗)f(x, v) dv∗ dy,(1.2)

Motsch-Tadmor model: QMT (f) =
[∫∫

φ(|x− y|)f(y, v∗) dv∗ dy
]−1

QCS(f).(1.3)

The function φ is the influence function, and characterizes the strength of the interactions be-
tween individuals. It is natural to set φ as a bounded decreasing function of the distance between
individuals.

The flocking phenomenon describes asymptotic velocity alignment, namely all individuals move
by the same asymptotic velocity towards the same direction. In the kinetic representation, it means
the equilibrium states f∞ of the system are monokinetic: they have the form

f∞(x, v) = ρ(x)δ(v − c),
where c ∈ Rd is a constant velocity which depends on the initial condition1 and ρ is the macroscopic
density of the system:

ρ(x) =
∫
Rd
f(x, v) dv.

It has been shown in [3, 17] that if φ satisfies the slow decay condition∫ ∞
φ(r)dr =∞, if Ω = Rd; φ(diam(Td)) > 0, if Ω = Td,

then given any initial data, (1.1) converges to a flock, under both Cucker-Smale and Motsch-Tadmor
setups. In particular, denote

S(t) := sup
(x,v),(y,v∗)∈supp(f(t))

|x− y|, V (t) := sup
(x,v),(y,v∗)∈supp(f(t))

|v − v∗|

to be respectively the largest variation in position and velocity for the system at time t. Then, S(t)
is uniformly bounded in all time, and V (t) decays to 0 exponentially in time.

With such exponentially fast creation of δ-singularities, when designing a numerical method for
(1.1), one cannot expect to achieve a correct accuracy for large time (and this is particularly true
when using a high accuracy spectral method2, because of Gibbs phenomenon [2]). It is then chal-
lenging to design a numerical scheme which captures the blow-up correctly.

In [17], schemes based on discontinuous Galerkin method are derived to deal with δ-singularities
(flocking and clustering). In this paper, as we mentioned earlier, we shall only focus on the flocking
case. To this end, we shall introduce a technique based on the information provided by the hydro-
dynamic fields computed from a macroscopic model corresponding to the original kinetic equation.
Then by rescaling the kinetic equation using the knowledge of its qualitative flocking behavior, we
will solve another equation which does not exhibit concentration. The original solution will finally
be obtained by reverting the rescaling.

Velocity scaling method has been used on various types of spatially homogeneous kinetic equations
[1, 4, 7, 9]. The idea is mainly based on the self-similar behavior of the solution to the kinetic
equation. However for spatially inhomogeneous case, the situation is much more complicated and
this method have not been applied since the transport operator and the boundary conditions break
down this self-similar behavior. Then, F. Filbet and the first author proposed in [8] an extension
of this method to the space inhomogeneous case using an approximate closure of the macroscopic

1If the flocking operator is symmetric, as in the Cucker-Smale case, this quantity is given by the initial average
velocity of the system.

2This is a natural choice of approximation of the flocking operator, because of its convolution structure.
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equations based on the knowledge of the hydrodynamic limit of the system. This is particularly well
suited to the study of granular media. Similar to all previous work, the scaling factor is chosen as
the square root of temperature, which does not necessarily provide the precise scaling.

In this work, we propose a velocity scaling method to solve kinetic flocking equations (1.1), with
a new choice of scaling factor, which captures the exact scaling of the system. We also design a
numerical scheme to efficiently solve the coupled evolutions of the kinetic equation together with
the rescaling function. It is based on a new modification of the classical upwind fluxes (see e.g.
[10] for a complete introduction on the topic) allowing to take into account some of the physical
properties of the equation. To follow the flock during time, we will also introduce a shift in velocity
for the rescaling function. Besides capturing the correct flocking behavior of the model, the rescaled
equation is also local in the velocity variable, and hence computationally cheaper than the original
nonlocal equation for f .

2. Scaling on Velocity

This section is devoted to the presentation of the scaling for equation (1.1) allowing to follow the
change of scales in velocity. It is an extension to the space-dependent setting of the method first
introduced in [9], using the relative kinetic energy as a scaling function. This method is similar to the
work of A. Bobylev, J.A. Carrillo, and I. Gamba [1] about Enskog-like inelastic interactions models.
Indeed, in one section of this work, the authors scaled the solution of the spatially homogeneous
collision equation by its thermal velocity, in order to study a drift-collision equation, where no blow-
up occurs. The same technique was also used by S. Mischler and C. Mouhot in [11] to prove the
existence of self-similar solutions to the granular gases equation.

For a given positive function ω : R+ × Ω 7→ R+, we introduce a new distribution g(t, x, ξ) by
setting

(2.1) f(t, x, v) = ω(t, x)dg(t, x, ξ), ξ = ω(v − u),

where the function ω (or more precisely ω−1), the scaling factor, is assumed to be an accurate
measure of the “support” or scale of the distribution f in velocity variables. Then according to
this scaling, the distribution g should naturally “follow” either the concentration or the spreading in
velocity of the distribution f . The function u is the usual macroscopic velocity, defined inside the
support of ρ as

u(t, x) = 1
ρ(t, x)

∫
Rd
vf(t, x, v) dv.

Moreover, it is straightforward using (2.1) to see that g has the following qualitative properties:
(1) Its local density is the same as the one of the original distribution:

(2.2) ρ(t, x) :=
∫
Rd
g(t, x, ξ) dξ =

∫
Rd
f(t, x, v) dv.

(2) Due to the shift in velocity, its local momentum is everywhere 0:

(2.3) M(t, x) :=
∫
Rd
g(t, x, ξ) ξ dξ = 0, ∀t ≥ 0, x ∈ Ω.

The question now is to find an appropriate scaling factor ω so that g neither vanishes nor becomes
singular in all time.

Remark 1 . The variation in velocity V (t) decays exponentially fast in time. Since this quantity
is essentially the support of f , in order for the support of g to remain bounded, we expect that ω
should grow exponentially in time.
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2.1. A Spatially “Homogeneous” System. We first consider the dynamics without the free
transport term:

(2.4) ∂f

∂t
+∇v · Q(f) = 0,

since the flocking operator Q is the main driving force towards velocity concentration. Note that
here, the system is not completely spatially homogeneous, as Q is a nonlocal operator in space.

Plugging the expression of the scaling function (2.1) into the flocking equation (2.4), we have for
the first term

∂tf = dωd−1∂tωg + ωd
[
∂tg +∇ξg · (∂tω(v − u)− ω∂tu)

]
= ωd

[
∂tg + ∂tω

ω
∇ξ · (ξg)

]
− ωd+1∂tu · ∇ξg.

Moreover, concerning the flocking operator, one has to distinguish between Cucker-Smale and
Motsch-Tadmor. The former one yields

QCS(f) = ωd
∫∫

φ(|x− y|)
(

ξ∗

ω(y) + u(y)− ξ

ω(x) − u(x)
)
g(x, ξ) g(y, ξ∗) dξ∗ dy

= ωdg(x, ξ)
∫
φ(|x− y|)(u(y)− u(x))ρ(y) dy − ωd−1ξ g(x, ξ)

∫
φ(|x− y|)ρ(y) dy,

whereas the latter one yields

QMT (f) =
[∫

φ(|x− y|) ρ(y) dy
]−1
QCS(f)

= ωdg(x, ξ)
∫
φ(|x− y|)(u(y)− u(x))ρ(y) dy∫

φ(|x− y|)ρ(y) dy − ωd−1ξ g(x, ξ).

Gathering everything and using the chain rule, we obtain the following equation for g:

(2.5) ∂g

∂t
+
[
∂tω

ω
−A(t, x)

]
∇ξ · (ξg)− ω [∂tu− B(t, x)] · ∇ξg = 0,

where the operators A and B are functions of the macroscopic quantities and the influence function
only, and depend on the model considered. More precisely, we have for the Cucker-Smale model
(1.2)

(2.6) ACS(t, x) :=
∫
φ(|x− y|)ρ(t, y) dy, BCS(t, x) :=

∫
φ(|x− y|)(u(t, y)− u(t, x))ρ(t, y) dy,

and for the Motsch-Tadmor model (1.3)

(2.7) AMT (t, x) = 1, BMT (x) =
∫
φ(|x− y|)(u(t, y)− u(t, x))ρ(t, y) dy∫

φ(|x− y|)ρ(t, y) dy .

Computing the zeroth and first moments in velocity of equation (2.4), we get the following evo-
lutions for the macroscopic quantities:

d

dt
ρ(t, x) = d

dt

∫
f(t, x, v) dv = 0,

d

dt
(ρ(t, x)u(t, x)) = d

dt

∫
f(t, x, v) v dv =

∫
Q(f) dv = ρ(t, x)B(t, x).

It implies that the mass ρ(t, x) = ρ(x) is constant in time, and that the following evolution law holds

(2.8)


∂tu− B(t, x) = 0,

u(0, x) = 1
ρ(x)

∫
Rd
f0(x, v) v dv.

Moreover, A is independent in time for both models, since it does not depend on u.
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We have now enough information to define the scaling function. Let us set

(2.9) ω(t, x) = ω0(x) exp [tA(x)] , ∀t ≥ 0, x ∈ Ω,

for any measurable, positive function ω0. Note that such an ω behaves as expected, namely grows
exponentially in time to compensate the concentration, as A is nonnegative. This is particularly
true for the Motsch-Tadmor model (1.3), where we have according to (2.7) the explicit form

(2.10) ω(t, x) = ω0(x) et, ∀t ≥ 0, x ∈ Ω.

Then, plugging both (2.8) and (2.9) in (2.5), one obtains that
∂g

∂t
= 0.

This provides a perfect scaling of the system, and since g is constant in time, the whole dynamics of
f is given by the dynamics of the scaling function ω and the macroscopic velocity u. More precisely,
we have for f using (2.1)

f(t, x, v) = ω(t, x)dg (t, x, ω(t, x)(v − u(t, x)))
= ω(t, x)dg(0, x, ω(t, x)(v − u(t, x)))

= ω(t, x)d

ω0(x)d f
(

0, x, ω(t, x)
ω0(x) (v − u(t, x)) + u(0, x)

)
= exp [d tA(x)] f0 (x, exp [tA(x)] v + u(0, x)− exp [tA(x)] u(t, x)) ,

the momentum u being a solution to (2.8). Such an f is a solution to (2.4).

Remark 2 . Note that the integral term B has a convolution structure in x, and a spectral method
could be used to propagate u with no difficulty and high accuracy.

2.2. The Full Rescaled System. We are now ready to go back to the full system (1.1). Applying
the scaling ω introduced in the last section, we have that:

v · ∇xf =
(
ξ

ω
+ u

)
·
[
dωd−1∇xω g + ωd

(
∇xg + ∇xω

ω
(ξ · ∇ξ)g − ω

∑
i

∂ξi
g∇xui

)]
.

With the transport term, the rescaled g will not be constant anymore as time goes by. A direct
computation using (2.5) yields the following dynamics for g:

∂g

∂t
+
[
∂tω

ω
+ u · ∇xω

ω
−A(t, x)

]
∇ξ · (ξg)− ω [∂tu + u · ∇xu− B(t, x)] · ∇ξg + u · ∇xg(2.11)

+ ξ

ω
·
[
∇xω
ω
∇ξ · (ξg) +∇xg − ω

∑
i

∂ξi
g∇xui

]
= 0.

After some computations, one can rewrite this equation on the following form:
∂g

∂t
+∇ξ ·

{[
−ω (∂tu + u · ∇xu− B)− ξ · ∇xu + 1

ω

(
∂tω − ωA+

(
u + ξ

ω

)
· ∇xω

)
ξ

]
g

}
(2.12)

+∇x ·
[(

u + ξ

ω

)
g

]
= 0.

Multiplying the original flocking equation (1.1) by respectively 1 and v and integrating in the
velocity variable, we obtain by using the definition of g (2.1) the evolution of the macroscopic
quantities:

(2.13)


∂tρ+∇x · (ρu) = 0,

∂t(ρu) +∇x · (ρu⊗ u) +∇x ·
∫
ξ ⊗ ξ
ω2 g dξ = ρB(t, x).
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In particular, assuming that the couple (ρ,u) remains smooth3 and that ρ is nonzero, we have the
following equation for the evolution of u:

(2.14)


∂tu + u · ∇xu + 1

ρ
∇x ·

( 1
ω2P

)
= B,

u(0, x) = 1
ρ(0, x)

∫
Rd
f0(x, v) v dv,

where we defined P as a “pressure” of g, namely

P =
∫
Rd
ξ ⊗ ξ g(ξ) dξ.

We can now choose the definition of ω. As in section 2.1, we want this quantity to be a good
indicator of the support of f , and for the sake of simplicity we also want its definition to yield a
simpler equation for g. Using the same arguments, we define ω as the solution to

(2.15)


∂tω + u · ∇xω − ωA = 0,

ω(0, x) = ω0(x).

Plugging (2.14) and (2.15) in (2.12), we obtain the general system giving the evolution of (g,u, ω),
namely

(2.16)


∂tg +∇x ·

[(
u + ξ

ω

)
g

]
+∇ξ ·

[(
−ξ · ∇xu + ξ · ∇xω

ω2 ξ + ω

ρ
∇x ·

( 1
ω2P

))
g

]
= 0,

∂tu + u · ∇xu + 1
ρ
∇x ·

( 1
ω2P

)
= B(t, x),

∂tω + u · ∇xω − ωA = 0,

the initial condition for this system being given by

(2.17)


u(0, x) = 1

ρ(0, x)

∫
Rd
f0(x, v) v dv, ω(0, x) = ω0(x) > 0,

g(0, x, ξ) = 1
ω(0, x)d f0

(
u(0, x) + ξ

ω(0, x)

)
.

Note that the equation for g is in a conservative form, which is of great interest for numerical
purposes.

Remark 3 . An important feature of the system (2.16) is that it is nonlocal only in x, through the
equation for u, whereas the equation (1.1) for f is nonlocal both in x and v. This provides huge
gains in computational time for the new rescaled model.

Remark 4 . We can also write the g equation in (2.16) as

(2.18) ∂tg +∇x · (ug)−∇ξ ·
(
ξ · ∇xu g

)
+ 1
ω
R = 0,

where the “remainder” term R is given by

R = ω2

ρ

(
∇x ·

P

ω2

)
· ∇ξg + ξ ·

[∇xω
ω
∇ξ · (ξg) +∇xg

]
.

Because ω grows exponentially in time, and R is of order 1, the last term on the previous equation
on g can be neglected for large time.

3This is the case at least for short times, and we believe that this can be extended to larger time using the dissipative
structure of the right hand side of the equation on ρu. See related discussion in [16] for the pressureless system.



AN EXACT RESCALING VELOCITY METHOD FOR SOME KINETIC FLOCKING MODELS 7

Remark 5 . The coupled system (2.16) is in some sense easier to deal with numerically than if
one had to use the uncoupled approach introduced in [8]. Indeed, this previous work required the
knowledge of a closed macroscopic description of the system. If this is manageable for the Boltzmann
equation or for the granular gases equation, here it is more difficult. Indeed, the equilibria of equation
(1.1) being monokinetic

f(x, v) = ρ(x)δ(v − u(x)),

plugging such a function into equation (1.1) and computing the zeroth and first moments, one obtain
the following dynamics for ρ and u:

(2.19)
{
∂tρ+∇x · (ρu) = 0,
∂t(ρu) +∇x · (ρu⊗ u) = ρB.

When B = 0, the equation is usually known as the pressureless Euler system, and exhibits some
complicated behavior such as the creation of δ-singularity in finite time [6]. With the alignment
force B, the solution is less singular. The system has been studied in [16], where a critical threshold
phenomenon is addressed: subcritical initial data leads to global smooth solution, while supercritical
initial data drives to finite time generation of δ-shock.

We end this section by verifying that the zero momentum property (2.3) on g is embedded in
system (2.17), which is an important feature of the equation and will be needed when designing the
numerical method.

Proposition 2.1. Assume g = g(t, x, ξ) is a smooth solution of (2.16) with zero initial momentum

M(0, x) =
∫
ξ g(0, x, ξ) dξ = 0, ∀x ∈ Ω.

Then, M(t, x) = 0 for all t > 0 and all x ∈ Ω.

Proof. Multiplying (2.18) by ξ and integrating with respect to ξ, we have after integration by part
that

∂tM = −∇x · (uM)−M · ∇xu− 1
ω

∫
Rd
ξ R dξ.

As initial momentum is everywhere zero, it then suffices to check that∫
Rd
ξ R dξ = 0.

Indeed, we have componentwise that∫
Rd
ξkRdξ =

∑
i,j

[
ω2

ρ
∂xj

(
Pij
ω2

)∫
Rd
ξk∂ξi

g dξ +
∫
Rd

(
∂xjω

ω
∂ξi

(ξig) + ∂xjg

)
ξjξk dξ

]

=
∑
i,j

[
−ω

2

ρ
∂xj

(
Pij
ω2

)
δikρ−

∂xjω

ω
(δijPki + δikPji) + ∂xjPkj

]

=
∑
j

[
−
(
∂xjPkj −

2∂xjω

ω
Pkj

)
−
∂xjω

ω
(Pkj + Pkj) + ∂xjPkj

]
= 0.

�

3. Numerical Schemes

In this section, we present the numerical implementation of the equations for u and ω in the
rescaled dynamics (2.16).
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3.1. Evolution of the Macroscopic Velocity. We shall solve the dynamics of u through the
conservative form (2.13). More generally, we shall focus on the space discretization of the system of
n conservation laws

(3.1)


∂U

∂t
+∇x ·G(U) = H(t, x, U), ∀ (t, x) ∈ R+ × Ω,

U(0, x) = U0(x),

for a smooth function G : Rn → Mn×d(R) and a Lipschitz-continuous domain Ω ⊂ Rd. The source
term H will be problem dependent, and be treated separately. Indeed, this equation covers the
systems of conservation laws of type (2.13) with n = d + 1, U = (ρ, ρu)ᵀ and G non linear, or the
equation (2.15) (n = 1, G linear) describing the evolution of ω for the Cucker-Smale case. Our
approach of the problem will be made in the framework of finite volume schemes, using central Lax
Friedrichs schemes with slope limiters (see e.g. Nessyahu and Tadmor [13]). We shall present the
spatial discretization of (3.1) in one space dimension for simplicity purposes. The extension for
Cartesian grid in the multidimensional case will then be straightforward.

In the one dimensional setting, the domain Ω = (a, b) is a finite interval of R. We define a mesh
of Ω, not necessarily uniform, by introducing a sequence of Nx control volume Ki :=

(
xi− 1

2
, xi+ 1

2

)
for i = 1, · · · , Nx with xi :=

(
xi− 1

2
+ xi+ 1

2

)
/ 2 and

a = x 1
2
< x1 < · · · < xi− 1

2
< xi < xi+ 1

2
< · · · < xNx < xNx+ 1

2
= b.

The Lebesgue measure of the control volume is then simply mes(Ki) = xi+ 1
2
− xi− 1

2
. Let ui = ui(t)

be an approximation of the mean value of u over a control volume Ki. By integrating the transport
equation (3.1) over Ki, we get the semi-discrete equations

(3.2)


mes(Ki)

∂ui
∂t

(t) + Fi+ 1
2
− Fi− 1

2
= Hi(t), ∀ t ∈ R+, i = 1, · · · , Nx,

ui(0) = 1
mes(Ki)

∫
Ki

u0(x) dx.

In the Cauchy problem (3.2), the quantity
(
Fi+ 1

2

)
i
, the numerical flux, is an approximation of the

flux function x 7→ G (u(t, x)) at the cell interface xi+ 1
2
. We choose to use the so-called Lax-Friedrichs

fluxes with the second order Van Leer’s slope limiter [18]. In this setting, the slope limited flux is
given by

Fi+ 1
2

= 1
2
(
G
(
ui+ 1

2 ,−

)
+G

(
ui+ 1

2 ,+

))
−
λi+ 1

2

2
(
ui+ 1

2 ,−
− ui+ 1

2 ,+

)
where we have set

λi+ 1
2

:= max
λ∈Sp(G′(Ui))

|λ|,

and ui+ 1
2 ,±

is the slope limited reconstruction of u at the cell interface, namely, componentwise,
ui+ 1

2 ,−
= ui + 1

2 φ(θi) (ui+1 − ui),

ui+ 1
2 ,+

= ui −
1
2 φ(θi) (ui+2 − ui+1).

In this last expression, θi is the slope for each component uk of u:

θi,k = ui,k − ui−1,k
ui+1,k − ui,k

, ∀k ∈ {1, . . . , n}
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and φ is the so-called Van Leer ’s limiter

φ(θ) := θ + |θ|
1 + θ

.

We notice that this second order method uses a 2 points stencil, and we will then have to define
the value of the solution on the ghost cells{

x− 3
2
, x− 1

2
, xNx+ 3

2
, x 5

2

}
.

This value will be set according to the boundary conditions chosen for the problem at hand.

3.2. Discretization of the Flocking Terms. Since we are only dealing with first order schemes for
the transport parts in (2.16), we shall not use a high order spectral method for the discretization of
the flocking terms A and B. We then simply approximate these terms using a first order quadrature
rule. On an uniform grid xi = i∆x and ξj = j∆ξ for ∆x > 0 and ∆ξ, we have for the Cucker-Smale
model 2.6:

ACS,i = ∆x
∑
j

φ (|xi − xj |) ρi, BCS,i = ∆x
∑
j

φ (|xi − xj |) (uj − ui) ρi,

where we set
ρi = ∆ξ

∑
j

gij , ρiui = ∆ξ
∑
j

ξj gij .

The Motsch-Tadmor model is then simply given by

AMT,i = 1, BMT,i = BCS,i
ACS,i

.

3.3. Evolution of the scaling factor. Let us recall the dynamics of the scaling factor ω

∂tω + u · ∇xω − ωA = 0.

In the Motsch-Tadmor setup, we have seen that

AMT ≡ 1.

If one pick the initial scaling ω0 = 1, then there is an explicit spatially homogeneous solution for ω,
given by:

ω(x, t) = et.

In the Cucker-Smale setup, ω is spatially dependent. Along the characteristic flow,

ω′ = ωACS , where ′ = ∂t + u · ∇x.

If ACS = φ ? ρ is strictly positive, ω grows exponentially in time. As S(t) is uniformly bounded in
time, we get a uniform in space-time lower bound on ACS :

ACS(x, t) ≥ φ(D)‖ρ‖L1 ,

where D = supt S(t) is finite and φ(D) > 0 in the case of flocking. Hence, ω has an exponential
growth as well for Cucker-Smale system.

To evolve ω numerically, we rewrite the equation in the conservative form

∂tω +∇x · (uω) = ω(∇x · u +ACS).

and it can be treated under the framework of system (3.1).
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4. A Momentum Preserving Correction of the Upwind Scheme

We have seen in Proposition (2.1) that one of the important features of the rescaled equation
(2.16) is that it preserves the zero momentum condition of g:

M(t, x) :=
∫
Rd
ξ g(t, x, ξ) dξ = 0, ∀t > 0 if M(0, x) = 0, ∀x ∈ Ω.

We will derive in this section a numerical method that is able to propagates exactly this particular
property, for the type of equation we are dealing with4.

4.1. A Toy Model. We will start by presenting our approach on a toy model. Let us consider, for
c ∈ R constant, the following transport equation on g = g(t, ξ):

(4.1)


∂tg + c∇ξ · (ξg) = 0,

g(0, ξ) = g0(ξ) > 0,

with the zero initial momentum property∫
Rd
ξ g0(ξ) dξ = 0.

A simple calculation yields that if g is solution to (4.1) then one has

d

dt

∫
Rd
ξ g(t, ξ) dξ = −c

∫
Rd
ξ∇ξ · (ξg) dξ = c

∫
Rd
ξ g(t, ξ) dξ.

Therefore, momentum is conserved in time:

(4.2) M(t) = ect
∫
Rd
ξ g0 dξ = 0.

Let us now consider the numerical approximation of this problem. One classical way to consider
it is to apply the classical upwind scheme (denoted in all the following by upwind) to solve the
equation. For the sake of simplicity, let us take c = 1 and a one dimensional, equally distributed
grid on ξ:

ξj = (j − J)∆ξ, ∀j ∈ Z,

for a given J ∈ R. In particular, 0 is on the grid:

ξJ = 0.

In this case, the fully discrete upwind scheme reads [10]

(4.3) gn+1
j = gnj −

∆t
∆ξ

(
Fnj+1/2 − F

n
j−1/2

)
,

where the numerical flux
(
Fnj+1/2

)
j
is given since gnj is nonnegative by

(4.4) Fnj+1/2 =
{
ξj+1/2 g

n
j j ≥ J

ξj+1/2 g
n
j+1 j ≤ J − 1

.

Let us compute the evolution of the discrete momentum Mn:

Mn := ∆ξ
∑
j

ξj g
n
j 'M (tn) .

4An extension to a more general class of equations is currently in progress [14].
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Since ξJ = 0, the contribution of the flux can be simplified as follows.∑
j

ξjF
n
j+1/2 =

∑
j≥J

ξjξj+1/2 g
n
j +

∑
j≤J−1

ξjξj+1/2 g
n
j+1

=
∑
j≥J

ξj

(
ξj + ∆ξ

2

)
gnj +

∑
j≤J

(ξj −∆ξ)
(
ξj −

∆ξ
2

)
gnj

=
∑
j

ξ2
j g

n
j + ∆ξ

2

∑
j≥J

ξj g
n
j − 3

∑
j≤J

ξj g
n
j

+ (∆ξ)2

2
∑
j≤J

gnj .

Similarly, we get

∑
j

ξjF
n
j−1/2 =

∑
j

ξ2
j g

n
j + ∆ξ

2

3
∑
j≥J

ξj g
n
j −

∑
j≤J

ξj g
n
j

+ (∆ξ)2

2
∑
j≥J

gnj .

The evolution of the discrete momentum then reads,

∑
j

ξj g
n+1
j =

∑
j

ξj g
n
j −

∆t
∆ξ

∑
j

ξjF
n
j+1/2 −

∑
j

ξjF
n
j−1/2


=(1 + ∆t)

∑
j

ξj g
n
j + ∆t∆ξ

2

−∑
j≤J

gnj +
∑
j≥J

gnj

 ,(4.5)

namely one has

Mn+1 = (1 + ∆t)Mn + ∆t∆ξ
2

−∆ξ
∑
j≤J

gnj + ∆ξ
∑
j≥J

gnj

 .
In the special case where g is symmetric in ξ, the discrete zero momentum is preserved in time.
However, it is in general not true, unless one has∑

j≤J
gnj =

∑
j≥J

gnj .

To ensure momentum conservation, we introduce a correction F̃n on the upwind flux Fn. If the
correction satisfies

(4.6)
∑
j

ξj(F̃nj+1/2 − F̃
n
j−1/2) = (∆ξ)2

2

∑
j≤J

gnj −
∑
j≥J

gnj

 ,
then the new flux Fn + F̃n will preserve zero momentum, according to (4.5).

We provide two corrections F̃ (1),n and F̃ (0),n which satisfy (4.6):

F̃
(1),n
j+1/2 =

{
−∆ξ

2 g
n
j+1 j ≥ J

+∆ξ
2 g

n
j j ≤ J − 1

, F̃
(0),n
j+1/2 =

{
−∆ξ

2 g
n
j j ≥ J

+∆ξ
2 g

n
j+1 j ≤ J − 1

.

The corresponding new fluxes F (1),n and F (0),n have the following forms.

(4.7) F
(1),n
j+1/2 =

{
ξj+1/2 g

n
j −

∆ξ
2 g

n
j+1 j ≥ J

ξj+1/2 g
n
j+1 + ∆ξ

2 g
n
j j ≤ J − 1

, F
(0),n
j+1/2 =

{
ξj g

n
j j ≥ J

ξj+1 g
n
j+1 j ≤ J − 1

.

Moreover, we can get a family of corrections satisfying (4.6) by interpolating between F̃ (1),n and
F̃ (0),n:

F̃ (θ),n := θF̃ (1),n + (1− θ)F̃ (0),n, θ ∈ [−1, 1].
The respective fluxes F (θ),n := Fn + F̃ (θ),n can be then expressed as

(4.8) F
(θ),n
j+1/2 = F

(0),n
j+1/2 −

θ∆ξ
2 (gnj+1 − gnj ).
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We have the following result:

Proposition 4.1. Suppose that the sequence {g0
j }j has 0 discrete momentum:

∆ξ
∑
j

ξj g
0
j = 0.

Then for any θ ∈ [−1, 1], the scheme (4.3) with initial condition {g0
j }j with numerical fluxes F (θ)

given by (4.8) preserves the discrete mass ∆ξ
∑
j g

n
j and momentum ∆ξ

∑
j ξj g

n
j .

For the general case c ∈ R, a similar correction can be added into the upwind flux:

(4.9) F
(θ),n
j+1/2 = F

(0),n
j+1/2 −

cθ∆ξ
2 (gnj+1 − gnj ),

where F (0) is defined as

F
(0),n
j+1/2 =

{
c ξj g

n
j j ≥ J

c ξj+1 g
n
j+1 j ≤ J − 1

for c > 0, and F
(0),n
j+1/2 =

{
c ξj g

n
j j ≤ J − 1

c ξj+1 g
n
j+1 j ≥ J

for c < 0.

In the following, this family of fluxes will be called MCU(θ), for Momentum Conservative Upwind
fluxes. With the correction, it is easy to check that

Mn+1 = (1 + c∆t)Mn.

It implies that the zero momentum property is preserved. Moreover, even if the initial momentum is
not zero, the new flux provides a good approximation of the momentum. Indeed, note that 1 + c∆t
is a first-order in time approximation of ec∆t, the correct behavior of the momentum of a solution
to (4.1), according to (4.2). It is moreover independent with the choice of ∆ξ. Various ways can be
applied to obtain higher time accuracy.

Let us summarize the properties of the MCU(θ) fluxes.

Proposition 4.2. Consider a finite volume scheme (4.3) for the approximation of equation (4.1)
with the numerical fluxes MCU(θ), for a given θ ∈ [−1, 1]. Then one has:

(1) Accuracy. The scheme solves the equation (4.1) with first order accuracy.
(2) Positivity preserving. If c θ ≥ 0 and the computational domain is [−L,L], then the scheme

preserves positivity under the CFL condition

(4.10) λ = ∆t
∆ξ ≤

1
|c|(L+ 2∆ξ) .

(3) Mass conservation. The scheme preserves the discrete mass ∆ξ
∑
j g

n
j .

(4) Momentum conservation. The scheme preserves the zero initial momentum property.

Remark 6 . As a direct consequence of positivity preserving and mass conservation, the scheme is
l1-stable, namely, the discrete l1 norm ‖gj‖l1 is conserved in time if c θ ≥ 0. In particular, MCU(0)
is stable for any choice of c, under the CFL condition (4.10).

Remark 7 . The new flux can be easily implemented in a higher dimensional setting, as in each
interface, the fluxes can be treated like in the d = 1 case.

Proof. It is obvious that the scheme has first order accuracy, as it is a O(∆ξ) correction based on up-
wind scheme, which is known to be first order accurate. The mass conservation follows directly from
the structure of the finite volume methods and the positivity preserving property. The momentum
conservation is clearly satisfied from Proposition 4.1.

Here, we shall only prove the positivity preserving property. In particular, we assume c ≥ 0. The
case when c < 0 can be verified by the same procedure.
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For j ≥ J + 1, the scheme with MCU(θ) flux (4.9) reads

gn+1
j =gnj − λ

[(
cξjg

n
j −

cθ∆ξ
2 (gj+1 − gj)

)
−
(
cξj−1g

n
j−1 −

cθ∆ξ
2 (gj − gj−1)

)]
=
(
1− cλ(ξj + ∆ξ)

)
gnj + λc

(
ξj−1 + θ∆ξ

2

)
gnj−1 + λcθ∆ξ

2 gnj+1.

The coefficient in front of gnj is positive due to the CFL condition, and the coefficient in front of
gnj−1 and gnj+1 are positive as well, as cθ ≥ 0. Therefore, if {gnk}

j+1
k=j−1 are positive, so does gn+1

j .
Similarly, we check for j ≤ J − 1 (in this case ξj < ξj+1 ≤ 0)

gn+1
j =

(
1− cλ(−ξj + ∆ξ)

)
gnj + λcθ∆ξ

2 gnj−1 + λc

(
−ξj+1 + θ∆ξ

2

)
gnj+1,

and for j = J

gn+1
J = gnJ + λcθ∆ξ

2 gnJ−1 + λcθ∆ξ
2 gnJ+1.

In both cases, coefficients are positive, and therefore the scheme preserves positivity.
�

4.2. Application to Flocking Models.
The Motsch-Tadmor Dynamics. Let us now present the discretization of the equation describing the
evolution of g. We shall apply the new momentum preserving flux to solve this equation for different
models, starting with Motsch-Tadmor. Here, we recall the dynamics in 1D

(4.11) ∂tg + ∂x

[(
u+ ξ

ω

)
g

]
+ ∂ξ

[(
−ξ ∂xu+ 1

ρω
∂xP

)
g

]
= 0.

We consider x ∈ T and an initial density uniformly bounded from below:
ρ0(x) ≥ ρmin > 0.

Thus, because of the continuity equation, vacuum cannot exist in any finite time if ux remains
bounded.

We treat the four terms arising in (4.11) one by one using a finite volume method:

gn+1
ij = gnij −

∆t
∆x

(
F 1,n
i+1/2,j − F

1,n
i−1/2,j

)
− ∆t

∆x
(
F 2,n
i+1/2,j − F

2,n
i−1/2,j

)
− ∆t

∆ξ
(
F 3,n
i,j+1/2 − F

4,n
i,j−1/2

)
− ∆t

∆ξ
(
F 4,n
i,j+1/2 − F

4,n
i,j−1/2

)
,

where F 1, . . . , F 4 are the numerical fluxes associated respectively to

x 7→ u g, x 7→ ξ

ω
g, ξ 7→ −ξ ∂xu g, ξ 7→ 1

ρω
∂xPg.

For the sake of simplicity, we discretize g with equally distributed cells in both x and ξ. In particular,
ξJ = 0. We shall also omit the superscript n from now on.

For F 1, we take the classical upwind flux (4.4)

F 1
i+1/2,j =

{
ui+1/2 gij ui+1/2 ≥ 0
ui+1/2 gi+1,j ui+1/2 < 0

,

which clearly preserves the discrete momentum.
Similarly, the classical upwind flux can be used for F 2 and F 4 as well,

F 2
i+1/2,j =


ξj
ω
gij j ≥ J

ξj
ω
gi+1,j j ≤ J − 1

, F 4
i,j+1/2 =


1
ρiω

(∂xP )i gij (∂xP )i ≥ 0

1
ρiω

(∂xP )i gi,j+1 (∂xP )i < 0

.
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As these two terms preserves momentum when combined together, namely,∫
R
ξ

[
∂x

(
ξ

ω
g

)
+ ∂ξ

( 1
ρω
∂xPg

)]
dξ = 0,

the discrete momentum will be preserved with the discrete flux as well:

∑
j

ξj

[
F 2
i+1/2,j − F

2
i−1/2,j

∆x +
F 4
i,j+1/2 − F

4
i,j−1/2

∆ξ

]
= 0.

This can be easily checked if we approximate ∂xP and ρ by

(∂xP )i = ∆ξ

 ∑
j≥J+1

ξ2
j

gij − gi−1,j
∆x +

∑
j≤J−1

ξ2
j

gi+1,j − gij
∆x

 , ρi = ∆ξ
∑
j

gij .

Finally, the last remaining term F 3 can be reduced to the toy model for fixed i, where the coefficient
c = −(∂xu)i is x-dependent. Hence, we apply the new MCU(θ) flux (4.9) and the zero momentum
property is preserved as a consequence of proposition 4.1. Moreover, concerning the question of
stability, we have seen that MCU(0) preserves the positivity for all c ∈ R. Alternatively, we can
also use MCU(1) for c > 0 and MCU(-1) for c < 0.

The Cucker-Smale Dynamics. We now consider the Cucker-Smale model. In this case, the scaling
factor ω depends on both time and space variables, which brings an extra term to the g equation,
as well as some new numerical difficulties. The 1D dynamics reads

(4.12) ∂tg + ∂x

[(
u+ ξ

ω

)
g

]
+ ∂ξ

[(
−ξ ∂xu+ ω

ρ
∂x

(
P

ω2

)
+ ∂xω

ω2 ξ
2
)
g

]
= 0.

For its numerical discretization, the quantities F 1 and F 3 are the same as in the Motsch-Tadmor
case. The quantity F 2 is again treated by the upwind flux

F 2
i+1/2,j =


ξj

ωi+1/2
gij j ≥ J

ξj
ωi+1/2

gi+1,j j ≤ J − 1
.

To get ωi+1/2, we can either evolve ω on a staggered grid {xi+1/2}i, or interpolate from the knowledge
of the cell-centered values {ωi}i. We choose in all our numerical experiments this latter approach,
with a simple first order interpolation.

Since ω is not a constant, we also have to modify F 4 as follows:

F 4
i,j+1/2 =


1
ρi

ωi+1/2 + ωi−1/2
2

[
∂x

(
P

ω2

)]
i
gij

[
∂x

(
P

ω2

)]
i
≥ 0

1
ρi

ωi+1/2 + ωi−1/2
2

[
∂x

(
P

ω2

)]
i
gi,j+1

[
∂x

(
P

ω2

)]
i
< 0

,

where[
∂x

(
P

ω2

)]
i

= ∆ξ
∆x

 ∑
j≥J+1

ξ2
j

(
gij
ω2
i

− gi−1,j
ω2
i−1

)
+

∑
j≤J−1

ξ2
j

(
gi+1,j
ωi+1

− gij
ωi

) , ρi = ∆ξ
∑
j

gij .

Finally, for the additional term

ξ 7→ ∂xω

ω2 ξ
2g,
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Figure 1. Test 1 - Approximate solutions to the anti-drift equation (4.1) (c = 1)
given by upwind and MCU(1), at time t = 0.3.

we choose the corresponding flux F 5 which is compatible with F 4, so that discrete zero momentum
is preserved. One simple momentum preserving flux reads

F 5
i,j+1/2 =



ξ2
j

2

[
gi,j

ω2
i+1/2

+ gi−1,j
ω2
i−1/2

]
· ωi − ωi−1

∆x j ≥ J

ξ2
j

2

[
gi+1,j
ω2
i+1/2

+ gi,j
ω2
i−1/2

]
· ωi+1 − ωi

∆x j ≤ J − 1

.

Despite the preservation of momentum, this flux uses the information in the cell j to determine the
flux at the interface j+1/2, which is not promising. Here, we provide a more reasonable momentum
preserving flux, namely

F 5
i,j+1/2 =



ξjξj+1
4

(
gi,j + gi,j+1
ω2
i+1/2

+ gi−1,j + gi−1,j+1
ω2
i−1/2

)
· ωi − ωi−1

∆x j ≥ J

ξjξj+1
4

(
gi+1,j + gi+1,j+1

ω2
i+1/2

+ gi,j + gi,j+1
ω2
i−1/2

)
· ωi+1 − ωi

∆x j ≤ J − 1

.

5. Numerical Simulation

5.1. Test 1 - The Anti-Drift Equation. Before presenting numerical simulations for the full flock-
ing equation (1.1), we will first demonstrate the efficiency of the new conservative fluxes MCU(θ)
described in section 4. For this, we consider the toy model (4.1), with c = 1 (also know as the linear
anti-drift equation):
(5.1) ∂tg +∇x · (ξg) = 0,
with homogeneous Dirichlet boundary conditions. We consider the case d = 1 and take as an initial
condition a sum of two Gaussian functions, with 0 momentum:

g(0, ξ) = 1√
2πT

[
1
2 exp

(
−|ξ − c1|2

2T

)
+ 3

2 exp
(
−|ξ − c2|2

2T

(
)
]
, T = 0.01, c1 = −0.9375, c2 = 0.3125.

One can check that this function has 0 momentum, but is not symmetric. We aim to compare the
new momentum conservative upwind fluxes with the classical ones.
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Nξ upwind MCU(1) MCU(0)
101 4.6e-3 3.6e-16 3.1e-16
201 2.3e-3 2.1e-16 1.9e-16
401 9.9e-4 2.8e-16 2.3e-16

Table 1. Test 1 - L∞ norm of the first moment M(t) of the solution to the drift
equation (4.1), for t ∈ [0, 0.2].
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Figure 2. Test 1 - First momentM(t) of the anti-drift equation (4.1) (c = 1) given
by upwind and MCU(1). Coarse grid Nξ = 101 (left) and fine grid Nξ = 201
(right).

We first present in Figure 1 the approximate solution at time t = 0.3 of equation (5.1), obtained
with the upwind andMCU(1) first order fluxes with Nξ = 101 points in the ξ variable to discretize
the box [−3.5, 3.5]. The time stepping is done using a forward Euler discretization with ∆t =
1/300. We also show a reference solution obtained by using a second order flux limited scheme as
presented in section 3.1 with 2000 points in ξ and ∆t = 1/1500. We observe that both upwind and
MCU(1) fluxes give very similar results, which are in good agreement with the reference solution.
Being first order, both schemes are quite diffusive but seem to give the correct wave propagation
speed.

We then investigate the desired properties, namely the preservation of the first moment of g:

M(t) :=
∫
Rd
ξ g(t, ξ) dξ = 0, ∀t ≥ 0.

We present in Table 1 the L∞ norm of this quantity for t ∈ [0, 0.2], for the upwind, MCU(1), and
MCU(0) fluxes, and for different mesh sizes. We observe that both MCU(1) and MCU(0) pre-
serves exactly (up to the machine precision) the first moment of g, without any influence of the grid
size. This is not the case for the classical upwind fluxes, where the value of M(t) decreases almost
linearly with the size of the mesh. This is even more clear in Figure 2, where we compare the time
evolution of the approximate value of M(t) obtained with the upwind and MCU(1) fluxes. We
take successively Nξ = 101 and Nξ = 201 grid points and respectively ∆t = 1/300 and ∆t = 1/600.
While the momentum obtained with the MCU(1) fluxes remains nicely 0 during time, the one
obtained with the upwind fluxes grows linearly with time. Moreover, as expected through equation
(4.5), the growth rate of this quantity is proportional to the mesh size.

5.2. Test 2 - One Dimensional Motsch-Tadmor. We are now interested in numerical simula-
tions of the flocking equation (1.1) in the Motsch-Tadmor case (1.3) for d = 1 with the local influence
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function
φ(r) = 1{|r|≤0.1},

and periodic boundary conditions in x. We will use for this the rescaled model (2.16). We recall
that in the particular Motsch-Tadmor case, the equation describing the evolution for g is reduced to
(4.11). Moreover, we can chose ω(t) = exp(t) for all t ≥ 0 according to (2.10).

We take as an initial condition the Gaussian function

f0(x, v) = ρ(x)√
2π

exp
(
−|v − u(x)|2/2

)
, ∀x ∈ T, v ∈ R,

where the density ρ is almost localized in space

ρ(x) = 0.01 + 1√
2πT

exp(−|x|2/2T ), T = 0.01,

and the momentum u is an oscillating function

u(x) = 5 + sin(x/2π).

The discretization of the drift part of (4.11) is dealt with using the momentum preserving fluxes
MCU(0), as presented in section 4.2. We take Nx = 75 points in the physical space and Nξ = 101
points in the rescaled velocity space for a rescaled velocity variable ξ ∈ [−15, 15]. We choose
∆t = 1/1500 because of the size of this support.

As presented in Figure 3, on the one hand the distribution f in classical variables v concentrates
in velocity direction as time evolves. On the other hand, the distribution g after scaling behaves
nicely in large time, with neither concentration or spreading in ξ. As we consider the case where x
lies on a torus, the equation converges to a global equilibrium, even if the influence function is local

To further understand the rate of concentration, let us look at the maximum value of the recon-
structed f against time in Figure 4. This quantity will give us a good information on the rate of
convergence of f toward a monokinetic distribution. We observe an exponential growth in time of
this quantity, as expected from the theoretical behavior.

Remark 8 . Another property of our model is its efficiency, when compared to the original equation.
Indeed, the flocking operator for f is written as a convolution in both space and velocity variables,
and the numerical cost for its computation with a simple quadrature rule is then proportional to
O
(
N2
x N

2
ξ

)
. The rescaled model, although given by a system of equation, is only obtained thanks

to a convolution in space. Its numerical complexity is then proportional to O
(
N2
x

)
, which is a huge

improvement, specially in higher dimension.

5.3. Test 3 - One Dimensional Cucker-Smale. We are finally interested in numerical simula-
tions of the flocking equation (1.1) in the Cucker-Smale case (1.3) for d = 1 with this time the global
influence function

φ(r) = 1
(1 + r)−1/2 ,

and periodic boundary conditions in x. We will use for this the rescaled model (2.16). We recall
that in the particular Cucker-Smale case, the equation describing the evolution for g is reduced to
(4.12), namely it has one more transport term than the Motsch-Tadmor model. Moreover, this time,
the evolution of ω is given by the solution to the partial differential equation (2.15), and is no longer
explicit.

We take as an initial condition a step function in the phase space:

f0(x, v) = 1|x|≤1/4(x) 1|v|≤2(v), ∀x ∈ T, v ∈ R.

The discretization of equation (4.12) is done as described in section 4.2, and we take Nx = 75 points
in the physical space, and Nξ = 75 points in the rescaled velocity space for a rescaled velocity
variable ξ ∈ [−10, 10]. We choose ∆t = 1/1200.
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Figure 3. Test 2 - Contour plot of the original distribution f(t, x, v) (left) and its
rescaled counterpart g(t, x, ξ) (right), at times t = 0, t = 0.5, t = 2.5 and t = 5, in
the Motsch-Tadmor case.
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Figure 4. Test 2 - Time evolution of the maximum value of f , in the Motsch-
Tadmor case.

We observe in Figure 5 that although this initial condition is not very regular, our first order
schemes are dissipative enough to deal with it quite easily. More importantly, due to the Cucker-
Smale type of interaction, particles which are very far from the rest of the flock still have some
influence, so the flocking dynamics is slower than the Motsch-Tadmor case, as seen in Figure 6.
Nevertheless, we still have an exponential convergence toward this flock.
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