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Abstract. In the article, we describe our participation in the INEX 28ocial
Book Search track. We present the different approacheiéixgl user social
information such as reviews, tags and ratings. These sioé@mations are as-
signed by users to the books. We optimize our models usingNBX Social
Book Search 2013 collection and we test them on the INEX 203clabBook
Search track.

Keywords: Social Information Retrieval, Recommendation, Strualuhgformation
Retrieval.

1 Introduction

In this article, we present the different approaches usediiparticipation to the INEX
2014 Social Book Search (SBS). The idea is to exploit somegeseerated content such
as reviews and ratings to recommend some books. We havessld@n approach based
on the similarity between users. For the experiments, we hagd the both collections
INEX SBS 2013 and 20£40ur goal is to improve the information retrieval process by
optimizing our models with the INEX SBS 2013 collection. e tfollowing section, we
present the INEX SBS 2014 collection and data. Then, we ptése models optimized
on the INEX SBS 2013. Finally, we detail our official runs ahe tesults obtained.

2 Collection and Data

The collection contains 2.8 million book descriptions frémmazon, composed of 64
XML fields. Among these fields, we distinguish:

— Metadata<book>, <i sbn>, <titl e>, <aut hori d>, etc.
— Social information<r evi ew>, <summary>, <t ags>, <r ati ng>, etc.

3 INEX SBS: https://inex.mmci.uni-saarland.de/trackshsi



LT User-Profiles are provided from LibraryThing (LT) in a tdite containing 93,976
anonymous users. These profiles do not contain the perstioamiation: they con-
tain only the personal catalog of the users. Each user cpislpresented as a set of
rows where each row represents the review of the user on aslevisith a rating and
eventually some tags.

There are 680 topics in INEX 2014 SBS Track, where each tapitains five fields:
<title>,<query>,<narrative>,the<group> where the topic was posted
and a personal catalegcat al og> of the anonymous user who wrote the topic.

In our experiments, we use both collections, INEX SBS 201&fd INEX SBS
2014. Both collections use the same set of documents (baakigdons). We use INEX
SBS 2013 collection because the relevance judgments wailalgle so it allowed the
optimization of our system before the actual submissionusfa®14 runs. The differ-
ence between the two collections lies in the topics and teesyzrofiles. In 2014, we
have only the personal catalog of each user, but in 2013 wedwmwplete users profiles.

3 Retrieval models and their optimization with INEX SBS 2013

3.1 Preprocessing

The preprocessing step eliminates the fields we do not neeth. liook description can
contain one<r evi ews > field, that contains one or several reviews<inevi ew>
fields. Each<r evi ew> field is composed of.sumar y >, <cont ent > and<t ags >
fields. In the<t ags > field, we find some tagst ag>. After this preprocessing step,
the collection contains the fields:

— <docno>: <i sbn> field of the book.

—<title>:<titl e> field of the book.

— <sumar y>: Concatenation of thessunmar y > fields.

— <cont ent >: Concatenation of theccont ent > fields.

— <t ags>: Concatenation of the:t ag> fields. The new fielkt ags > contains
as many copies of thet ag> field content as indicated by tleount attribute.
Forexample<t ag count =" 3" >nmoon</ t ag> will be written: <t ags>noon
noon noon</tags>.

3.2 Indexing and querying

We use the Terrier 3.6 Search Endiméhich can index large XML collections. We use
the default stop-words list of Terrier and the Porter Stemiftgen, we create five book
description index as follows:

— Index-Title: Only the<t i t| e> field of each book description, so no social in-
formation is indexed.

— Index-Summary: <sunmar y > field only.

— Index-Content: <cont ent > field only.

4 Terrier: http://terrier.org/



— Index-Tags: <t ags> field only.
— Index-All-Fields: The concatenation of all the fieldst i t| e>, <summary>,
<cont ent > and<t ags>.

We build four set of queries:

— Topic-Title: Only the<t i t | e> field of each topic.

— Topic-Query: Only the<quer y > field.

— Topic-Title-Query: <ti t| e>and<quer y> fields.

— Topic-All-Fields: <titl e>, <query>and<narrati ve> fields.

3.3 Content-Based Retrieval

First, we combine each of the four queries set with each ofileedocuments index,
using the BM25 model [2]. We select one of the combinatiord thien we optimize
the weight of each field in the BM25F model [3]. To evaluaterines of the 20 com-
binations with BM25 and the run with BM25F, we test on 52 tgpitanually selected
among the 386 topics of INEX SBS 2013. The selected topicshaxge in which the
information need is based on the actual book content andntpba its usage. We eval-
uate our results with nDCG@1000 (shortened to nDCG in thpepausing trecevaP.
Evaluation results of these experiments are shown in Table 1

Table 1. nDCG measures of BM25 and BM25F with different combinatiohgslocument and
document fields.

| Model | Index [ Topic-Title [Topic-Query|Topic-Title-Query [Topic-All-field |
BM25 Index-Title 0.0285 0.0377 0.0416 0.0725
BM25 |Index-Summary|| 0.0527 0.0657 0.0692 0.0890
BM25 | Index-Content 0.1005 0.1061 0.1263 0.1726
BM25 Index-Tags 0.1116 0.1115 0.1342 0.1628
BM25 | Index-All-Field 0.1161 0.1296 0.1504 0.1991
BM25F | Index-All-Field - - 0.2132 -

The results show that indexing user generated contestifmar y >, <cont ent >
and<t ags>) improved the search results. We notice that a field basedBN&ght
function (BM25F) obtains better results (0.2132) than ttessical weight function
BM25 (0.1504), while they index the same information. We ad®to focus our ex-
periments on the topics composed only by #te t | e> and<quer y > fields. Thus,
the BM25F has been used only with one set of queries, even ihéist results are ob-
tained with queries including thenar r at i ve> field. In the sequel, we will consider
the indexBM25F Index-All-Fields which is the most promising one.

5 trec.eval version 9.0: http://trec.nist.gov/tregal/



3.4 Social Re-Ranking

Our goal is to experiment re-ranking methods in order to maprcontent-based search
results obtained in the previous section. We propose fodaisaising the books ratings
(ScoreAmazonRatingsv SCOTeLTRatingsPop andSCOT@LTRatingsRep) andthe Slmlla”ty
between usersScorey serssimitarity)-

Amazon Books Rating based approactcore amazonRatings): Some books were
commented and rated by Amazon users. There are 14,042 fix2§srin the collection
ranging from 0 to 5, 5 indicating the maximum rating. Thegegs are distributed as
shown in Table 2.

Table 2. Number of occurrences of book ratings.

Rating|Occurrenceg %

0 6 0%
971,288 |6.92 %
804,193 |5.73%

1,311,752 | 9.34 %
2,933,483 |20.89 %
8,021,298 |57.12 9

OO WNPE

We compute a scoré@mazonRating(d) for each bookl usingm user ratings o#l
as presented in equation 1. We define the sS@tee 4mazonRatings (d; ¢) Of & bookd
for a queryqg by a linear combination oBM25F and AmazonRating(d) scores (cf.
equation 2).

+In (m) (1)
Score AmazonRatings (d, ¢) = a1 BM25F (d, ¢) + (1 — a1)AmazonRating(d) (2)

whereq; is a free parameter of our model.

m R t. .
AmazonRating(d) = 2izo Ratinga(?)
m

LibraryThing Books Rating based approaches ScorerrratingsPop/Rrep): The
LibraryThing ratings range from 0 to 10. We introduce two ogpts:

— Popularity: Pop(d) is based on the number of times the book has been added to
catalog. The more the book is reviewed, the higher is its [zojiy

— Reputation:Rep(d) is based on the number of times the book received a rating
grater than 6. Then, the more the book is highly rated, thiedrig its reputation.

Pop(d) and Rep(d) are obtained as follows:

0 if (m=

_ ( )
Pop(d) = {m(m) if (m > 1) ®)

Rep(d) = {0 if (= 0§ 4)



wherem is the number of ratings arids the number of ratings higher than 6.
Then, we define the scor8sore . ratingsPop(d, ¢) @NAScore L ratings rep (d, q):

ScorerrratingsPop(d, ¢) = aa BM25F(d, q) + (1 — az) Pop(d) (5)

ScorerrratingsRep(d, ¢) = asBM25F(d, q) + (1 — a3)Rep(d) (6)

Users Similarity based approach §coreyserssimitarity): This approach is based
on the similarity between users. The idea is that users wéwb liked the same books
in the past are likely to like the same things in the future.\8e will recommend to
the user who submit a topic, the books reviewed by similarsus®r each book, we
calculate the scorgim(d, q) according to the similarity in the following manner:

. MAaX,, e Reviewers(d) UsersSim(uq, u;) if (Reviewers(d) # 0
Szm(d,q){o (€ Reviewers(d) (i) 1 (d) #0)

(7)
with:
— uq: The user who submit topig
— Reviewers(d): Users who have reviewetl
— UsersSim(u;, u;): Similarity between the catalogs of the usefsandw; repre-

sented by two binary vectors (a component is set to one ifdtieg of the book is
higher than 6).

The final score of each book is computed as follows:

ScoreUsersSimilarity (d7 Q) = Oé4BM25F(d, Q) + (1 - a4)5im(d, q) (8)

3.5 Results on INEX SBS 2013

The results of three of our social information retrieval ralsd presented in Table 3,
show that two of the three models improve slightly the resstdtmpared to th8 M 25 F
model. The free parametets,a; andas have been optimized to respectively 0.5, 0.75,
and 0.75. Note that our fourth model has not been optimizeduse INEX SBS 2013
collection does not have a large number of users profiles.

Table 3.Optimization results of three social information retrievendels.

Model Index Topic nDCG
BM25F Index-All-Fieldg Topic-Title-Query0.2132
Score AmazonRatings|INdex-All-Fieldg Topic-Title-Query0.2129
ScorerTRatingsPop |INdeX-All-Fieldg Topic-Title-Query0.2175
ScorerTRatingsrep |INdEX-All-Fields Topic-Title-Query0.2145




4 Experiments and results on INEX SBS 2014 Track

For our participation to INEX SBS 2014 track, we built six susy applying the models
that we optimize on INEX SBS 2013 collection and the ma$iedrey serssimitarity-
These runs are summarized in Table 4 and their results amensimoTable 5. With

Table 4. Summary of submitted runs to INEX 2014 SBS Track.

Run Model Index Topic
HAFSI-324 BM25F Index-All-Fieldg Topic-Title-Query
HAFSI-325 Score amazonRatings |INdeX-All-Fieldg Topic-Title-Query
HAFSI-326 BM25F Index-All-Fieldg Topic-All-Fields

HAFSI-328 ScorerrratingspPop |INdeX-All-FieldgTopic-Title-Query
HAFSI-329 ScorerrRatingsrep |INdex-All-Fieldg Topic-Title-Query
HAFSI-345 Scorey serssimitarity | INdeX-All-Fieldg Topic-All-Fields

Table 5.INEX 2014 SBS results.

Run Model Rank(40))nDCG@10 MRR | MAP |R@100d
HAFSI-326 BM25F 2 0.1424 |0.27530.107Q 0.4262
HAFSI-328 ScorerrRratingsPop 13 0.1167 |0.22550.0879 0.3923
HAFSI-329 ScorerrRatingsRep 14 0.1161 (0.21740.0866 0.3923
HAFSI-325 Score amazonRatings 15 0.1153 |0.21390.0873 0.3923

HAFSI-324 BM25F 17 0.1124 |0.21360.0857 0.3923
HAFSI-343Scorey serssimilarity 34 0.0524 (0.11250.0369 0.3832
Baseline - - 0.0178 |0.04100.0136 0.1164

the INEX 2014 SBS track official measures (nDCG@10), our gixsrare ranked as
shown in Table 5. Their rank/nDCG curves are presented indigguOur best run is the
one that exploits theznar r at i ve>> field of the topic and uses BM25F model. Table
5 displays also the results of a post-INEX baseline obtaimitd the BM25 model
queried with the<ti t | e> and <quer y> fields of the topic. The baseline is the
sole run which does not use the evi ew> and <t ag> field and their results are
much worse. This was also observed with the SBS 2013 calleclihere is a slight
improvement in nDCG@10 and MRR when taking into account ther generated
content. As in the 2013 results, taking into account ¢vear r at i ve> topic field
improves the results because the user information need®aretimes better exposed.

5 Conclusion

In this paper, we described our participation to the INEX2&BS track. We tested
different approaches using social information: indexifighe book reviews and tags,
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Fig. 1.INEX SBS 2014 results.

querying with all topic fields, using scores based on bodkgatand similarity between
users. These approaches give interesting results, exaeppproach based on the sim-
ilarity between users. This is probably due to the fact thatrecommend to user the
whole list of books appreciated by his similar users. It widudve been interesting to
filter this list with another kind of social information. Als this approach should be
improved by optimizing its parameters.
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