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of months). In fact, most temporal NLP tasks rely on a time-
sensitive vocabulary. On the contrary, T-IR systems usually
do not use information about time in language although they
could benefit from it when facing the recurrent problem of
missing explicit timexes.
WordNet [14] is a good place to start to find time-sensitive

concepts. Indeed, one can list a set of 21 temporal synsets by
iteratively following the hyponymy relation from the concept
of time (synset # 00028270) represented by the following
gloss: the continuum of experience in which events pass from
the future through the present to the past. However, likewise
the tennis problem evidenced in [7], most temporal words
are not under the concept of time. For example, concepts
such as “prediction”, “remember”, “ancient”, “fresh” clearly
have a time dimension although they are not listed under
the time subtree of WordNet.
Based on the intial ideas of [15] on temporal ontologies

and inspired by SentiWordNet [6], we propose to enrich all
WordNet synsets with their temporal dimensions.

3. BUILDING TEMPOWORDNET
We build TempoWordNet based on WordNet such that

each synset is automatically time-tagged with four dimen-
sions: atemporal, past, present and future. This can be
achieved in different ways. In this paper, we focus on two
strategies following the ideas of [5] and [6]: a one-step strat-
egy (baseline) and a two-steps process. We will start by
detailing the two-steps strategy, which embodies most of
the relevant concepts and then straightforwardly define the
one-step process.

3.1 Two-Steps Classification
The overall idea of the two-steps strategy can be described

as follows. First, a three-class temporal classifier is built over
a set of manually selected seed synsets defined by their cor-
responding glosses. The underlying idea is that temporal
synsets should embody temporality in their definition in a
similar way. The classification process is iterated based on
the repetitive semantic expansion of the initial seed list un-
til cross-validation accuracy drops. By semantic expansion,
we mean that different lexico-semantic relations are used to
encounter temporality in WordNet. This first step results in
a past, present and future classifier and an expanded list of
temporal synset candidates.
A second temporal classifier is then learned to time-tag

synsets as atemporal or temporal. This process is obtained
by taking the final list of expanded seed synsets from the pre-
vious learning problem and randomly choosing a balanced
number atemporal synsets. A 10-fold cross-validation is then
used to learn the model.
TempoWordNet is finally obtained by first classifying all

WordNet synsets as atemporal or temporal with the second
classifier and then the resulting temporal synsets are tagged
as past, present and future by the first classifier.

3.1.1 Past, Present, Future Classification
The first step to build TempoWordNet is based on a

classification model, which aims to distinguish between
past, present and future synsets. This first step is defined in
Algorithm 1 and all subtasks are explained as follows.

Initial Seeds Lists Selection: In SentiWordNet, [5] start
by selecting words that are relevant to express positive or

Algorithm 1 Past, present, future classification.

Selection of the initial seeds lists
repeat

Expansion of the seeds lists
Learning the model Past, Present, Future
Measure Accuracy by 10-fold cross-validation

until accuracy drops

negative opinions. Similarly, we need to select seeds used as
good paradigms for past, present and future categories. For
example, words like “yesterday”, “previously”, “remember”
are good paradigmatic words for the past category,“current”,
“existing”, “presently” for present and “prophecy”, “predict”,
“tomorrow” for future. The selection of the initial set of seed
synsets is a crucial step in the process as their properties
must be preserved along the expansion process.

In order to catch the most relevant synsets for each time
category, a first selection was made by several individuals
through intensive and freewheeling group discussion. Every
participant was encouraged to think aloud and to suggest
as many words as possible. We prefered to use this process
as choosing all words from the WordNet time subtree would
have resulted in a biaised sample as almost all synsets are
nouns. Indeed, we wanted to make sure that each gram-
matical category existing in WordNet (i.e. Noun, Adjective,
Adverb and Verb) would be present in the sets of seeds for
past, present and future categories.

As each synset in WordNet contains one or more words,
the synsets expressing the temporal connotations listed by
the individuals were selected.

Finally, we performed an inter-annotator agreement pro-
cess over the three seeds lists with four different annotators
who were presented with the synsets and their respective
glosses. The results of the multirater agreement evaluation
are presented in Table 1. In particular, we processed the
free-marginal multirater kappa values [16] as Fleiss’ popular
multirater kappa [8] is known to be influenced by prevalence
and bias, which can lead to the paradox of high agreement
but low kappa. Overall figures assess adequate agreement.

Metric Past Present Future
% of overall agreement 0.85 0.83 0.90

Free-marginal κ 0.70 0.66 0.80

Table 1: Inter-annotator agreement.

The intial lists of past, present and future seeds are given
in Table 2 for reproducibility of the experiments.

Expansion Process: The guiding idea behind the expan-
sion process is that the temporal properties of the initial
hand-crafted seeds lists should be preserved as we strategi-
cally travel through WordNet. Depending on the morpho-
syntactic class of an initial temporal synset, choosing an
appropriate set of conceptual relations may allow to expand
the notion of time in WordNet. As a consequence, we pro-
pose to exploit the following conceptual relations for the
expansion process depending on the morpho-syntactic class:

• synonymy: for each morpho-syntactic class (e.g.
“past” vs. “yesteryear” for noun),



Words Sense Category Class

past 1,2 n. past
past 1,2 adj. past

yesterday 1,2 n. past
yesterday 1,2 adv. past

commemorate 2 v. past
previously 1 adv. past

present 1 n. present
present 1,2 adj. present
now 1 n. present
now 3 adv. present

nowadays 1 adv. present
today 1 n. present
ongoing 1 adj. present
existing 1 adj. present
current 1 adj. present

future 1 n. future
future 1,2 adj. future

tomorrow 1,2 n. future
tomorrow 1 adv. future
predict 1 v. future
expected 1 adj. future
prophesy 1 v. future

aforethought 1 adj. future

Table 2: List of initial temporal seeds.

• hyponymy: for nouns1 (e.g. “future” vs. “tomor-
row”),

• troponymy: for verbs (e.g. “will” vs. “plan”),

• related nouns: for adjectives (e.g. “future” vs. “ap-
proaching”),

• root adjectives: for adverbs (e.g. “recently” vs. “re-
cent”).

Classification: Finally, a semi-supervised learning strat-
egy is used to learn the temporal (past, present and future)
classifier. At each semantic expansion step (or iteration),
a three-class text classifier is trained over the glosses
of each synset contained in the seeds lists. After each
iteration, the accuracy of the learned model is measured
through a 10-fold cross-validation process. The expansion
process continues until the classifier accuracy steadily drops.

Results: In our experiments, we used the initial seeds
lists containing 30 synsets and then performed the semi-
supervised learning process using different classifiers and
representations. As for classifiers, we used Support Vector
Machines (SVM), Multinomial Näıve Bayes models (MNB)
and Decision Trees (C4.5) from the Weka plateform2 and
performed all the experiments with default parameters set
by Weka. As for the representation space, each synset was
represented by its gloss encoded as a vector of word unigrams
weighted by their frequency in the gloss3.
Overall results are presented in Table 3 and show that the

“optimal” expansion is obtained after three iterations using

1Following the hypernymy relation leads to the classical se-
mantic shift problem.
2http://www.cs.waikato.ac.nz/ml/weka/ [Last access:
12/02/2014].
3Stop words removal has been performed using the Weka
database.

Steps 1 2 3 4 5

SVM
Precision 81.7 84.4 86.1 86.0 85.4
Recall 79.9 82.6 83.9 83.5 83.2

F1-measure 79.8 82.1 83.5 83.1 82.9

MNB
Precision 83.8 76.9 78.2 77.4 78.1
Recall 82.7 76.7 77.5 76.3 77.0

F1-measure 83.2 76.8 77.8 76.8 77.5

C4.5
Precision 76.3 73.5 71.1 72.4 73.5
Recall 70.8 63.5 63.5 63.8 62.5

F1-measure 74.4 68.1 67.1 68.4 67.6

Table 3: SVM, näıve bayes and decision trees accu-
racy results for Past, Present, Future classification
at each iteration step.

SVM. In the cases of MNB and C4.5, accuracy immediately
drops as the introduction of possible noisy synsets is hard
to handle for such simple models4.

Finally, we end up with a list of 632 temporal synsets
distributed as follows: 210 synsets marked as past, 291 as
present and 131 as future. In Table 4, we provide the top
10 synsets and the bottom 10 synsets classified as tempo-
ral by the SVM at iteration 3. Likewise the distribution of
the number of extracted synsets, the distribution of morpho-
syntactic categories depends on the temporal class. For in-
stance, future is mainly referred to by nouns, while present
evidences a high number of action verbs and past is repre-
sented by ancient animals or adjectives and adverbs.

These results were expected. However, when digging up
results, the temporal issue of synsets is sometimes difficult
to guess. In fact, it is important to remember that clas-
sification is made over glosses. As such, the temporal val-
ues of concepts are given by their definition. For instance,
“here”, which is classified as a present adjective has an un-
clear temporal connotation. However, its gloss “being here
now” clearly refers to a present situation.

Also, within the expansion process, noisy synsets may be
introduced and difficult the learning process. For instance,
“augur”, which is automatically defined as a noun with a
future connotation is incorrectly classified. Indeed, its gloss
“a religious official who interpreted omens to guide public
policy” does not embody any future issue. This situation is
dicussed in section 5 but has mainly to deal with the fact
that the temporal connotation is not always present for a
same denotation.

3.1.2 Atemporal vs. Temporal Classification
Once the past, present and future classifier has been

learned, we end up with a list of 632 temporal synsets,
which “abusively” embody the notion of time in WordNet.
Indeed, there are more temporal categories than just past,
present and future as there are more than positive and neg-
ative classes in the expression of sentiments. Although, as
a first step towards building the first temporal ontology so
far5, we found wise to refer to the common sense connota-
tions of time.

Continuing with the analogy proposed by [5] where any
word is objective if it is not negative or positive, any con-
cept, which is not associated to the notions of past, present
or future is called atemporal. So, in order to learn the second

4Remind that the set of synsets is small.
5As far as we know.



Past

Top 10 Bottom 10
Word (Sense) Cat. Word (Sense) Cat.

by (1) adv. iguanodon (1) n.
recently (1) adv. ground-shaker (1) n.

in the first place (1) adv. diplodocus (1) n.
remember (3) v. saurischian (1) n.

old (1) n. argentinosaur (1) n.
old (1) adj. ornitischian (1) n.
old (2) adj. titanosaur (1) n.
old (6) adj. mellowing (1) n.

erstwhile (1) adj. appearance (4) n.
honest to god (1) adj. psychosexuality (1) n.

Present

Top 10 Bottom 10
Word (Sense) Cat. Word (Sense) Cat.

immediately (1) adv. overstay (1) v.
now (3) adv. visit (7) v.

presently (2) adv. run (30) v.
present (3) n. drag on (1) v.

immediate (3) adj. wear (6) v.
instant (2) adj. crawl (3) v.

attendant (1) adj. bond (3) v.
ever-present (1) adj. ramp (5) v.

here (1) adj. stand back (2) v.
omnipresent (1) adj. line up (3) v.

Future

Top 10 Bottom 10
Word (Sense) Cat. Word (Sense) Cat.

prophecy (1) n. example (4) n.
prefiguration (2) n. referral (1) n.
prognosis (1) n. palmist (1) n.
prophecy (2) n. sibyl (1) n.

meteorology (1) n. prophetess (1) n.
fortunetelling (1) n. augur (1) n.

extropy (1) n. sibyl (2) n.
horoscope (1) n. onomancy (1) n.

guess (2) n. arithmancy (1) n.
credit rating (1) n. lithomancy (1) n.

Table 4: List of automatically retrieved temporal
synsets.

classifier, we randomly chose a set 632 atemporal synset can-
didates within WordNet each one being outside the time sub-
tree of WordNet and the list of pre-computed 632 temporal
synsets. We performed a manual cross-annotation process to
ensure the atemporality of the candidates. For that purpose,
we randomly selected a subset of 10 synsets and asked four
annotators to decide upon their atemporality. The results
of the free-marginal multirater kappa evidence a substantial
agreement with 0.73.
So, based on the set of 632 temporal synsets and 632

atemporal ones, a SVM was learned for a two-class prob-
lem reaching 85.6% accuracy over a 10-fold cross-validation
process. Similarly to the first classification task, we used a
linear kernel and represented each synset by its gloss based
on the vector space model with each word feature being rep-
resented by its frequency.
Finally, TempoWordNet is obtained by a two-step pro-

cess: (1) all synsets in WordNet are classified as temporal
or atemporal based on the classifier mentioned in subsection
3.1.2 and (2) each temporal synset is associated to its tem-

poral values (past, present and future summing up to one)
using the classifier built in subsection 3.1.1.

3.2 One-Step Classification
One direct comparison has been experimented with a one-

step classification strategy. Instead of expanding temporal
synsets in a first step to finally execute two-stage classifica-
tion, propagation can be executed in a single step.

So, we propose to expand both temporal and atemporal
synsets at the same time and directly produce a four-class
temporal classifier: past, present, future and atemporal. For
that purpose, we presented a set of 30 atemporal synsets to
four annotators who agreed with a free-marginal multirater
kappa value over 0.8 indicating almost perfect agreement.
The list of atemporal synsets is given in Table 5 for repro-
ducibility of the results.

Words Sense Category Class

mixing bowl 1 n. atemporal
freshen 2 v. atemporal

carnation 2 n. atemporal
chadian 1 adj. atemporal

wren warbler 1 n. atemporal
brainsick 1 adj. atemporal
estriol 1 n. atemporal

theology 2 n. atemporal
unexpectedly 1 adv. atemporal

jabber 1 n. atemporal
human waste 1 n. atemporal
cruciferous 1 adj. atemporal
pet sitter 1 n. atemporal
trombicula 1 n. atemporal

drum 1 v. atemporal
dateline 1 n. atemporal
shot 11 n. atemporal

okinawa 1 adv. atemporal
chatter 1 v. atemporal
polecat 2 n. atemporal

foster home 1 n. atemporal
lymph node 1 n. atemporal
arabian sea 1 n. atemporal
semanticist 1 n. atemporal
strauss 3 n. atemporal

doric order 1 n. atemporal
reptantia 1 n. atemporal

belt 2 v. atemporal
half dollar 1 n. atemporal

staggered board of directors 1 n. atemporal

Table 5: List of initial atemporal seeds.

The same semi-supervised learning strategy is used to
learn the four-class (past, present, future and atemporal)
classifier. At each iteration, the classifier is trained over
the glosses of each synset contained in the seeds lists. After
each iteration, accuracy is measured through a 10-fold cross-
validation process and the expansion process stops when ac-
curacy drops. Results are presented in Table 6 for the same
experimental setups as for the two-step strategy.

Unlike the two-step strategy, the one-step process shows
incapacity to solve the temporality issue. Indeed, introduc-
ing the atemporal synsets in the propagation process since
the first iteration evidences different problems: (1) atempo-
rality is difficult to define unless when opposed to tempo-
rality as it embodies many denotations and no connotation



Steps 1 2 3 4 5

SVM
Precision 81.3 68.0 71.0 71.3 71.7
Recall 80.3 63.0 66.8 67.8 68.6

F1-measure 80.8 65.4 68.8 69.5 72.8

BNB
Precision 75.2 67.0 67.1 67.8 77.4
Recall 74.3 64.6 63.6 64.0 76.3

F1-measure 74.7 65.8 65.3 65.8 76.8

C4.5
Precision 73.3 68.6 59.2 61.4 72.4
Recall 70.6 52.4 48.6 48.0 63.8

F1-measure 71.9 59.4 53.3 68.4 69.9

Table 6: SVM, näıve bayes and decision trees ac-
curacy results for Past, Present, Future, Atemporal
classification at each iteration step.

and (2) temporality only spreads over a small proportion of
WordNet while atemporality covers most of WordNet, and
as such, as iterations grow, the set of atemporal candidate
synsets gets predominant (i.e. more unbalanced datasets are
obtained after each iteration).

4. CLASSIFCATION OF TEMPORAL SEN-
TENCES

In order to evaluate TempoWordNet, we propose to ev-
idence its usefulness based on an external task: sentence
temporal classification. The underlying idea is that a tem-
poral knowledge base can help to classify sentences into three
different categories: past, present and future.
For that purpose, we automatically selected a set of past,

present and future sentences from the well-known SemEval-
2007 corpus developed for task 15 [18]. This corpus is a
version of TimeBank containing approximatively 2500 sen-
tences with TimeML annotations. So, all sentences ex-
clusively containing past (resp. present) expressions were
marked as past (resp. present). As for future, all sentences
containing future expressions combined or not with present
timexes were tagged as future. The final corpus consists
of 1455 sentences distributed as follows: 724 for past, 385
for present and 346 for future. Some examples are given as
follows:

1. In New York Stock Exchange composite trading yes-
terday, Oneida’s shares closed at $18.375 a share, un-
changed (Past),

2. Currently, Avon, based in Santa Monica, Calif., has
3.3 million common shares outstanding (Present),

3. A TOP-LEVEL investigation into Mark Thatcher’s al-
leged arms deals with Iraq is to be launched by Swiss
government officials in the New Year (Future).

With respect to the classification task, different sentence
representations have been used. First, we propose to repre-
sent each sentence as a bag of unigrams or bigrams. Second,
we propose a semantic vector space representation where
each sentence is augmented with the synonyms of any tem-
poral word contained in it. In particular, we propose that
the words are matched directly from the WordNet time sub-
tree (Wn) or from TempoWordNet (TWn). For the exper-
imental setups, we used the SVM implementation of Weka
and report the results for 10-fold cross-validation for tf.idf
weighting scheme. Note that word sense disambiguation has

not been performed and the most frequent sense is used in-
stead. Results are reported in Table 7 where stop words
removal has been performed.

The results clearly evidence that the WordNet time sub-
tree does not embody enough time-related information and
the process of automatically time-tagging WordNet can
greatly improve the task of sentence temporal classification.
Moreover, the results suggest that bigrams do not provide
extra information for the given task.

In order to better understand the process of temporal clas-
sification of english sentences, we propose to compare the
unigram representations with and without stop words. Re-
sults are shown in Table 8.

Uni.+SW Uni.+TWn+SW
Precision 85.8 87.8
Recall 85.7 87.8

F1-measure 85.6 87.8

Table 8: Evaluation results for sentence classifica-
tion with and without stop words. Balanced corpus:
346 sentences for past, 346 sentences for present and
346 sentences for future,

Stop words indeed play an important role for sentence
classification for the english language. In the list of stop
words there are auxiliary verbs such as “will” or “did”,
which are evident clues for sentence temporal classification.
The improvement of TempoWordNet on this small dataset
is therefore residual reaching 2.2% increased performance.
However, its importance may not be neglected as complex
temporal classification tasks are not likely to depend on aux-
iliary verbs. A clear example is given in sentences (1), (2)
and (3). Another interesting example is shown in the Tem-
poral Query Intent Classification subtask of the pilot task
Temporalia of NTCIR-116, where queries such as “History
of Coca-Cola”, “time in london”, “long term weather fore-
cast” or “lose weight quickly” must respectively be classified
as past, recency, future or atemporal.

5. DISCUSSION
One important remark must be expressed here for future

related works. Although the process of time tagging Word-
Net has been inspired by the initial idea of [5], it can not
be compared to the one of opinion tagging. Indeed, the
subjective information linked to a word is both about con-
notation and denotation. Thus, hyponymy is a privileged
relation for propagating opinions. Indeed, both the main
sense and the same semantic orientation are kept along the
hyponymy relation. On the contrary, we observed that the
temporal information is more associated to denotation than
connotation. As such, although hyponyms of a given tem-
poral synset still have the same denotation, the temporal
connotation may be lost. For instance, the present infor-
mation linked to the concept “present” is already lost for its
direct hyponym “date”. As a consequence, enhanced prop-
agation strategies, instead of just lexico-semantic relations,
should be proposed in order to improve the intrinsic quality
of TempoWordNet.

6https://sites.google.com/site/ntcirtemporalia/home [Last
access: 11/02/2014].



Representation Unigrams Bigrams Unigrams+Wn Bigrams+Wn Unigrams+TWn Bigrams+TWn
Precision 64.2 63.9 63.6 63.3 78.3 78.2
Recall 64.2 63.4 63.3 62.9 77.8 78.0

F1-measure 64.2 63.6 63.4 63.1 78.0 78.1

Table 7: Evaluation results for sentence classification over the Past, Present, Future version of the Semval-
2007 task 15 Corpus. Balanced corpus: 346 sentences for past, 346 sentences for present and 346 sentences
for future.

6. CONCLUSION
In this paper, we proposed the first steps towards the auto-

matic construction of a temporal ontology. In particular, we
augmentedWordNet with temporal information by following
a two-step process. First, synsets are classified as atempo-
ral or temporal and then, all temporal synsets are associ-
ated to past, present and future probabilities. The experi-
ments made for sentence temporal classification showed that
TempoWordNet allows 13.9% improvements of F1-measure
against the vector space model representation and 14.7%
against the semantic vector space model obtained with the
existing WordNet time subtree. We also evidenced the im-
portance played by stop words in sentence temporal classifi-
cation where improvements with TempoWordNet are less ex-
pressive (2.2%). Nevertheless, we deeply believe that Tem-
poWordNet can be an important resource for time related
applications both in NLP and IR. As a consequence, we
provide free access to this resource as well as all developing
materials at the following url http://tempowordnet.greyc.fr.
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