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Abstract. In this paper, we present a model and its evaluation for ex-
pressing attitudes through sequences of non-verbal signals for Embodied
Conversational Agents. To build our model, a corpus of interpersonal job
interview interactions has been annotated at two levels: the non-verbal
behavior of the recruiters as well as their expressed attitudes was anno-
tated. Using a sequence mining method, sequences of non-verbal signals
characterizing different interpersonal attitudes were automatically ex-
tracted from the corpus. From this data, a probabilistic graphical model
was built. The probabilistic model is used to select the most appropriate
sequences of non-verbal signals that an ECA should display to convey a
particular attitude. The results of a perceptive evaluation of sequences
generated by the model show that such a model can be used to express
some interpersonal attitudes.

1 Introduction

Embodied Conversational Agents (ECAs) are increasingly used in training and
social coaching, in applications such as science teaching [17], education against
bullying [5]. Empathetic ECAs have been proposed [28] and it was shown that
they can be successful in regulating the emotional state of users in a learning
context, effectively affecting the learning outcome of the users [29].

In the TARDIS project!, we aim at building a virtual recruiter to train job
seekers to improve their social skills. Such a virtual recruiter should be able to
convey different interpersonal attitudes (or interpersonal stances). Interpersonal
attitudes can be defined as “spontaneous or strategically employed affective styles
that colour interpersonal exchanges” [34]. A common representation for interper-
sonal stances is Argyle’s bi-dimensional model of attitudes [3], with an affiliation
dimension ranging from hostile to friendly, and a status dimension ranging from
submissive to dominant.

Most modalities of the body are involved when conveying interpersonal atti-
tudes [9]. Smiles can be signs of friendliness [9], performing large gestures may
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be a sign of dominance, and a head directed upwards can be interpreted with
a dominant stance [11]. However, when interpreting non-verbal behavior, the
sequencing of non-verbal signals can be significant: for instance, while a smile
is a sign of friendliness, a smile followed by a gaze and head aversion conveys
embarassment [21]. While it has been observed that the sequencing of non-verbal
signals influences how they are perceived [37], the literature on the topic is still
limited. In this paper, our goal is to build a model for non-verbal behavior gen-
eration, which computes a sequence of non-verbal signals that an ECA should
display given an input attitude to express and an input text that the ECA should
say.

To build a model that takes the sequencing of signals into account, we use a
data mining technique to extract sequences of non-verbal signals from a corpus
of job interviews we annotated at two levels: the non-verbal behavior and the
attitude of the recruiter. The generation model uses a probabilistic framework
to compute a set of candidate sequences and then selects the best sequence for
expressing the given attitude using a classification method based on the frequent
sequences previously extracted from the corpus. The model was evaluated with
an online study.

The paper is organized as follows. In Section 2, we present related models
of interpersonal attitude expression for ECAs and their limitations. We then
describe in Section 3 the multimodal corpus we collected and how it was anno-
tated. Section 4 details the data mining process we used to gather knowledge
about how sequences of non-verbal behavior are perceived. Section 5 discusses
a method for generating and selecting behavior sequences using the extracted
data. In Section 6, we describe the study we conducted to evaluate whether the
generated sequences convey the appropriate attitude. Finally, the results of the
evaluation study are discussed in Section 7.

2 Related work

Models of interpersonal attitude expression for virtual agents have already been
proposed. For instance, in the Demeanour project [6], postures corresponding
to a given attitude were automatically generated for a dyad of agents. Lee and
Marsella used Argyle’s attitude dimensions, along with other factors such as con-
versational roles and communicative acts, to analyze and model behaviors of side
participants and bystanders [23]. Cafaro et al. [10] conducted a study on how
smile, gaze and proximity cues displayed by an agent influence the first impres-
sions that the users form on the agent’s interpersonal attitude and personality.
Ravenet et al. [33] proposed a user-created corpus-based methodology for choos-
ing the behaviors of an agent conveying an attitude along with a communicative
intention. The Laura agent [7] was used to develop long term relationships with
users, and would adapt the frequency of gestures and facial signals as the re-
lationship with the user grew. However, dominance was not investigated, and
the users’ behaviors were not taken into account as they used a menu-based
interface. Prepin et al. [32] have investigated how smile alignment and synchro-
nisation can contribute to stance building in a dyad of agents. These models,



however, only consider the expression of a few signals at a given time, and do
not consider how signals are sequenced.

The importance of the dynamic features of expressions has been highlighted
in previous work. Keltner et al. [21] found that the sequencing of head aversion,
gaze aversion and smile differentiate between embarassment, amusement and
shame. With [37] found unique characteristic behavioral sequences for the ex-
pression of enjoyment, hostility, embarassment, surprise and sadness. Recently,
models for displaying emotions for ECAs as sequences of signals have been
proposed. Niewiadomski et al. [30] propose a representation for multimodal se-
quences of signals based on temporal constraints between signals, for instance
signal; precedes signaly. They were able to express several emotions from
annotated videos using their representation scheme. Pan et al. [31] proposed
another approach that makes use of motion graphs. In such graphs, arcs are mo-
tion clips (possibly containing facial expressions and/or head movements) and
nodes are transitions between them. They trained a motion graph using video
clips labelled with mental states (e.g. interest), and appropriate paths in the
graph for each mental state are selected using dynamic programming. Finally,
Lee and Marsella [24] proposed a model of head nods prediction based on Hidden
Markov Models (HMM). The input of these HMMs is a sequence of words with
associated linguistic features (e.g. part of speech, emotion label, noun phrase
start...). Using an annotated corpus, they trained the prediction of head nods
on trigrams, i.e. sequences of three words. Though they effectively adopted a
sequential representation for their model, the sequential relationship between
different head behaviors was not modelled (only linguistic features), and their
work was limited to head movements.

Even though models of interpersonal attitude expression for ECA have al-
ready been proposed, they typically do not consider how the sequencing of sig-
nals influence attitudes, and only consider a limited number of modalities. In
the next section, we present the corpus of job interview interactions we collected
and annotated, and which was used subsequently to extract frequent sequences
of non-verbal signals expressing interpersonal attitudes.

3 Multimodal corpus

As part of the TARDIS! project, a corpus of simulation of job interviews be-
tween human resources practitioners and youngsters was collected. We decided
to use these videos to investigate the sequences of non-verbal signals the re-
cruiters use when conveying interpersonal attitudes. The non-verbal behavior of
the recruiters, their perceived attitudes and the turn taking were then annotated
manually on 3 videos, for a total of slightly more than 50 minutes. Our sequence
mining method (see Section 4) being relatively simple, we found this amount of
data to be sufficient for our purpose. Of course, more data would allow for more
precision and to use more complex models.

For the non-verbal behavior annotation, we adapted the MUMIN multimodal
coding scheme [2] to our task and our corpus. The following modalities were con-
sidered : gestures (e.g. adaptors, deictics), hands rest positions (e.g. over or under



table, arms crossed), postures (e.g. leaning backwards), head movements (e.g.
nods, head tilted downwards), gaze (e.g. looking at interlocutor, downwards),
facial expressions (since the videos were recorded from the side, we only consid-
ered simple facial expressions, e.g. smiles, eyebrow movements). Full details on
the coding scheme can be found in [12]. We used Praat [8] for the annotation of
the audio stream and the Elan annotation tool [38] for the visual annotations.
A single annotator fully annotated the non-verbal behavior for the three videos.
A second annotation on 10% of the total annotated video length was performed
one month after the initial annotation to measure the reliability of the coding.
Cohen’s Kappa measures were computed across the two annotations and were
found to be mostly satisfactory: e.g. kK = 0.80 for gestures, x = 0.93 for postures.
The lowest score was found for eyebrow movements (v = 0.62), which we had
anticipated considering the video setup.

As the interpersonal attitudes of the recruiters vary through the videos, we
chose to use GTrace, successor to FeelTrace [14]. GTrace is a tool that allows for
the annotation of continuous dimensions over time. We adapted the software for
the interpersonal attitude dimensions we considered. The speech was rendered
unintelligible, as we focus on non-verbal behavior and did not want the content
of the recruiters’ utterances to affect the annotators’ perception of attitudes.
We asked 12 persons to annotate the videos with this tool. Each annotator had
the task of annotating one dimension for one video, though some volunteered to
annotate more videos. With this process, we collected two to three annotation
files per attitude dimension per video. More details about the attitude annotation
can be found at [13]

In a nutshell, the corpus has been annotated at two levels: the non-verbal be-
havior of the recruiters and their perceived attitudes. Our next step was to iden-
tify which sequences of non-verbal signals characterize interpersonal attitudes.
As a first step, we have focused on the non-verbal signals sequences expressed by
the recruiters when they are speaking. In the next section, we describe a method
for extracting frequent non-verbal signals sequences from the multimodal corpus.

4 Mining frequent sequences characterizing attitudes

In order to extract significant sequences of non-verbal signals conveying interper-
sonal attitudes from our corpus, we chose to use a sequence mining technique.
Such techniques have been widely used in tasks such as protein classification
[15], and they have been recently used in computer-human interaction to find
sequences of video game players’ key presses correlated with affects such as frus-
tration [27]. To the best of our knowledge, this technique has not yet been applied
to analyse sequences of non-verbal signals.

Frequent sequence mining techniques require a dataset of sequences. Since
we investigate which sequences of signals convey attitudes, we decided to seg-
ment the non-verbal behavior data using the timestamps in the annotations files
where an attitude dimension begins to vary. We call these instants attitude vari-
ation events. Once the data was segmented with these events, we kept only the



Large Decrease

Small Decrease

Small Increase

Large Increase

Friendliness

0.34 / 68 / 86

0.12 / 66 / 72

-0.11 /77 / 104

0.32 /36 / 67

Dominance

0.23 / 49 / 141

0.09 / 66 / 244

-0.13 / 80 / 134

-0.34 / 24 / 361

Table 1. Cluster centers, segment counts per cluster and frequent sequences per cluster

segments where the recruiter is speaking. Since we found that the attitude vari-
ation events came with a wide range of values, we chose to differentiate between
small and strong attitude displays. Therefore we used a K-means clustering al-
gorithm with k£ = 4 to identify clusters corresponding to small increases, strong
increases, small decreases and strong decreases. The amount of segments per
attitude variation type and the associated clusters are described in table 1.

The next step consisted of applying a frequent sequence mining algorithm to
each set of segments. We used the Generalized Sequence Pattern (GSP) frequent
sequence mining algorithm described in [35]. This algorithm extracts sequences
without temporal information, i.e. it only represents that behaviors happened
after another. It is not be able to differentiate between short and long gestures.
It also cannot represent simultaneous events (e.g. a smile and a nod happening
simultaneously). More recent sequence mining techniques exist that take tem-
poral information into account [16], [18]. However, as a first step, we decided to
choose a simpler model and focus on the sequential representation, as a higher
model complexity would require more data to learn and would be harder to ap-
ply to our generation problem. Our model could potentially be complemented by
related works considering simultaneous signals, such as [33]. The GSP algorithm
requires as an input a minimum support, i.e. the minimal number of times that
a sequence has to be present in the corpus to be considered frequent, and its
output is a set of sequences along with their support. For instance, using a min-
imum support of 3, every sequence that is present at least 3 times in the data
will be extracted. The GSP algorithm based on the Apriori algorithm [1] follows
two steps: first, it identifies the frequent individual items in the data and then
extends them into larger sequences by iteratively adding other items, pruning
out the sequences that are not frequent enough. Having acquired a set of fre-
quent sequences for each type of attitude variation, we can characterize each of
these sequences with several quality measures: Support, that is how many times
the sequence appears in the data ([0; oo] € N) ; Confidence, which represents the
proportion of a sequence’s occurrences that happen before a particular type of
attitude variation ([0;1] € R, 1 meaning this sequence only occurs before this
attitude variation) ; Lift, which can be seen as how strong the confidence of a
sequence is, compared to the random co-occurrence of sequence and the atti-
tude variation, given their individual support ([0; oo] € R, higher representing a
stronger association).

In Table 2 we show examples of extracted sequences. The Sup column corre-
sponds to the support of the sequence and the Conf column to the confidence
of the sequence. Using a minimum support of 10, we extracted a set of 879 se-
quences for dominance variations and 329 for friendliness variations. In the next
section, we describe an algorithm for generating non-verbal signals sequences



| Sequence [ Attitude Variation [ Sup [ Conf [ Lift ‘
BodyStraight -> ObjectManip | Friendliness Large Decrease | 13 | 0.31 | 2.09

HeadNod -> Smile Friendliness Large Increase | 32 | 0.59 |2.09
HeadNod -> RestHandsTogether | Dominance Large Decrease | 13 | 0.31 | 2.90
-> Smile

EyebrowsUp -> RestOverTable | Dominance Large Increase | 21 | 0.33 | 1.54

Table 2. Example sequences obtained with the sequence mining process.

conveying attitudes, that makes use of the frequent sequences we presented in
this section.

5 Model of non-verbal signals sequences generation for
expressing attitudes

Given an input attitude that an ECA should express and an input utterance
tagged with communicative intentions that the ECA should say, the objective of
our model is to generate a sequence of non-verbal signals that conveys the ap-
propriate attitude. We place ourselves within the SAIBA framework [36], where
our model fulfils the role of the Behavior Planner module, whose role is to trans-
late communicative intentions into multimodal behaviors and to schedule them.
Input utterances and intentions are defined in the Functional Markup Language
(FML) [25], and output sequences of scheduled non-verbal signals are defined in
the Behavior Markup Language (BML) format [36].

In a nutshell, our algorithm follows three steps, which are detailed in the
following subsections. First, for each communicative intention contained in the
input FML message, we retrieve all the signals that can express this intention,
and build all the possible combinations of signals that can express the input’s
communicative intentions (Section 5.1). Secondly, for each of these combinations,
the algorithm then finds all the time intervals where additional signals can be
inserted, and builds a set of larger sequences by inserting additional signals in
the available time intervals using a probabilistic framework (Section 5.2). These
signals will enable the agent to display its interpersonal attitude. The third step
(Section 5.3) consists of selecting the best sequence out of all these candidate
sequences, by using a classification method trained on the frequent sequences
that were extracted using the method described in Section 4.

5.1 Building minimal sequences expressing the input FML

In a conversation, communicative intentions can be expressed through non-verbal
behavior as well as through speech. For instance, in Western culture, it is possible
to convey uncertainty by squinting the eyelids, tilting the head, or performing a
particular hesitation gesture. When emphasizing a word, it is common to make
a quick head movement downwards, and to raise one’s eyebrows.

The FML language [25] represents such communicative intentions. The first
step in our algorithm consists of retrieving all the possible non-verbal signals that



can be used to express the intentions contained in the input FML message. For
this purpose, we used Mancini’s framework [26], in which each communicative
intention is characterized by a behavior set. A behavior set is the specification
of the different non-verbal signals that can be displayed by an ECA to express a
communicative intention. We can build a non-verbal signals sequence expressing
an input message by selecting one signal in the behavior set of each commu-
nicative intention of the input message. Such a resulting sequence is called a
minimal sequence. In our model, we only consider communicative intentions for
altering the speech prosody (i.e. pitch accents and boundaries) and communica-
tive intentions related to the speech semantics (i.e. spatio-temporal information
which will trigger deictic gestures, particular meaning which will trigger iconic
gestures, and performatives such as asking a question). Once all the minimal se-
quences have been computed (i.e. all the different combinations of signals from
the behavior sets have been collected), the next step consists of enriching these
sequences with additional signals to convey the interpersonal attitude.

5.2 Generating new sequences

For every minimal sequence obtained in the previous step, we start by looking at
all the time intervals where it is possible to insert other signals. For instance, if
there is enough time between two head signals, we might insert a head nod, or a
head shake. Since the signals chosen for the minimal sequences are only related to
speech prosody or to certain speech semantics, we make the hypothesis that the
inserted signals will not conflict with the original communicative intentions, and
that only the inserted additional signals will contribute to expressing attitudes.

For this purpose, we represent the extracted frequent sequences (Section 4)
with a probabilistic model: a Bayesian Network (BN). The nodes of the network
represents the non-verbal signals and the interpersonal attitudes (Figure 1).
The edges define a conditional dependence between two variables. The Bayesian
Networks enable us to represent the causal and non deterministic relation of
the attitudes on the signals (e.g. there might be more smiles for friendliness
increases, or more arms crossed for friendliness decreases) and the sequences
of signals (e.g. hands rest pose changes typically appear often after a gesture).
In our case, we note that P(S;y1|S;,Si—1,...,51,4) = P(S;i+1]S:, A), where S
represents signals, 7 is the index of a signal in the sequence, and A is the chosen
attitude variation. Note that some paths are impossible (e.g. HeadAt — HeadAt
or BodyStraight — BodyStraight), and we made sure that such paths do not
exist in the network.

An interesting feature of this model is that non-verbal signals sequences that
did not occur in our data can still be generated, and their likelihood can be eval-
uated. Indeed, the representation of the sequences might lead to new sequences
in the network. These new sequences are valuable as they can help improving the
variability of the recruiter’s behavior beyond the sequences that were observed
in the corpus. To evaluate a new sequence, we can use the method described in
[20] which classifies a new sequence with a majority-voting technique using its
k sub-sequences contained in the new sequence that have the highest confidence
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Fig.1. A “rolled” representation of the Bayesian Networks we use for generating new
sequences of behavior.

score in the corpus. We trained a BN for dominance variations and another BN
for friendliness variations. As a first step, we consider the attitudes of friendli-
ness and dominance independently. A next step will consist in analysing how to
combine attitude variations in the two dimensions simultaneously. We used the
Weka open-source machine learning software [19] to train the networks, using
our multimodal corpus as input data. The constructed models are then used to
compute the sequences of non-verbal signals conveying a particular attitude.

The generation of the sequences starts with the minimal sequences obtained
after the previous step (Section 5.1), and uses the Bayesian Networks to add
new signals in the available intervals. Thus, it is ensured that every generated
sequence contains signals that express every input communicative intentions.
Also, the maximum sequence length (i.e. how far we “unroll”) is the amount
of time intervals contained in the original FML message. In order to reduce
computing time and to sort out sequences that are too unlikely, we compute
the overall probability of every generated sequence, and only keep those whose
probability is above a certain threshold A. For our evaluation, we chose A to be
equal to P(minimalsequence) xa where P(minimalsequence) is the probability
of the original minimal sequence and « is a coefficient, which we set to 0.005 after
trial-and-error showed it to be an adequate compromise between the amount of
generated sequences and computing time. The generated sequences that are left
after this pruning process are called candidate sequences. Having computed all
the candidate sequences, the final step consists of selecting the one that is most
likely to convey the input attitude.

5.3 Selecting the final sequence

For selecting the final sequence, we compromise between having a sequence with
a high likelihood to appear in the data, and a high confidence for conveying the
appropriate attitude. We defined a score variable of a candidate sequence s as
Sc(s) = P(s) * Conf(s), where P(s) is the probability of s computed by the
appropriate Bayesian Network (BN for dominance or friendliness depending on
the input attitude). If the sequence s has been extracted in the frequent sequence
mining process, then Conf(s) is equal to the sequence’s confidence (see Section
4). If not, we compute Conf(s’) for every subsequence s’ contained in s, and
we define Conf(s) = XConf(s")/n where n is the number of subsequences of
s. Finally, we select the sequence with the highest score Sc. Note that for a



Reference video Video 1/8 Comparison video

Fig. 2. The main screen of the online study.

particular input utterance, the chosen sequence will always be the same with
this method. In the future, we plan to add a factor to weigh down sequences
very similar to previously played sequences.

In the next section, we present an evaluation study we realized to assess
whether the generated sequences convey the expected attitudes.

6 Evaluation

In order to evaluate our model, we conducted a study to verify that non-verbal
signals sequences generated by the model with a certain input attitude are per-
ceived as conveying the same attitude , and are perceived with the same intensity.
In the following sections, we describe the study design and we then report the
results of the study.

6.1 Study design

The study was conducted online. The platform of the study was developed using
Adobe Flash technology. Participants were asked to compare 8 pairs of videos of
a virtual character acting as a job recruiter expressing non-verbal signals when
speaking (see Figure 2). For every pair of videos, the virtual recruiter said a
different job interview question (e.g. “In your previous professional experiences,
did you ever have to deal with difficult situations?”). The 8 different questions
were always presented to the users in the same order. The character’s speech was
identical in both videos, and was produced in English with the Cereproc Text-To-
Speech engine [4]. The non-verbal behavior of the recruiter was however different
in the two videos of every pair. Since the speech content was identical in both
videos, and since we asked user the difference in attitude between both videos,
we considered the utterances’ content did not have an impact on the results.
Each of these 8 pairs of videos corresponded to a testing condition, namely
one of the 8 following attitudes: high dominance, low dominance, low submis-
siveness, high submissiveness, high friendliness, low friendliness, low hostility,



high hostility. On the right video (Figure 2), the ECA displayed sequences of
non-verbal signals generated with our model. To generate a sequence for a given
condition, we used as an input the corresponding attitude variation, for instance
for low hostility our input was small friendliness decrease. On the left video,
the virtual character’s behavior was generated with a neutral attitude. For this
purpose, our model only went through the first step of our algorithm (Section
5.1), and selected randomly one of the minimal sequences for the input question.
While such a sequence could effectively express an attitude, we hypothesised that
the attitude expressed in these videos would be considered more neutral than
the attitude expressed in the videos generated with the attitude model. All in
all, 64 distinct sequences were evaluated with our study (8 questions said by the
ECA x 8 attitudes), and 72 videos were generated for this purpose: (64 + 8 neu-
tral). For every pair of videos, the participants answered the following questions:
Q1: “Compared to the Reference Video (left), the character on the Comparison
video (right) is:”, with the possible answers being : “Much less dominant”, “Less
dominant”, “Equivalent”, “More dominant”, “Much more dominant”, “Undecided”
(resp. friendly). If they had not chosen “Undecided”, they would then be asked
to give their opinion on the next question: Q2: “The intensity of the expressed
attitude on the Comparison video (right) is:”, with the possible answers being
: “Very low”, “Low”, “Medium”, “High”, “Very high”. In the following section, we
present the results of this study.

6.2 Results

Eighty-one participants took part in our study (43 Female, 38 Male). The par-
ticipants were mostly French (88%), and the mean age of the population was
32.4 years old (StdDev: 12.8).

In Table 3, we report the frequency table for participants’ answers for Q1.
The Mean values are computed by considering the answers are on an ordinal
scale (Much less friendly = 1, Much more friendly = 5, etc.). To assess the
statistical significance of our results, we performed x? tests for every condition,
and all were found to be significant (for all conditions 2 > 23.5, p < 0.0001).

For 2, we performed Student’s T-tests between pairs of conditions of the
same type (i.e. increase or decrease of dominance or friendliness) but different
intensity (éi.e. small or large). There was only a significant difference between
perceived intensity of large (Mean = 2.97) and small (Mean = 3.31) decreases
in friendliness (p = 0.016 < 0.05). Differences between increases in friendliness
(p = 0.62), decreases in dominance (p = 0.48) and increases in dominance (p =
0.73) were not found to be significant.

7 Discussion

Our evaluation study aimed at assessing whether our model can generate se-
quences of non-verbal signals that convey the appropriate attitude, and if the
generated sequences are perceived with the appropriate intensity.



Friendliness | Friendliness | Dominance | Dominance
Decrease Increase Decrease Increase
Much less (1) 3.73% 3.68% 2.26% 0.78%
Less (2) 45.5% 24.3% 24.1% 14.7%
Equivalent (3) 24.6% 38.2% 39.1% 20.9%
More (4) 20.9% 25.7% 27.1% 52.7%
Much more (5) 3.73% 8.09% 5.26% 9.30%
Undecided 1.04% 0% 2.26% 1.55%
Mean 2.71 3.10 3.02 3.50
x> (4) 120.7 91.8 98.9 146.0

Table 3. Percentages table for attitude rankings for the 8 conditions.

The results of Q1 indicate that expressions of dominance were indeed per-
ceived as such. However, sequences for submissive attitudes were perceived as
equivalent to the neutral expression. Expressions of hostile attitudes were per-
ceived as less friendly than the neutral one. Moreover, the expressions of friend-
liness were perceived as conveying a more friendly attitude than the neutral
non-verbal behavior. In other words, the results of the study validate partially
our model. Indeed, our model seems to generate appropriate non-verbal signals
sequences for the expression of dominance, friendliness and hostility. However,
the model cannot be used to convey submissiveness.

For (2, the only significant difference was found between intensity of large
and small decreases in friendliness, however the videos generated for smaller
variations were found to be more intense than the videos generated for larger
variations. Therefore, it seems that our model cannot simulate attitudes of dif-
ferent intensities.

The analysis of the results brings some interesting considerations. One factor
that might have influenced the results of @1, is that speaking in a job interview
context, can be viewed as a form of asserting control over the interaction. There-
fore it might be argued that a virtual recruiter cannot express submissiveness
while speaking. Similarly, interactions are not a one-way exchange, and the be-
haviors of the recruiter when the interviewee is speaking are certainly critical
to express friendliness. For instance, it is known that mimicking the behaviors
of an interlocutor is a sign of friendliness [22]. However, our evaluation protocol
did not allow us to study this effect. Moreover, while the non-verbal signals and
their sequencing were different between compared and reference videos, there
was no difference in behavior expressivity (e.g. gesture amplitude, smile inten-
sity). Also, the notion of intensity mentioned in @2 could have been interpreted
in other ways that we had anticipated (e.g. intensity of behaviors, whereas we
studied intensity of attitudes). These two factors might have been influenced the
participants in rating the videos with similar intensities. Finally, one caveat in
our evaluation protocol is that our model considers attitude variations, whereas
our study could only compare differences in attitude expression with neutral
behavior. To really assess whether the model can express attitude variations, we



need to measure participants’ appraisals of our virtual recruiter’s attitude in full
length, uninterrupted job interviews.

8 Conclusion

In this paper, we presented a corpus-based model for expression of attitudes by
Embodied Conversational Agents and an evaluation study. From an annotated
corpus of job interview, frequent sequences for different types of attitude expres-
sions were extracted using a sequence mining technique. These were then used
as data for building our sequence generation model based on Bayesian Networks.

The evaluation study validated that our model can generate non-verbal sig-
nals sequences for appearing friendly, hostile and dominant. However, the model
was not able to express different attitude intensities. In future work, we plan
on taking our model one step further by considering the listening behavior of
the recruiter, and how the recruiter should react to behaviors of the interviewee.
We also want to investigate how behavior expressivity, such as gesture ampli-
tude or smile duration, is related to expressions of attitude and implement this
in our model. Extensions of the sequence mining method considering temporal
information will be considered. We will also extend our sequence generation and
selection model to allow for simultaneously express dominance and friendliness
variations. Finally, we plan on evaluating our model in full-length, uninterrupted
simulated job interviews, to assess whether our model can express attitude vari-
ations through the course of an interpersonal interaction. To this end, we will
define a measure of similarity between sequences, which will be used when se-
lecting a new sequence to ensure that the behavior remains varied.
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