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Abstract. In order to give the capability to a virtual recruiter to con-
vey interpersonal stances through its non-verbal behavior, we propose to
use a multimodal corpus approach using videos of job recruitment en-
actments. The corpus has been annotated at different levels to consider
both the participants’ non-verbal behavior and the expressed stances.
In this article, we present this corpus and our annotations, and discuss
issues related to the specificity of the acquired data.

1 Introduction

In the TARDIS project1, we aim to develop an ECA that acts as a virtual
recruiter to train youngsters to improve their social skills. For Scherer [1], in-
terpersonal stances are “characteristic of an affective style that spontaneously
develops or is strategically employed in the interaction with a person or a group
of persons, coloring the interpersonal exchange in that situation (e.g. being po-
lite, distant, cold, warm, supportive, contemptuous).” A virtual recruiter should
be able to convey different interpersonal stances: our goal is to find out how in-
terpersonal stance is expressed through non-verbal behavior, and to implement
the expression of interpersonal stance in an ECA. As a representation for inter-
personal stance, we use Argyle’s attitude dimensions [2], friendliness (also called
warmth or affiliation) and dominance (also called agency). Given an interper-
sonal stance it should express, i.e. a dominance value and a friendliness value,
such an ECA should be able to adapt its behavior to appear with this stance.

Research in behavioral sciences has shown that non-verbal behavior2 are di-
rect cues of interpersonal stance, for instance a smile is a sign of friendliness [4].
The combinations and sequencing of these signals is also significant: for exam-
ple, the sequencing of smile, gaze and head aversion can differentiate between
amusement, shame and embarassment, therefore expressing different values of
dominance [5]. Inter-personal dynamics of behavior also carry meaning: adopt-
ing the same postures as your interlocutor can make you seem more friendly
towards them [6]. Finally, the global behavior tendencies of a person contribute

1 http://tardis.lip6.fr/
2 Non-verbal behavior corresponds to “facial expressions, body language, social touch-

ing, vocal acoustics, and interpersonal distance” [3]. Non-verbal behavior may be
expressed intentionally (e.g. symbolic gestures) or non-intentionally (e.g. expression
of felt emotion).



to the perception of stance: for instance, a high body energy throughout an
interaction is correlated with dominance [7]. An agent expressing interpersonal
stances should take into account these three different aspects when choosing its
non-verbal behavior: non-verbal signals, inter-personal behavior dynamics, and
global behavior tendencies. However, though an extensive number of works have
studied them [4–7], these studies have mostly been carried out independently of
the other aspects.

In the ECA community, Ballin et al. [8] proposed a model for automatic
posture generation based on interpersonal attitude parameters, but it was only
used for agent-agent interactions and did not include all non-verbal modalities.
The Laura agent [9] was used to develop long term relationships with users
using a menu-based interface, and would adapt the frequency of gestures and
facial signals as the relationship with the user grew. However, dominance was
not investigated. Prepin et al. [10] have investigated how smile alignment and
synchronisation can contribute to stance building in a dyad of agents. Although
not directly related to dominance or friendliness, Sensitive Artificial Listeners
designed in the Semaine project [11] produce feedback and backchannels de-
pending of the personality of an agent, defined by extraversion and emotional
stability. These works, even though they don’t use full body movement and are
not fully interactive, show that single non-verbal signals, inter-personal behav-
ior dynamics and global behavior tendencies of interpersonal stance may convey
different ECA’s interpersonal stances. These works [8,9,11,12] used hand-coded
rules based on literature from behavioral sciences. Another method for designing
such agent behavior rules is to extract them from corpora of interactions anno-
tated with non-verbal behavior and interpersonal stance. Multimodal corpora
have already been used for tasks such as gesture generation [13] or the analysis
of feedback [14]. Automatic dominance in small group meetings has been well
studied in recent years, however they mostly rely on global behavioral features
(e.g. total visual energy), and have mostly considered the problem of classifying
the most/least dominant person in a meeting [7, 15].

In our work, we propose to annotate a corpus of videos of job interviews
with non-verbal behavior and interpersonal stance annotations. The objective
is to analyse the three different aspects of non-verbal behavior presented earlier
(signals, inter-personal dynamics of behavior and global behavior tendencies).
In the next section, we present the chosen corpus and the annotation process.

2 Multimodal corpus presentation

In this section, we present our corpus, the coding scheme we used for the an-
notation of multimodal behavior and interaction state, and the process of inter-
personal stance annotation.

2.1 Corpus description

As part of the TARDIS project, a study was conducted with practitioners and
youngsters from the Mission Locale (a French national association organizing job



interview coaching for youngsters in search for a job). The study consisted in
creating a situation of job interviews between 5 practitioners and 9 youngsters.
The setting was the same in all videos. The recruiter and the youngster sat on
each side of a table. A single camera embracing the whole scene recorded the
dyad from the side. This resulted in a corpus of 9 videos of job interview lasting
between 15 and 20 minutes each. We discarded 4 videos as the recruiter was not
visible due to bad position of the camera. Out of the 5 remaining videos, we
have so far annotated 3, for a total of 50 minutes and 10 seconds of video.

2.2 Corpus annotation

The job interviews were annotated on three aspects: the interaction state, the
non-verbal behavior of the recruiter and youngster, and the interpersonal stance
of the recruiter.
Interaction state annotation - When analysing non-verbal behavior, it is
important to know the task being undergone and the turn-taking state. For
instance, gaze behaviors in a dyadic interaction change when objects related to
the task being undergone are present [16], and the timing of posture shifts is
related to conversational turn-taking [17]. We annotated the task state to know
if the subject being discussed involved a document or not, and we annotated the
turn-taking state to know which interactant is speaking or whether there is an
interruption. We refer to these annotations as the interaction state.
Non-verbal behavior annotation - We use the MUMIN multimodal coding
scheme [14] and adapt it by removing any types of annotations we cannot extract
from the videos (i.e. subtle facial expressions), and selecting the modalities that
are implied in the expression of interpersonal stances. We use Praat [18] for the
annotation of the audio stream and the Elan annotation tool [19] for the visual
annotations. We report here on the annotation of the recruiters’ behavior: the
youngsters’ behavior was annotated by colleagues of the TARDIS consortium
using a similar coding scheme.

We include gaze and head movements in the coding scheme, as they are
related to interpersonal stance [4, 20]. Because of the camera-dyad distance, we
do not try to annotate very complex facial expressions (e.g. action units for facial
movements), however we include smiles and eyebrow movements (raised and
frown). For the rest of the body, we consider posture and gestures, two important
social cues [4, 21]. For gestures, we include object manipulations and adaptor
gestures as they can convey nervousness [21]. We also include several hands rest
positions (e.g. arms crossed). The para-verbal tags are used to differentiate when
a participant is speaking, is silent, laughing. To this category, we add annotations
of participants using hesitation words (e.g. “err” or “hmm”).

The 3 videos were fully annotated for the recruiter behavior by a single
annotator. A month after the annotation process, a double annotation was per-
formed by the same annotator on a video segment of 3 minutes. We computed
Cohen’s kappa score on this segment for the different annotation tiers to measure
the consistency of the coding. It was found to be satisfactory for all modalities
(κ >= 0.70), except for the eyebrow movements (κ = 0.62), which low score



can be explained by the high camera-dyad distance making detection difficult.
The highest scores were for gaze (κ = 0.95), posture (κ = 0.93) and gestures
(κ = 0.80). This annotation processes amounted to 8012 annotations for the 3
videos. The para-verbal category has the highest count of annotations, between
483 to 1088 per video. On non-verbal annotations, there were 836 annotations
of gaze direction, 658 head directions, 313 gestures, 281 head movements, 245
hands positions, 156 eyebrow movements and 91 smiles.

Important differences in behavior tendencies exist between recruiters: for
instance the first recruiter performed many posture shifts: 5.6 per minute, to
compare with 2.2 for the second recruiter and 0.6 for the third one. The second
recruiter smiles much less than the others: 0.4 smiles per minute versus 2.4 per
minute for both the first and third recruiters.

Interpersonal stance annotation - As the interpersonal stance of the re-
cruiters varies through the videos, we chose to use GTrace, successor to Feel-
Trace [22]. GTrace is a tool that allows for the annotation of continuous dimen-
sions over time. Users have control over a cursor displayed on an appropriate
scale alongside a playing video. The position of the cursor is sampled over time,
and the resulting sequence of cursor positions is known as trace data. We asked
12 persons to annotate the videos. Each annotator had the task of annotating
one dimension for one video. To reduce the influence of the actual dialogue con-
tent, we filtered the audio tracks to make speech unintelligible. For now, we
have collected two annotation files per dimension per video, and the annotation
process is still ongoing.

Trace data of socio-emotional dimensions is prone to a certain number of
issues, such as scaling, noise, and reliability [22]. Therefore, trace data requires
specific methods of pre-treatment and analysis, and classical methods for relia-
bility may not be adequate. A method proposed by Cowie and McKeown [22]
is to use stylisation techniques to replace the trace data into three kinds of ele-
ments: plateaus, rises and falls. A plateau is a time interval where the annotation
of friendliness or dominance remains constant. Rises and falls are intervals when
the annotator is moving the cursor, i.e. annotating that he perceives a change
in the dominance or friendliness of the recruiter. Annotators might not use the
scale in the same way, however they might agree on when a person appears more
or less dominant or friendly.

Table 1. Plateaus and slopes average counts, values, durations

Video Dimension Plateaus Mean plateau Mean plateau Slopes Mean slopes Mean slopes
count value [-1, 1] duration count value [-1, 1] duration

1 Dom. 41 0,41 7.9s 40 0.21 7.6s
1 Frd. 46 0.08 7,1s 45 0.25 5.2s
2 Dom. 28 0,19 20,4s 27 0.19 11.9s
2 Frd. 26 -0.33 11.3s 25 0.22 6.5s
3 Dom. 51 0.13 9.8s 50 0.24 9.2s
3 Frd. 47 0.06 6.6s 46 0.29 8.7s



A first analysis of the annotations is presented in Table 1. To reduce noise,
we smoothed the data by removing slopes smaller than a twentieth of the scale
and removing plateaus shorter than one second, leaving 120 dominance plateaus,
170 dominance slopes, 119 friendliness plateaus and 116 friendliness slopes. Im-
portant differences exist between the videos: from the mean values of plateaus,
recruiter 1 appears to be very dominant and recruiter 2 very unfriendly. Plateaus
and slopes for dominance seem to have a higher duration than for friendliness,
which might suggest dominance changes more slowly.

3 Conclusion

In this paper, we presented our ongoing work on the analysis of the relationship
between interpersonal stance and non-verbal behavior for the implementation
of virtual recruiters. We detailed the process of non-verbal behavior, interaction
state, and stance annotation. We discussed problems specific to trace data, such
as scaling issues between annotators.

We believe we can use the information on when the perceived interpersonal
stance varies or when it remains unchanged. This analysis will require specific
techniques, such as those described in [23], to detect possible sequences in intra-
personal and inter-personal behavior. Once those sequences are extracted, we will
implement them in ECAs and run a perceptive study to validate if users perceive
interpersonal stance variations or not. We are also in the process of gathering
more interpersonal stance annotation data, in order to have more reliable data
and to study inter-gender variations.
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