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We investigate the connection between local structure and dynamical heterogeneity in supercooled
liquids. Through the study of four different models we show that the correlation between a particle’s
mobility and the degree of local order in nearby regions is highly system dependent. Our results
suggest that the correlation between local structure and dynamics is weak or absent in systems that
conform well to the mean-field picture of glassy dynamics and strong in those that deviate from this
paradigm. Finally, we investigate the role of order-agnostic point-to-set correlations and reveal that
they provide similar information content to local structure measures, at least in the system where
local order is most pronounced.

Supercooled liquids display markedly heterogeneous
dynamics, despite possessing structural properties that
appear nearly unchanged from those of normal liquids
from which they are prepared [1]. While there has been
intense focus on understanding dynamical heterogeneity
in a wide variety of systems, the structural origin of this
phenomenon is not well understood [2, 3]. Simulations
of model supercooled liquids are useful for understanding
the connections between structure and dynamics because
particle locations may be followed precisely for all times.
Nonetheless, new theoretical tools are needed to filter out
extraneous detail from the key structural and dynamical
fluctuations in glassy systems.

One particularly useful simulation-based tool for quan-
tifying the influence of structure on dynamics is the iso-
configurational ensemble, where a large number of molec-
ular dynamics (MD) simulations are initiated from the
same starting configuration with momenta sampled ran-
domly from a Boltzmann distribution [4, 5]. Under glassy
conditions, spatial heterogeneities are immediately evi-
dent in the isoconfigurational displacement (or propen-
sity) field. A reasonable hypothesis is that particles with
low propensity have a larger measure of local structural
stability. Surprisingly, however, simple structural quanti-
ties, such as free volume and local potential energy, show
little correlation with the heterogeneity of the propen-
sity field [6]. In some models, localized soft modes [7–9]
or unstable modes [10] appear to correlate strongly with
propensity, but the degree of universality of this connec-
tion has not been thoroughly investigated.

Recently, focus has turned to the study of specific
structural motifs and their putative connection with the
dynamics of supercooled liquids. The notion that the
frustration of local order incommensurate with bulk crys-
talline periodicity may be related to glass formation is an
old one [11–14]. New evidence for the growth of domains
associated with local packing motifs has been presented
for several simple [15] and realistic model systems [16],

where particles tend to be found in certain “locally pre-
ferred structures” (LPS) with increased supercooling. As
a general rule, more fragile systems display a more rapid
increase in LPS concentration and domain extent [15, 16].
In some systems, a correlation between the size and loca-
tion of LPS and slow dynamics has been observed [17, 18],
although the quantitative meaning of the correlations ob-
served remains, in a statistical sense, obscure.

Point-to-set (PTS) correlations have emerged as an
alternative quantifiable metric of amorphous ordering.
PTS correlations measure the decrease of configurational
entropy imposed by the presence of particles pinned in an
equilibrium configuration [19, 20]. The length scale asso-
ciated with PTS correlations has been demonstrated to
grow upon increased supercooling in several systems [20–
22], although its variation is rather modest over the dy-
namical range currently accessible in simulations [23],
Nonetheless, several observations indicate that the grow-
ing PTS length scale should ultimately drive the dra-
matic increase in relaxation times in supercooled liq-
uids [24–26]. It should be noted that PTS correlations,
as well as other recently proposed measures of static cor-
relations [27, 28], are “order agnostic” [23] and therefore
their growth does not necessarily connect to the emer-
gence of specific local structures, such as those identified
in the LPS studies.

In this Letter we quantify the correlation between be-
tween static structure and dynamical heterogeneity in
supercooled liquids in a statistically precise sense and
within a coherent simulation framework. We demon-
strate that seemingly similar systems may differ dramat-
ically with respect to the degree to which specific local
structural motifs correlate with dynamics. Our results
indicate that scenarios connecting LPS cluster formation
and glassy behavior [30, 31] cannot be generically correct.
The observed model dependence suggests instead that lo-
cal structural quantities play a key role in systems with
large deviations from mean-field glassy behavior. Lastly,
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FIG. 1. Interpolated histograms of particle mobility. Num-
bers at top-right indicate Spearman rank correlation coeffi-
cients K [29]. The first column shows the correlation between
mobility and nLPS with the LPS defined in the text. The sec-
ond column shows correlation with Ei, the sum of a particle
and its neighbors’ pair energies. White dotted lines show the
average value of the quantity on the horizontal and vertical
axes.

we show that a connection exists between growing PTS
correlations and LPS in systems where LPS are strongly
predictive of dynamical heterogeneity.

The first two models we will study are binary Lennard-
Jones mixtures, namely the Kob-Andersen (KA) system
[32] and the Wahnström (Wahn) system [33]. The def-
inition of these models and their LPS statistics have
been extensively detailed in Ref. 34. The KA system
is an 80:20 mixture while the Wahn system is equimolar.
As a third system, we study a binary mixture of har-
monic spheres (Harm) at a density such that that jam-
ming is approached by lowering temperature near to zero
(ρ = 0.675) [35]. In all cases, one species is smaller (B
for KA and Wahn, A for Harm) and is intrinsically more
mobile. Results for the small particles will be reported
in the main text and for the large particles in the Sup-
plemental Information (SI)[36]. In the following, we will

discuss all quantities using standard reduced units. For
all three systems, we study systems with N = 1000. Fur-
ther simulation details and a description of the LPS in
each system can be found in the SI.

While all of the above models are simple binary mix-
tures with short-ranged interaction potentials, their local
structures differ significantly. For each model, we identify
particles participating in LPS through a Voronoi analysis
(see SI). These LPS correspond to icosahedra, bicapped
square anti-prisms, and distorted icosahedral structures
in Wahn, KA, and Harm respectively. The relative abun-
dance of these LPS at low temperatures is model depen-
dent: it is fairly significant in the Wahn model (about
10% of the particles are at the center of a LPS) and
weaker in the other models. In the KA model this is
due to the fact that twisted bicapped prisms are mostly
centered around the small particles, which constitute the
minority species.

In order to investigate the connection between the
LPS in each system and dynamical behavior, we perform
simulations in the isoconfigurational ensemble at super-
cooled temperatures, T = 0.588 for the Wahn, T = 0.45
for the KA and T = 5.5 for the Harm. These tempera-
tures correspond roughly to the same degree of supercool-
ing, as measured by the relative distance (about 3–6%)
from their fitted Mode-Coupling temperatures, Tc (see
SI).
We select 40 (20) equilibrated configurations for the

KA and Wahn (Harm) systems and perform the Voronoi
analysis as discussed above. For each configuration, we
performed 200 (100) NV T simulations in the isoconfig-
urational ensemble. From the simulations starting from
each configuration, we compute the particle mobilities
µi(t) ≡ 〈|ri(t)− ri(0)|〉iso ≡ 〈|δri(t)|〉iso. To quantify the
number of LPS associated with a given particle, we count
the number of structures deemed locally preferred in a
spherical region of radius l around each particle (nLPS).
All results reported here are nearly insensitive to this l
value in the range we have investigated 1.5 ≤ l ≤ 3.0,
and we chose to report results only for l = 2.5.

In Figs. 1(a)-(c) we show the combined probability dis-
tribution of µi and nLPS for the 3 systems introduced
above. We quantify correlation by using the Spearman
rank correlation coefficient K [29], which has been used
previously in a similar context [6]. K is 1 if two quanti-
ties are related by a monotonically increasing function
and −1 if by a decreasing one. K values are shown
in the top-right corner of each histogram. We see vi-
sually and quantitatively that the correlation is much
stronger in the Wahn system than in the KA and Harm
systems. For comparison, the probability distributions
for correlation between mobility and local energy (Ei =
(ei +

∑

j∈neigh(i) ej)/(1 + |neigh(i)|) , where |neigh(i)| is
the number of neighbors in the Voronoi structure around
particle i) are shown in Figs. 1(d)-(f). The correlation is
fairly significant in the two Lennard-Jones mixtures and
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FIG. 2. Time dependence of predictability metrics and correlation coefficients as a function of time for four models. Closed
symbols correspond to data comparing mobility with nLPS as in the left-hand column of Fig. 1 and open symbol comparing
local energy Ei (defined in text) to mobility, as in the right-hand column of that figure. K is the Spearman rank correlation
coefficient [29]. Precision is defined as the percentage of particles in the the top (bottom) 2% of nLPS (Ei) which are in the
bottom 10% of µi. Horizontal dashed lines show the result for the precision metrics that would result from random classification
of particles as slow.

much weaker in the Harm system.

Inspection of Fig. 1(a) reveals a long tail in the his-
togram of nLPS values. From these data, we can predict
that a particle in a domain rich in icosahedral structures
will be very immobile. Looking at the data at nLPS = 0
instead, we see that such particles will have higher than
average mobility. However, slow and fast particles have
a wide range of nLPS values. In Fig. 2 we show the level
of “precision” [29] in predicting which particles are slow
based on nLPS and Ei for the models studied, as well as
the K values. Here, precision is defined as the percentage
of particles in the top (bottom) 2% of nLPS (Ei) which
are also in the bottom 10% of µi(δt). All trends discussed
are insensitive to the particular percentiles chosen for this
definition of precision (see SI for further details, includ-
ing a discussion of sample-to-sample fluctuations in these
quantities).

When viewed from this statistical perspective, several
striking features are observed. For the Wahn system,
LPS are highly predictive of slow dynamics. In particu-
lar, using our definition of precision one may “predict”
the location of slow particles with near perfect accuracy
up to τα, and such a correlation continues to grow to the
longest times we investigated. In the KA system, local
energy is more predictive of slow dynamics than LPS lo-
cations, and correlation for both local energy and nLPS

in KA and Harm are far lower than in the Wahn system.

We may thus conclude that the correlation between
dynamics and local structural metrics such as nLPS is
highly system dependent. What may be taken from
this dramatic degree of variability? Among the three
models studied, the Wahn system shows the largest
departures from mean-field behavior. Namely, Wahn
exhibits large violation of the Stokes-Einstein relation,
sizable deviations from time-temperature superposition,
and large inconsistencies between fitted Mode-Coupling
exponents [37] (see SI). From this perspective, the KA
system shows moderate deviations from mean-field be-

havior. This leads us to consider whether the correlation
between local structural order and slow dynamics might
be connected to how much a model system conforms
to the mean-field paradignm. While the Harm system
does not uniformly display mean-field behavior, results
from finite size studies [38] and the existence of a non-
monotonic dynamical length scale [35] suggest that its
behavior is at least partially harmonious with mean-field
theory. This leads us to posit a connection between a
high degree of local structure-dynamics correlation and
strong spatial fluctuations which are manifest in systems
that deviate from mean-field behavior.

To better test this notion, we study a fourth system,
the high-density (ρ = 2.0) Gaussian Core Model (GCM).
The GCM is a single-component fluid with Gaussian re-
pulsions [39, 40], which has all the hallmarks of glassy be-
havior while matching mean-field predictions of dynami-
cal exponents, strongly suppressed non-Gaussian fluctu-
ations and minimal Stokes-Einstein violation [40]. This
mean-field behavior seems to arise naturally from the
long ranged and ultra-soft interaction potential (see dis-
cussion in SI).

In Fig. 2(d) we show results for N = 3456 Gaussian
core particles at T = 3.2 with 100 isoconfigurational
runs initiated from 20 independent configurations. We
note that this temperature is slightly higher, relative to
Tc = 2.7, than the one used in the other models, but
corresponds instead to the same relative increase in re-
laxation time as observed for the Wahn system (see SI)
We found that distorted crystal-like structures constitute
the LPS of the model (the underlying stable crystal at the
studied density is BCC). In agreement with our expecta-
tions, the correlation between nLPS and dynamics in the
GCM system is very low, just as in the Harm system,
and only marginally improves as t increases [41].

It would be natural to speculate that in systems such as
the Harm and GCM models, there simply exists no con-
nection between structure and dynamics. However, this
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statement is incorrect. We have used the R4-ratio anal-
ysis of Berthier and Jack [42] to quantify the structural
component of the dynamic fluctuations. As detailed in
the SI, we found that all four systems analyzed in Fig. 2
show a marked correlation between structure and dynam-
ics, despite the fact that no specific structural motif con-
nects to dynamics in the more mean-field like models.
These striking results will be a subject for future inves-
tigations. Here we just point out an interesting analogy
with the behavior of mean-field p-spin models [43], which
do display large values of R4 close to the dynamic tran-
sition.

One may take the inability of specific structural met-
rics, such as LPS determined from Voronoi analysis, to
correlate universally with dynamics in supercooled liq-
uids as an indication that a more general form of growing
amorphous order must be implicated. In the remaining
of this work we focus on structural correlations embodied
in point-to-set and related length scales [21, 22, 25, 26].
In order to show that this type of order may subsume
specific structural metrics, we investigate the connection
between local order as measured by nLPS and PTS cor-
relations.

The PTS length scale is extracted by calculating the
range over which spatial correlations imposed by an equi-
librium amorphous spherical boundary decay. We first
establish that it is possible to ergodically sample cav-
ities at some Rcav using the “Particle Size Annealing”
(PSA) method detailed in Ref. 22. In brief, we moni-
tor the overlap q, a measure of the similarity between
the initial configuration in the cavity and that at a
later time t. The overlap is defined as q(Rcav, t) =

(ρl3Ñ)−1
∑Ñ

i=1〈ni(t)ni(0)〉 where the center of the cav-

ity has been tiled into Ñ = 125 cubes of side length
l = 0.36, small enough such that the cell occupancy ni(t)
is always zero or one. We use both regular Monte Carlo
(MC) sampling and a sampling where the particle diam-
eters are shrunk to 60% of their original size and grown
back in, and check that the q values agree at long times.
In the limit of large cavity and long time, q(t) will tend to
the bulk value qb = ρl3 and so this value is conventionally
subtracted from q.

We carry out these tests for the Wahn model. The
strong icosahedral ordering in this model makes it an
ideal system to probe the connection between local order
and the spatial distribution of the overlap. In Fig. 3(a)
we show that for Rcav = 3.0, q is sampled ergodically.
We then take 30 of the Wahn configurations used earlier
and perform two standard MC simulations for cavities
centered at 27 positions in each. The longtime overlap
value is extracted from each cavity, and the number of
icosahedral centers within the cavity as well as the one
within the inner R = 2.5 of the cavity, are calculated. We
find that high overlap cavities generally have high nLPS

and vice versa. This implies that (for the Wahn system)

Wahn, T = 0.5881, Rcav = 3.0

(a)

104 105 106 107

t (MC Sweeps)

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

〈q
〉
−
q b

q(t)

PSA
P (q − qb)

(b)

0 10 20 30

nLPS (bins of size 3)

0.1

0.2

0.3

0.4

0.5

0.6

Full
Inner

+0.42(c)

0 10 20 30 40

nLPS

0.0

0.2

0.4

0.6

0.8

〈q
〉
−
q b

Full Cavity

+0.50(d)

0 5 10 15 20 25

nLPS

0.0

0.2

0.4

0.6

0.8

0

10−2

10−1

100
Inner R = 2.5

FIG. 3. (a) Cavity overlaps and PSA overlaps (with the value
for a bulk system qb subtracted) indicating ergodic sampling
at this cavity size and temperature. The dashed line shows
the overlap probability distribution P (q−qb). (b) On average,
cavities containing a large number of LPS centers have high
overlap. “Inner” points count only LPS which are within
R = 2.5 of the center of the cavity. The dashed line shows
the average overlap and arrows show the average number of
LPS. (c) and (d) show the full data distribution and Spearman
rank correlation coefficients [29]. The data in (b) is obtained
from (c) and (d) by averaging over vertical slabs of width 3.

the cavity simulations are mostly probing the same type
of local ordering measured by the Voronoi construction,
although it does not necessarily mean that the correlation
length measured by doing cavity simulations at a series
of radii is the same as would be measured by the extent
of LPS domains.

In conclusion, we have demonstrated that the correla-
tion between local structural metrics (e.g. Ei and nLPS)
and dynamics in supercooled liquids is highly system de-
pendent. In models such as the Wahn mixture, accurate
predictions of heterogeneous dynamics may be made on
the basis of a single structural marker while essentially
no correlation exists in mean-field like systems such as
the GCM. However, a strong link between some aspect
of static structure and dynamics does exist, as signified
by the sizable R4-ratio observed in all the systems we
have studied. Despite being order agnostic, PTS correla-
tions appear to show a connection with specific types of
local order such as Voronoi signatures in systems whose
dynamics may be predicted by the location of such struc-
tural motifs. Furthermore, previous work has detected
an apparent connection between the growth of relax-
ation times and order agnostic length scales in systems
where the connection between relaxation times and spe-
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cific structural metrics is not very strong [22, 25, 26].
These facts suggest that PTS correlations may provide
a more general description of the key static fluctuations
that determine dynamical behavior in supercooled liq-
uids.
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Supplemental Information

System N ρ T Tc k δ4(τα) χ4(τα) R4(τα)

Wahn 1000 1.297 0.588 0.56 [1] 7.7 5.60 8.99 0.623

KA 1000 1.2 0.45 0.435 [2] 7.25 13.3 21.4 0.620

Harm 1000 0.675 5.5 5.2 [3] 6.28 3.61 9.20 0.392

GCM 3456 2.0 3.2 2.7 [4] 8.40 8.08 18.9 0.428

TABLE I. Predictability ratio results for the four systems studied. See Ref. [5] and SI text for further discussion.

Models, units and relevant temperatures

The Kob-Andersen (KA) [2] and Wahnström (Wahn) [6] models are binary Lennard-Jones mixtures where particles
interact through the potential

uαβ(r) = 4ǫαβ

[

(σαβ

r

)12

−
(σαβ

r

)6
]

, (1)

where α, β = A,B are species indices. For the KA model the interaction parameters are σAB = 0.8σAA, σBB =
0.88σAA, ǫAB = 1.5ǫAA, and ǫBB = 0.5ǫAA, while for the Wahn model σAB = 0.916σAA, σBB = 0.833σAA, and
ǫBB = ǫAB = ǫAA. The chemical composition is x1 = 1 − x2 = 0.8 for the KA model and x1 = x2 = 0.5 for the
Wahn model. The mass ratio m1/m2 is 1 and 2 in KA and Wahn, respectively. The potentials are cut and shifted at
2.5σαβ. In the main text, σAA, ǫAA, and

√

mAσ2
AA/ǫAA are used as units of distance, energy, and time, respectively.

The Harm model is an equimolar mixture of elastic spheres [7] with equal masses m. The interaction potential is
given by

uαβ(r) =
ǫ

2

(

1−
r

σαβ

)2

, (2)

if rαβ < σαβ and zero otherwise. The interaction parameters are σAA = 1, σAB = 1.2 and σBB = 1.4. As in the KA

and Wahn models, σAA and
√

mσ2
AA/ǫ are used as units of length and time, respectively. The unit of energy is 10−4ǫ.

The Gaussian core model [8, 9] (GCM) is a one-component fluid of particles interacting via a Gaussian potential

u(r) = ǫe−(r/σ)2 .

The potential is cut and shifted at r = 5σ. The units of length, energy and time are given by σ, 10−6ǫ and
√

mσ2/ǫ
respectively.
The simulations have been carried out using the LAMMPS package [10]. Integration time steps δt used were 0.004

for the Wahn and KA system, 0.1 for Harm, and 0.4 for the GCM. Temperature was maintained by a Nosé-Hoover
thermostat with a time constant of 100 δt in all cases.
The estimated Mode-Coupling critical temperatures of all the models and the wave-vectors k used to compute the

structural relaxation times τα (see section on R4 values) are reported in Tab. I. The estimated critical temperatures
were obtained, in the references cited in in Tab. I, from power law fits to the relaxation times data.

Identification of locally preferred structures

Particles participating in LPS are identified through a Voronoi analysis [11]. To characterize the local structure
around a given particle, we determine the number nk of faces having k edges of the Voronoi polyhedron formed by the
nearest neighbors. Each particle may therefore be labeled by a Voronoi signature (VS) (n3, n4, n5, ..), where n3 is the
number of triangles, n4 the number of quadrilaterals, etc. of the corresponding Voronoi polyhedron. As in Ref. 11, we
focus on the polyhedra found around small particles (for binary mixtures), whose temperature variation were shown
to correlate better with slow dynamics. In the Wahn system, the (0, 0, 12) polyhedron (icosahedron) appears around
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over 25% of type B particles at low temperatures, while the second most common VS, (0, 2, 8, 1), appears around
approximately 9% of B particles. In the KA system, the (0, 2, 8) arrangement (bicapped square antiprism) appears
around approximately 10% of small particles and the (1, 2, 5, 3) appear around 8%. It is important to remember
that, because the KA system is an 80:20 mixture, the (0, 2, 8) motif is found in only about 2% abundance while
more than 10% of Wahn particles are found in (0, 0, 12) configurations. We therefore considered the union of (0, 2, 8)
and (1, 2, 5, 3) polyhedra as the LPS of KA model. The analysis carried out in the main text remains qualitatively
unchanged if only (0, 2, 8) are considered. In the Harm system, the most frequent signature at low temperature is
(0, 2, 8, 2), which may be regarded as a distorted icosahedral structure. The abundance of this LPS is about 5% at the
lowest studied temperatures, while the second most frequent signature is (0, 2, 8, 1) has 4%. In the GCM, we found
a variety of low symmetry polyhedra, some of which are found in FCC and BCC crystals at finite temperatures [12].
At the studied temperature, (0, 3, 6, 4), (0, 2, 8, 4), and (0, 4, 4, 6) (ideal FCC structure) are the most abundant ones.
These crystal-like structures tend to grow slightly by decreasing temperature and their union is considered as the LPS
of the model.

Mean-field behavior and pair potential

As mentioned in the body of the text, the Harm and GCM systems seem to embody manifestations of the predictions
of mean-field theories of glasses, however they do so in distinct ways. The Harm system shows a well defined crossover
between seemingly activation-less and activated regimes as predicted by the mean-field perspective. However, SE
violation is still pronounced in the Harm system (see Fig. 4). In this sense, critical fluctuations expected in finite
dimensions [13] are still sizable. In the GCM system, the entire range of temperatures that can be simulated displays
a near-complete, quantifiable correspondence with high dimensional mean-field behavior, including the absence of
Stokes-Einstein violation (despite the GCM system being highly fragile). Both potentials share an ultra-soft core,
which prevents the physics from being dominated by harsh short-ranged repulsions. In addition, the GCM potential is
(quasi) long-ranged, mimicking the effect of increased dimensionality [14–17]. Thus ultra-softness may be a necessary
condition for triggering aspects of mean-field behavior. However, to further suppress critical-like fluctuations in low
dimensions, a (quasi) long-ranged potential, as found in the GCM, is also necessary.

D
∼
τ −

1

10−2 100 102 104

τα/τ
0
α

10−3

10−2

10−1

100

101

D
/D

0

Wahn
KA
Harm
GCM

FIG. 4. Diffusion constants vs. τα (see SI text) for each of the four models. Open symbols represent the temperatures studied
in the main body of this work. The diffusion constants D were extracted from the limiting relationship limt→∞ δr2i (t) = 6Dt.
The values of the diffusion constants and τα are scaled by their value at the approximate onset temperature of glassy behavior,
with T0 values used here of 1.0, 1.0, 12 and 5 for the Wahn, KA, Harm and GCM respectively. The dashed line shows the
approximate high temperature behavior D ∝ τ−1.

R4 values

In order to quantify the total connection between structure and dynamics we perform the analysis of Berthier and
Jack (Ref. [5]). They definite the quantity R4(t) which represents the fraction of the total run-to-run variance in a
dynamical quantity from analyzed in the isoconfigurational ensemble which is encoded by the initial configurations.
Hence a value of zero means all fluctuations come from the randomly selected initial velocities while a value of unity
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means that all fluctuations in the dynamical quantity are determined by the initial structure. R4 is defined as,

R4(t) =
δ4(t)

χ4(t)
, (3)

where

δ4(t) = N{E[〈F (t)〉2iso]− E[F (t)]2} (4)

χ4(t) = N{E[〈F 2(t)〉iso]− E[F (t)]2}. (5)

Here, “F” is a collective dynamical quantity, a function averaged over all particles. E represents an equilibrium
ensemble average while 〈· · ·〉iso represents the isoconfigurational average over realizations of momenta. Here we

choose F (t) to be the self-intermediate scattering function Fs(k, t) = 1
N

∑N
i=1 e

k·δri(t). The relaxation time τα is
defined by Fs(k, t ≡ τα) = 1/e. For the four systems studied in this work, we report the results of the R4 analysis at
t = τα in Tab. I. For all four systems, we find values that should be considered large based on prior analyses using
this quantity, though as would be expected from our other results and discussion, it is smaller in the Harm and GCM
systems than in the two LJ systems.

Mobility correlation and predictability

For completeness, in Fig. 5 we present histograms for the GCM data analogous to that of Fig. 1. In Fig. 6 we show
the histograms for both the A and B types of particles for the three binary systems presented in Fig. 1. In Fig. 7 we
show the results for predictability of the fastest 10% of particles based on the lowest 2% of nLPS or the highest 2% of
Ei for contrast with Fig. 2. For comparison, the same data for K as in Fig. 2 are also shown.
We show in Fig. 8 how the predictability data is modified by a change in how predictability is defined. For simplicity,

we illustrate the point with data for the Wahn B and KA B particles and show how, while the values change, the
trends discussed in the main text are robust.
Lastly, we note that there can be large sample-to-sample variations in nLPS observed around particles at the large

nLPS end. We note that the percentile thresholds used in this calculation are done on the aggregate set of data, which
means that the number of particles exceeding this threshold can vary substantially from sample to sample. As an
example, we find in the Wahn system that the number of B particles with nLPS above the 2% threshold (nLPS ≥ 23)
varies for our forty samples from zero to eighty out of 500 B particles. Nevertheless, we feel this strengthens our point
that for the Wahnstrom system, very large numbers of locally preferred structures in an area is highly predictive of
slow dynamics, although in general slow dynamics can also arise via other structural mechanisms, as suggested by our
R4 analysis above.
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FIG. 5. Mobility µi and local energy Ei vs. nLPS histogram for the GCM as in Fig. 1.
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FIG. 7. Same as Fig. 2 except the precision in that figure, the precision of prediction the slowest 10% of particles, has been
replaced by the precision of predicting the fastest 10% of particles based on a lack of local stability (high Ei, small nLPS). We
see that the trends are all the same as for the “slow precision”, however, the “fast precision” is much worse for both nLPS and
Ei in the Wahn model, reflecting the wider density at the left and than on the right end in Fig. 1. In contrast, the precision
for the KA system does not change much reflecting the more ovular shape of the density in Fig. 1.
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and KA (open symbols) B particles, with the definition of predictability varied. In the legend, the first symbol represents the
cutoff percentile for nLPS and the second number for mobility. Hence the data in the main text is the same as that labeled
“2,10”. For the case of the KA system, due to the smaller number of particles involved in LPS, the particles in the top five
percent in nLPS are precisely those in the second percentile, hence the other set of data lies on top of those shown.


