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Abstract

We initiate in this paper the study of analytic properties of the Liouville heat kernel.

In particular, we establish regularity estimates on the heat kernel and derive non trivial

lower and upper bounds.
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1 Introduction

Liouville quantum gravity (LQG) in the conformal gauge was introduced by Polyakov in a
1981 seminal paper [34] and can be considered as the canonical 2d random Riemannian surface.
Indeed, physicists have long conjectured that LQG (which is parametrized by a constant γ)
is the limit of random planar maps weighted by a 2d statistical physics system at critical
temperature, usually described by a conformal field theory with central charge c 6 1. These
conjectures were made more explicit in a recent work [14] and in particular they provide a
geometrical and probabilistic framework for the celebrated KPZ relation (first derived in [31]
in the so-called light cone gauge and then in [9, 11] within the framework of the conformal
gauge): see [5, 6, 12, 14, 36] for rigorous probabilistic formulations of the KPZ relation. In this
geometrical point of view, (critical) LQG corresponds to studying a conformal field theory with
central charge c 6 1 (called the matter field in the physics literature) in an independent random
geometry which can be described formally by a Riemannian metric tensor of the form

eγX(x) dx2 (1.1)

where X is a Gaussian Free Field (GFF) on (say) the torus T and γ a parameter in [0, 2] related
to the central charge by the celebrated KPZ relation [31]

γ =

√
25 − c−

√
1 − c√

6
.

Of course, the above formula (1.1) is non rigorous as the GFF is not a random function hence
making sense of (1.1) is still an open question. In particular, LQG can not strictly speaking be
endowed with a classical Riemannian metric structure as the underlying geometry is too rough
and requires regularization procedures to be defined.

Nonetheless, one can make sense of the volume form Mγ associated to (1.1) by the theory of
Gaussian multiplicative chaos [27]. Recently, the authors of [18] introduced the natural diffusion
process (Bt)t > 0 associated to (1.1), the so-called Liouville Brownian motion (LBM) (see also the
work [7] for a construction of the LBM starting from one point) but also in [19] the associated
heat kernel p

γ
t (x, y) (with respect to Mγ), called the Liouville heat kernel. One of the main

motivations behind the introduction of the LBM and more specifically the Liouville heat kernel
is to get an insight into the geometry of LQG: indeed, one can for instance note that there is
a sizable physics literature in this direction (see the book [2] for a review). The purpose of this
paper is thus to initiate a thorough study of the Liouville heat kernel. More precisely, we will
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show that the heat kernel pγ
t (x, y) is continuous as a function of the variables (t, x, y) ∈ R∗×T2,

and then obtain estimates on the heat kernel; this can be seen as a first step in a more ambitious
program devoted to the derivation of precise estimates on p

γ
t (x, y). Note that the continuity we

prove, the fact that the support of Mγ is full and the strict positivity of p
γ
t (x, y) allows one to

define the Liouville Brownian bridge between any fixed x and y.
We recall that, on a standard smooth Riemannian manifold, Gaussian heat kernels estimates

in terms of the associated Riemannian distance have been established, see [22] for a review.
Thereafter, heat kernel estimates have been obtained in the more exotic context of diffusions on
(scale invariant) fractals: see [4, 25] for instance. In the context of LQG, it is natural to wonder
what is the shape of the heat kernel and it is difficult to draw a clear expected picture: first
because of the multifractality of the geometry and second because the existence of the distance
dγ associated to (1.1) remains one of the main open questions in LQG (though there has been

some progress in the case of pure gravity, i.e. γ =
√

8
3
: see [32] where the authors construct the

analog of growing quantum balls without proving the existence of the distance dγ).

Brief description of the results

Our main lower bound on the heat kernel reads as follows: if x, y and η > 0 are fixed, one can
find a random time T0 > 0 (depending on the GFF X and x, y, η) such that, for any t ∈]0, T0],

p
γ
t (x, y) > exp

(
− t

− 1
1+γ2/4−η

)
.

This is the content of Theorem 5.4 below. We emphasize that the exponent 1/(1 + γ2/4) is not
expected to be optimal, as in our derivation we do not take into account the geometry of the
Gaussian field.1

For γ2 6 8/3, the same heat kernel lower bound holds when the endpoints are sampled
according to the measure Mγ. This is proven in Section 5.3 for γ2 ≤ 4/3 and extended to
γ2 ≤ 8/3 in Section 5.4. For γ2 > 8/3, a worse lower bound still holds and is proven in
Section 5.4 as well.

We will also give the following uniform upper bound on the heat kernel (see Theorem 4.2
below for a precise statement): for all δ > 0 there exists β = βδ(γ) and some random constants
c1, c2 > 0 (depending on the GFF X only) such that

∀x, y ∈ T, t > 0, p
γ
t (x, y) 6

( c1
t1+δ

+ 1
)

exp
(
− c2

(
dT(x, y)

t1/β

) β
β−1 )

.

where dT is the standard distance on the torus. There is a gap between our lower and upper
bound for the (inverse) power coefficient of t in the exponential: see Figure 1 for a plot as a
function of γ (the graph of the upper bound corresponds to the limit of βδ − 1 as δ goes to 0).

Note that our estimates on the heat kernel, and in particular the upper bound, are given
in terms of the Euclidean distance. The lower/upper bounds that we obtain do not match but

1Jian Ding and Marek Biskup have kindly shown us an argument based on ongoing works that allows one to

take into account the geometry, and potentially may improve the exponent. The details will appear elsewhere.
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this does not come as a surprise because such a matching would mean in a way that dγ ≍ (dT)θ

for some exponent θ > 0, which is not expected. Yet our results illustrate that we can read off
the Liouville heat kernel some uniform Hölder control of the geometry of LQG in terms of the
Euclidean geometry. This was already known for the Liouville measure by means of multifractal
analysis (see [35] for a precise statement and further references). To our knowledge, our work is
one of the first to investigate the problem of heat kernel estimates in a multifractal context, in
sharp contrast with the monofractal framework of diffusions on fractals. Notice however that
on-diagonal heat kernel estimates have also been investigated in the context of one-dimensional
multifractal geometry, see [3].

We conclude with some cautionary remarks on the (non)-sharpness of our methods. In both
the lower and upper bound, we have not taken much advantage of the geometry determined
by the GFF. In particular, our upper bounds are uniform on the torus, and thus certainly not
tight for typical points. Similarly, in the derivation of our lower bound, we essentially force the
LBM to follow a straight line between the starting and ending points. It is natural to expect
that forcing the LBM to follow a path adapted to the geometry of the GFF could yield a better
lower bound.

Discussion and speculations

Here we develop a short speculative discussion that has motivated at least partly our study.
It has been suggested by Watabiki [41, 1] that the (conjectural) metric space (T,dγ) is locally
monofractal with intrinsic Hausdorff dimension

dH(γ) = 1 +
γ2

4
+

√
(
1 +

γ2

4

)2
+ γ2, (1.2)

(note that in the special case of pure gravity γ =
√

8
3

this gives dH(γ) = 4 which is compatible

with the dimension of the Brownian map). This could suggest that the heat kernel p
γ
t (x, y)

takes the following form for small t:

p
γ
t (x, y) ≍

C

t
dH (γ)

b

G

(
dγ(x, y)

t
1
b

)
, (1.3)

for b > 0 and a function G(z) decaying like e−czu
for some u > 0 (depending on γ). C and c

are some global positive constants (possibly random), and ≍ means that pγ is bounded from
above and below by two such expressions with possibly different values of c, C. This is the form
of heat kernels observed in monofractals, where furthermore u = b/(b− 1).

The ratio 2dH(γ)
b

, called the spectral dimension of LQG, is equal to 2: this has been heuris-
tically computed by Ambjørn et al. in [1] and then rigorously derived in a weaker form in [37].
This yields the relation

dH(γ) = b.

As a consequence, assuming (1.3), the results in this article give bounds on the ratio u/dH(γ)
(see Figure 1). However we stress that it is not clear at all that in our framework the relation
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u = b/(b − 1) holds. The exact relations between the exponents u and dH(γ) are left as an
open problem, which is yet important in view of giving bounds on the exponent dH(γ) and
ultimately of checking Watabiki’s formula.

Figure 1: Bounds on dH(γ)/u assuming (1.3). Note that our bounds do not shed light on whether
(1.3) is true, nor, if it is true, on the values of dH(γ) and u.

Organization of the paper

In the next section, we introduce our setup: for technical reasons, we work on the torus T

though most of our results extend to other setups like the plane or the sphere. In Section 3,
we construct a representation for the Liouville heat kernel using a classical Hilbert-Schmidt
decomposition, and obtain regularity estimates for the heat kernel. In Sections 4 and 5, we give
(uniform) upper and lower bounds for the kernel.

Acknowledgements
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2 Setup

2.1 Notation

We equip the two dimensional torus T with its standard Riemann distance dT and volume form
dx (also called Lebesgue measure on T). We denote by B(x, r) the ball centered at x with radius
r. The standard spaces Lp(T, dx) are denoted by Lp. C(T) stands for the space of continuous
functions on T.

Denote by △ the Laplace-Beltrami operator on T and by pt(x, y) the standard heat kernel
of the Brownian motion B on T. Recall that pt(x, y) can be written in the following form

pt(x, y) =
1

|T| +
∑

n > 1

e−λnten(x)en(y)

where (λn)n > 1 and (en)n > 1 are respectively the eigenvalues and eigenvectors of (minus) the
standard Laplacian:

−∆en = λnen,

∫

T

en(x)dx = 0.

We use the convention that the (λn)n > 1 are increasing; by Weyl’s formula, λn ∼
n→∞

n. We

denote by

G(x, y) =
∑

n > 1

1

λn

en(x)en(y) (2.1)

the standard Green function of the Laplacian ∆ on T with vanishing mean.
Throughout the article, the symbols C,C ′, C ′′ etc. stand for positive constants whose value

may change from line to line and which may be random when mentioned.

2.2 Log-correlated Gaussian fields

Throughout this paper, X stands for any centered log-correlated Gaussian field (LCGF for
short) of σ-positive type [27] on the torus. Its covariance kernel takes the form

E
X [X(x)X(y)] = ln+

1

dT(x, y)
+ g(x, y) (2.2)

where ln+(u) = max(0, lnu) for u ∈ R∗
+ and g is a continuous bounded function on T2. We

denote by P
X and E

X the law and expectation with respect to the LCGF X.
A particularly important example is that of the Gaussian Free Field (GFF for short) with

vanishing average, that is the centered Gaussian random distribution with covariance 2πG,
where G is the Green function given by (2.1) [13, 21, 39].

2.3 Liouville measure and Liouville Brownian motion

We fix γ ∈ [0, 2[ and consider the Gaussian multiplicative chaos [27, 35] with respect to the
Lebesgue measure dx, which is formally defined by

Mγ(dx) = eγX(x)− γ2

2
E[X(x)2] dx. (2.3)
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Recall, see e.g. [35, Theorem 2.14], that for some universal deterministic constant C, we have,
for p < 4

γ2 and all x ∈ T, that

E
X [Mγ(B(x, r))p] ∼

r→0

C rζ(p) (2.4)

where ζ(p) = (2 + γ2

2
)p − γ2

2
p2 and a ∼

r→0

C b means that lim supr→0(a/b ∨ b/a) 6 C. ζ(p) is

referred to as the power law spectrum of the measure Mγ. The following Chernoff inequality,

P
X(Mγ(B(x, r)) > r2+ γ2

2
−γa) 6 Car

a2

2 , ∀a ≥ 0, (2.5)

is then readily obtained from (2.4) by setting p = a/γ and using Markov’s inequality.
Further, it is proved in [18] that the measure Mγ is Hölder continuous: for each ǫ > 0,

P
X-a.s., there is a random constant C = C(ǫ,X) such that

∀x ∈ T,∀r > 0, Mγ(B(x, r)) 6 Crα−ǫ, (2.6)

with α = 2
(
1 − γ

2

)2
.

We denote by L2
γ the Hilbert space L2(T,Mγ(dx)). We also use the standard notation Lp

γ

for the spaces Lp(T,Mγ(dx)) for 1 6 p 6 ∞. We denote by Lp
γ,0 the closed subspace of Lp

γ

consisting of functions f such that
∫

T
f(x)Mγ(dx) = 0. As Mγ is a Radon measure on the

Polish space T, the spaces Lp
γ are separable for 1 6 p <∞, with C(T) as dense subspace.

We also consider the associated Liouville Brownian Motion (LBM for short, see [18]). More
precisely, we consider in the same probability space the LCGF X and a Brownian motion
B = (Bt)t > 0 on T, independent of the LCGF.

We denote by P x
B and Ex

B the probability law and expectation of this Brownian motion

when starting from x. With a slight abuse of notation, we also denote by P x
t→y

B and Ex
t→y

B

the law and expectation of the Brownian bridge (Bs)0 6 s 6 t from x to y with lifetime t. We
will apply in the sequel the same convention to possibly other stochastic processes B. We also
introduce the annealed probability laws Px = P

X ⊗P x
B and the corresponding expectation Ex.

We also consider (PX-almost surely) the unique Positive Continuous Additive Functional
(PCAF) F associated to the Revuz measure Mγ, which is defined under P x

B for all starting
point x ∈ T (see [16] for the terminology and [18] for further details in our context). Then,
P

X-almost surely, the law of the LBM under P x
B is given by

Bt = BF (t)−1

for all x ∈ T. Furthermore, this PCAF can be understood as a Gaussian multiplicative chaos
with respect to the occupation measure of the Brownian motion B

F (t) =

∫ t

0

eγX(Br)− γ2

2
E

X [X2(Br)] dr. (2.7)

The following facts concerning the LBM are detailed in [18, 19]. The LBM is a Feller Markov
process with continuous sample paths and associated semigroup (P γ

t )t > 0 and resolvent (Rλ)λ>0
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which we refer to as the Liouville semigroup and resolvent, respectively. Further, PX-almost
surely, this semigroup is absolutely continuous with respect to the Liouville measure Mγ and
there exists a measurable function p

γ
t (x, y), referred to as the Liouville heat kernel, such that

for all x ∈ T and any measurable bounded function f

P γ
t f(x) =

∫

T

f(y)pγ
t (x, y)Mγ(dy). (2.8)

The following bridge formula, established in [37], will be useful in our analysis of the lower
bound.

Theorem 2.1. PX-almost surely, for each x, y ∈ T and any continuous function g : R+ → R+

∫ ∞

0

g(t)pγ
t (x, y)dt =

∫ ∞

0

Ex
t→y

B [g(F (t))] pt(x, y)dt. (2.9)

With the choice g(t) = e−λt and λ > 0, we thus obtain a representation of the Liouville
resolvent

r
γ
λ(x, y) :=

∫ ∞

0

e−λtp
γ
t (x, y)dt =

∫ ∞

0

Ex
t→y

B

[
e−λF (t)

]
pt(x, y) dt. (2.10)

We define for a Borel set A ⊂ T,

r
γ
λ(x,A) =

∫

A

r
γ
λ(x, y)Mγ(dy) = Rγ

λ1A(x).

It is proved in [37] that r
γ
λ(x, y) is a continuous function of λ and x 6= y. It is also proved

there that for any δ > 0,

the function (x, y) 7→
∫ 1

0
tδpγ

t (x, y) dt is continuous on T2. (2.11)

In particular,

sup
x∈T

∫ 1

0

tδpγ
t (x, x) dt < +∞. (2.12)

Remark 2.2. To be precise, (2.11) is established in [37] for the LBM on the whole plane. We
give here a short explanation how to adapt the argument to the torus. First, for δ ∈]0, 1] and
x 6= y, we apply Theorem 2.1 to get

∫ ∞

0

tδe−αtp
γ
t (x, y) dt =

∫ ∞

0

Ex
t→y

B

[
F (t)δe−αF (t)

]
pt(x, y) dt.

Then we split this latter integral into two parts

∫ ∞

0

tδe−αtp
γ
t (x, y) dt =

∫ 1

0

Ex
t→y

B

[
F (t)δe−αF (t)

]
pt(x, y) dt

+

∫ ∞

1

Ex
t→y

B

[
e−αF (t)F (t)δ

]
pt(x, y) dt.
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The main difference between the torus and the whole plane is the long-time behaviour of the
standard heat kernel pt(x, y). Therefore the first integral can be treated as in [37, subsection 3.2,
eq. (3.9)]. Concerning the second integral, we use the following facts:

1) F (t)δe−αF (t) 6 Ce−αF (t/2)/2 ,
2) for all x, y ∈ T and t > 1, pt(x, y) 6 C
3) the absolute continuity of the Brownian bridge (see [37, Lemma 3.1]).
By the strong Markov property of the Brownian motion, we get

sup
z∈T

Ez
B

[
e−αF (t)

]
dt 6

(
sup
z∈T

Ez
B

[
e−αF (1)

] )⌊t⌋
.

Because the mapping z 7→ Ez
B

[
e−αF (1)

]
is continuous [18], the supremum is reached at some

point z0 and because we have F (1) > 0 P z0
B -almost surely, we deduce supz∈TE

z
B

[
e−αF (1)

]
< 1.

This concludes the argument.

3 Representation and regularity of the heat kernel on

the torus

In this section we derive regularity properties of the Liouville heat kernel.
We begin by establishing a spectral representation of the Liouville heat kernel following a

somewhat standard procedure: the reader may consult [8] for the case of compact Riemannian
manifolds or [30] for the case of heat kernels on fractals. This will be useful in obtaining further
properties of the heat kernel. It is proved in [19] that the Green function of the LBM coincides
with G of (2.1) up to recentering the mean, namely

Mγ(dx)-a.s.,

∫ ∞

0

P γ
t f(x) dt =

∫

T

Gγ(x, y)f(y)Mγ(dy) (3.1)

with

Gγ(x, y) = G(x, y) −
∫

T
G(z, y)Mγ(dz)

Mγ(T)
(3.2)

for every function f ∈ L1
γ,0. We now have the following (write xp = sgn(x)|x|p for x ∈ R):

Lemma 3.1. Assume that µ is a measure on T such that for some θ > 0, we have µ(B(x, r)) 6 Crθ

for all r ≤ 1 and x ∈ T. Then, for all p > 0 and any bounded measurable function f on T, the
mapping x 7→

∫
T
G(x, y)pf(y)µ(dy) is a continuous function of x and hence bounded on T.

Proof. Choose a continuous function ϕ : R+ → R+ such that 0 6 ϕ 6 1, ϕ(u) = 0 if |u| 6 1
and ϕ(u) = 1 if |u| > 2 . Observe that, for any δ > 0,

∫

T

G(x, y)pf(y)µ(dy)

=

∫

T

G(x, y)pϕ(|x− y|/δ)f(y)µ(dy) +

∫

T

G(x, y)p
(
1 − ϕ(|x− y|/δ)

)
f(y)µ(dy)

=: Aδ(x) +Bδ(x).
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For each δ > 0, the mapping x 7→ Aδ(x) is continuous, since G(·, ·) is continuous off-diagonal.
Therefore, it suffices to prove that

lim
δ→0

sup
x∈T

|Bδ(x)| = 0. (3.3)

To see this, we write

|Bδ(x)| 6 ‖f‖∞ sup
T

∫

|x−y| 6 2δ

G(x, y)pµ(dy)

6 ‖f‖∞ sup
T

∑

n > 1

∫

2−n−1δ 6 |x−y| 6 2−nδ

G(x, y)pµ(dy)

6 C‖f‖∞ sup
T

∑

n > 1

(
ln(2n+1/δ)

)p
µ(B(x, 2−nδ))

6 C‖f‖∞ sup
T

∑

n > 1

(
(n+ 1) ln 2 + | ln δ|)pδθ2−nθ

6 2pC‖f‖∞ sup
T

δθ(1 + | ln δ|p)
∑

n > 1

(
(n+ 1)p(ln 2)p + 1)2−nθ.

This latter quantity is independent of x and clearly converges to 0 as δ → 0.
Lemma 3.1 implies that

∫

T

∫

T

G(x, y)2Mγ(dx)Mγ(dy) < +∞ and sup
y∈T

∣∣∣
∫

T

G(z, y)Mγ(dz)
∣∣∣ < +∞ (3.4)

so that ∫

T

∫

T

Gγ(x, y)
2Mγ(dx)Mγ(dy) < +∞, (3.5)

and therefore the operator

Tγ : f ∈ L2
γ,0 7→ Tγf(x) =

∫

T

Gγ(x, y)f(y)Mγ(dy) ∈ L2
γ,0. (3.6)

is Hilbert-Schmidt. Indeed, this operator is Hilbert-Schmidt on L2
γ because of (3.5) so that its

restriction to the stable subspace L2
γ,0 is (note that Tγ does map L2

γ,0 into L2
γ,0: this can be seen

thanks to (3.1) and the invariance of Mγ for the semigroup (P γ
t )t or just by computing the

mean of Tγf with the help of (3.1)+(3.2)). We stress that Tγ is self-adjoint on L2
γ,0 (though it

is not on L2
γ).

Lemma 3.2. The kernel of Tγ on L2
γ,0 consists of the null function only.

Proof. Let us consider f ∈ L2
γ,0 such that Tγf = 0. Then

0 = Tγf(x) =

∫

R2

Gγ(x, y)f(y)Mγ(dy) =

∫ ∞

0

P γ
t f(x) dt.
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Integrating against f(x)Mγ(dx) and using the symmetry of the semigroup of the LBM, we get

0 =

∫ ∞

0

(∫

T

f(x)P γ
t f(x)Mγ(dx)

)
dt =

∫ ∞

0

(∫

T

|P γ
t/2f(x)|2Mγ(dx)

)
dt.

Therefore, for Lebesgue almost every t > 0, we have P γ
t f = 0. Since the semigroup is strongly

continuous, we deduce that f = 0 Mγ(dx)-almost surely.

Since Tγ is Hilbert-Schmidt and symmetric on the separable space L2
γ,0, there exists an or-

thonormal basis (eγ
n)n > 1 of L2

γ,0 made up of eigenfunctions of Tγf . From Lemma 3.2, the associ-
ated eigenvalues are non null and we can consider the sequence (λγ,n)n made up of inverse eigen-
values (i.e. λ−1

γ,n is an eigenvalue) associated to (eγ
n)n > 1 in increasing order (λγ,1 6 λγ,2 6 . . . ).

Because Tγ is Hilbert-Schmidt, we have that
∑

n λ
−2
γ,n < +∞; we will see below, see (3.10), that

a better estimate is available.

Theorem 3.3. The heat kernel pγ associated to the LBM on T admits the representation

p
γ
t (x, y) =

1

Mγ(T)
+
∑

n > 1

e−λγ,nteγ
n(x)eγ

n(y). (3.7)

Furthermore, it is of class C∞,0,0(R∗
+ ×T2). If γ < 2−

√
2, it is even of class C∞,1,1(R∗

+ ×T2).

Proof. We know by Theorem 6.2.1 in [16] that the Liouville semigroup (P γ
t )t > 0 is a strongly

continuous semigroup of self-adjoint contractions on L2
γ, which furthermore preserves L2

γ,0 due to
(3.6). Furthermore, all the operators (P γ

t )t > 0 commute with Tγ and because all the eigenspaces
of Tγ are finite dimensional, we may assume without loss of generality that the family (eγ

n)n > 1

is a family of eigenfunctions of the operators (P γ
t )t > 0 too.

Then, for each n > 1, we can find a continuous function an : R+ → R+ such that

P γ
t (eγ

n) = an(t)eγ
n.

From the semigroup property, we have an(t) = e−cnt for some cn > 0. Further, by using the
relation ∫ ∞

0

P γ
t (eγ

n) dt = Tγ(e
γ
n) = λ−1

γ,ne
γ
n

we deduce that P γ
t (eγ

n) = e−λγ,nteγ
n. This implies the representation (3.7).

Using (2.12) one then obtains

∞ >

∫ 1

0

tδpγ
t (x, x)dt >

∑

n

|eγ
n(x)|2
λ1+δ

γ,n

×
∫ λγ,1

0

tδe−t dt . (3.8)

In particular, for any δ > 0 there exists a random constant Cδ so that

|eγ
n(x)| 6 Cδλ

(1+δ)/2
γ,n . (3.9)

Also, integrating (3.8) with respect to Mγ(dx) one gets that for any δ > 0,

∑
λ−(1+δ)

γ,n <∞, (3.10)

11



which, together with the fact that the sequence λγn is increasing, yields for any δ > 0,

λγ,n > C ′
δn

1−δ, (3.11)

for some random constant C ′
δ.

Now we show that the eigenfunctions (eγ
n)n are continuous. The proof is based on the relation

eγ
n(x) = λγ,n

∫

T

Gγ(x, y)e
γ
n(y)Mγ(dy) , n > 1. (3.12)

By (3.9), (2.6) and Lemma 3.1, one deduces that the mapping x 7→
∫

T
Gγ(x, y)e

γ
n(y)Mγ(dy)

is continuous on T, and therefore, by (3.12), one concludes that the eigenfunction eγ
n(x) is

a continuous function of x. Notice that for γ < 2 −
√

2, the exponent α in (2.6) satisfies
α > 1 so that we can even integrate a |x|−1-singularity instead of a log-singularity, leading to
C1-regularity of the eigenfunctions in that regime.

Finally we prove the continuity of the heat kernel. It suffices to establish the uniform conver-
gence of the series; the latter however follows immediately from (3.8). Note that this argument
shows that the heat kernel is C∞ with respect to t ∈ (0,∞) with time derivatives that are
continuous functions of (t, x, y) ∈ (0,∞) × T2.

Corollary 3.4. For each fixed t0 > 0 there exists a random constant C = C(X, t0) so that for
all t > s > t0 and (x, y, x′, y′) ∈ T4,

|pγ
t (x, y) − pγ

s (x
′, y′)| 6 C

(
|t− s| + h(x, x′) + h(y, y′)

)

where

h(x, x′) =

∫

T

|G(x, z) −G(x′, z)|Mγ(dz).

Proof. By the triangle inequality and (3.9) (with δ = 1), we have

|eγ
n(x)eγ

n(y) − eγ
n(x′)eγ

n(y′)| 6 |eγ
n(x)||eγ

n(y) − eγ
n(y′)| + |eγ

n(y′)||eγ
n(x) − eγ

n(x′)|
6 Cλγ,n

(
|eγ

n(x) − eγ
n(x′)| + |eγ

n(y) − eγ
n(y′)|

)
.

Now we estimate the quantity |eγ
n(x) − eγ

n(x′)|. By using the eigenfunction relation (3.12) and
then again the estimate (3.9) with δ = 1, we obtain

|eγ
n(x) − eγ

n(x′)| = λγ,n

∣∣∣
∫

T

(
Gγ(x, z) −Gγ(x

′, z)
)
eγ

n(z)Mγ(dz)
∣∣∣ 6 Cλ2

γ,nh(x, x
′).

Summing up these relations over n > 1 we get

|pγ
t (x, y) − p

γ
t (x

′, y′)| 6 C2
∑

n > 1

λ3
γ,ne

−λγ,nt(h(x, x′) + h(y, y′)).

By the uniform convergence of the series
∑

n λ
3
γ,ne

−λγ,nt for t > t0, we conclude that the above
estimate is uniform with respect to t > t0. The same argument handles also the control over
the time dependence.

12



Corollary 3.5. For all x, y ∈ T and t > 0, we have p
γ
t (x, y) > 0.

Proof. From the spectral representation Theorem 3.3, we have

p
γ
t (x, x) =

1

Mγ(T)
+
∑

n > 1

e−λγ,nteγ
n(x)2 > 0.

Then it suffices to adapt the proof of [30, Proposition 5.1.10].

4 Upper bounds on the heat kernel

In this section, we state and prove our upper bound on the heat kernel. We stick to the notations
of section 3. We begin with a brief reminder of general techniques for deriving upper bounds
on heat kernels associated to Dirichlet forms.

4.1 Reminder on heat kernel estimates

Here we will recall a weak form of Theorem 6.3 in [23] (obtained by setting h(t) = t1/β and
F (x, y, h(t)) ≡ C(1 + t−α) there), which yields upper bounds for heat kernels associated to
Dirichlet forms. We consider a locally compact and separable metric space (E, d) and µ a
Radon measure on this metric space. We suppose that µ has full support, i.e. that µ(O) > 0
for every open set O.

Lemma 4.1. Let β > 1 and α > 0. Consider the heat kernel pt associated to a conservative,
local, regular Dirichlet form on L2(E, µ) and let τB(y,r) denote the exit time of the associated
Markov process from the ball B(y, r). Assume that

1) For all x, y and t > 0, we have pt(x, y) 6 C
(

1
tα

+ 1
)
.

2) There exists ǫ ∈]0, 1
2
[ such that lim

r→0
supy∈E P

y(τB(y,r) 6 rβ) 6 ǫ.

Then, for all t > 0 and µ almost all x, y ∈ E,

pt(x, y) 6 C ′
( 1

tα
+ 1
)

exp
(
− C ′′

(
d(x, y)

t1/β

) β
β−1 )

.

4.2 The upper bound

Set

α = 2
(
1 − γ

2

)2

and ∀u > 0, β(u) =
( γ√

u
+

√
γ2

u
+ 2 +

γ2

2

)2

. (4.1)

Here is the main result of this section:
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Theorem 4.2. For each δ > 0, we set

αδ = α− δ, βδ = β(αδ) + δ (4.2)

Then, there exist two random constants c1 = c1(X), c2 = c2(X) > 0 such that

∀x, y ∈ T, t > 0, p
γ
t (x, y) 6

c1
t1+δ

exp
(
− c2

(
dT(x, y)

t1/βδ

) βδ
βδ−1 )

.

4.3 Proof of Theorem 4.2.

As the Dirichlet form associated to the LBM is conservative, local and regular (see [19, Sec-
tion 2]), the proof is based on the following two lemmas and an application of Lemma 4.1.

Lemma 4.3. For each δ > 0, we can find Cδ = Cδ(X) > 0 such that

∀t > 0, sup
x,y∈T

p
γ
t (x, y) 6 Cδ

(
1 + t−(1+δ)

)
.

Lemma 4.4. Recall that βδ is defined by (4.2) and that

τB(x,r) = inf{t > 0;Bt 6∈ B(x, r)}.

For each δ > 0, PX-almost surely we have

lim
r→0

sup
x∈T

P x
B

(
τB(x,r) 6 rβδ

)
≤ 1

4
.

Proof of Lemma 4.3. By (3.7), (3.8) and (3.11), it suffices to consider t < 1. From the heat
kernel representation (3.7), we have that the mapping t 7→ p

γ
t (x, x) is decreasing. Thus, since

t < 1,

t1+δp
γ
t (x, x) 6 21+δ

∫ t

t/2

uδpγ
u(x, x) du 6 21+δ

∫ 1

0

uδpγ
u(x, x) du.

Combined with (2.12), this shows that supx∈T supt<1 t
1+δp

γ
t (x, x) < +∞. Finally observe that

the heat kernel representation (3.7) also yields by Cauchy-Schwarz’s inequality that

t1+δp
γ
t (x, y) 6

(
t1+δp

γ
t (x, x)

)1/2(
t1+δp

γ
t (y, y)

)1/2
6 sup

x∈T

sup
t<1

t1+δp
γ
t (x, x) < +∞.

The proof of the lemma is complete.
The proof of Lemma 4.4 is based on a coupling argument. We recall some preliminary

observations. Consider two independent Brownian motions B,W on T; possibly enlarging the
probability space, we may and will assume that B,W are defined on the same probability
space with the LCGF X. Considering the torus T as (R/Z)2, then for i = 1, 2 we may speak of
the components Bi,W i of the Brownian motions. We denote by P x,y

B,W the probability measure
P x

B ⊗ P y
W . The following lemma is elementary; we leave the proof to the reader.
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Lemma 4.5. Introduce the successive coupling times τ1, τ2 of the components:

τ1 = inf{u > 0;B1
u = W 1

u}, τ2 = inf{u > τ1;B
2
u = W 2

u}.

Under P x,y
B,W , the random process B defined by

Bt =





(W 1
t ,W

2
t ) if t 6 τ1

(B1
t ,W

2
t ) if τ1 < t 6 τ2

(B1
t , B

2
t ) if τ2 < t.

is a Brownian motion on T starting from y, and coincides with B for all times t > τ2. Fur-
thermore, we have

∀η > 0, lim
ǫ→0

sup
x,y∈T;|x−y| 6 ǫ

P x,y
B,W(τ2 > η) → 0, and P x,y

B,W(τ2 <∞) = 1.

P
X-a.s., we can associate to the Brownian motion B a PCAF, denoted by F (B, t) to

distinguish it from F associated to B, with Revuz measure Mγ. Formally,

F (B, t) =

∫ t

0

eγX(Bs)− γ2

2
E

X [X(Bs)2]ds.

Introduce the first exit time TB(x,r) of the standard Brownian motion out of the ball B(x, r)
and note that under P x

B,
τB(x,r) = F (TB(x,r)).

It is also plain to check that PX-a.s., for all x, y ∈ R2, under P x,y
B,W , the marginal laws of (B, F )

and (B, F (B, ·)) respectively coincide with the law of (B, F ) under P x
B and P y

B.

Now, we state three quantitative results about the behaviour of the PCAF F and the
measure Mγ. Recall that ζ(q) = (2 + γ2

2
)q − γ2

2
q2.

Lemma 4.6. For each q > 0, there exists a constant Cq such that for all r ∈]0, 1] and x ∈ T

Ex[F (TB(x,r))
−q] 6 Cqr

ζ(−q).

Proof. See [18, Prop. 2.12].

Lemma 4.7. Set α = 2(1 − γ
2
)2. For each δ > 0, PX-almost surely, we have

sup
x∈T

sup
r∈]0,1]

r−(α−δ)

∫

B(x,r)

ln
1

dT(x, y)
Mγ(dy) < +∞.

Proof. The lemma follows directly from (2.6).

Lemma 4.8. Fix δ > 0 and set α = 2(1− γ
2
)2. Then, PX-almost surely, there exists a random

constant Dγ,δ = Dγ,δ(X) > 0 such that

sup
x∈T

sup
r∈]0,1]

r−(α−δ)Ex
B

[
F (TB(x,r))

]
6 Dγ,δ.
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Proof. First observe that

Ex
B

[
F (TB(x,r))

]
=

∫

B(x,r)

GB(x,r)(x, y)Mγ(dy),

where GB(x,r)(x, y) stands for the Green function in the ball B(x, r) killed upon touching the
boundary ∂B(x, r). Furthermore GB(x,r)(x, y) = 1

π
ln r

dT(x,y)
6

1
π

ln 1
dT(x,y)

. Thus we have

Ex
B

[
F (TB(x,r))

]
6

∫

B(x,r)

1

π
ln

1

dT(x, y)
Mγ(dy).

Then it suffices to apply Lemma 4.7.

We are now in a position to prove Lemma 4.4.

Proof of Lemma 4.4. It suffices to treat the case where the supremum in r runs over r < 1.
Recall that under P x

B

τB(x,r) = F (TB(x,r)).

The first step of the proof is to relate the behaviour of the quantity P y
B(τB(y,r) 6 t) to the

behaviour of P x
B(τB(x,r) 6 t) for all those y that are close enough to x. This is provided by the

following claim: there exists ℓ > 0 deterministic such that ∀x ∈ T,∀r < r∗(ℓ),∀t > 0,

sup
y,|y−x| 6 rβδ/αδ

P y
B(τB(y,r) 6 t) 6

1

4
+ P x

B(τB(x,r/2) 6 2t) +
4

t
sup
y∈T

Ey
B

[
F (TB(y,ℓrβδ/αδ ))

]
. (4.3)

We provide the (coupling based) proof of (4.3) at the end of the proof of the lemma.
In the next step, we take r := rn = 1

2n . Once (4.3) is established, we consider a covering of

the torus T with Nn balls (Bn
k )1 6 k 6 Nn of radius r

βδ/αδ
n and centers (xn

k)1 6 k 6 Nn ; we can find

such a covering with Nn 6 Cr
−2βδ/αδ
n for some deterministic constant C > 0 independent of n.

We will establish that there exists a deterministic ǫ > 0 small enough such that, PX-almost
surely, there exists a random n0 = n0(X) such that ∀n > n0,

sup
1 6 k 6 Nn

P
xn

k
B (τB(xn

k ,2−n) 6 2−nβδ) 6 2−nǫ. (4.4)

Finally, by combining (4.3),(4.4) and Lemma 4.8, we deduce that there exists a random
r0 = r0(X) so that ∀r < r0, with n = ⌊log2

1
r
⌋,

sup
y∈T

P y
B(τB(y,4r) 6

1
2
rβδ) 6

1

4
+ sup

1 6 k 6 Nn

P
xn

k
B (τB(xn

k ,2−n) 6 2−nβδ) +
4

rβδ
sup
y∈T

Ey
B

[
F (TB(y,ℓrβδ/αδ ))

]

6
1

4
+ (2r)ǫ +

4

rβδ
Dγ,δ′ℓ

α−δ′rβδ
α−δ′

α−δ ,

where we have chosen δ′ < δ. We deduce that

lim sup
r→0

sup
y∈T

P y
B(τB(y,4r) 6

1
2
rβδ) 6 1/4.
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This completes the proof of Lemma 4.4, provided that we can prove (4.3) and (4.4).

We begin with the proof of (4.4). By using in turn the Markov inequality and Lemma 4.6,
we have for all p > 0

P
X
(

max
1 6 k 6 Nn

P
xn

k
B (τB(xn

k ,2−n) 6 2−nβδ) > 2−nǫ
)

6 2nǫ
E

X
[

max
1 6 k 6 Nn

P
xn

k
B (τB(xn

k ,2−n) 6 2−nβδ)
]

6 2nǫ
E

X
[

max
1 6 k 6 Nn

2−npβδE
xn

k
B

[
F (TB(xn

k ,2−n))
−p
] ]

6 C2nǫ−npβδ

∑

1 6 k 6 Nn

Exn
k
[F (TB(xn

k ,2−n))
−p]

6 CCp2
nǫ−npβδ22nβδ/αδ2−nζ(−p). (4.5)

Consider the function

f(p) = −pβδ + 2βδ/αδ − ζ(−p) =
γ2

2
p2 + (2 +

γ2

2
− βδ)p+ 2βδ/αδ.

By the choice of α and β in (4.1), there exists p > 0 such that f(p) < 0 and fix ǫ = −f(p)/2 > 0.

Indeed, the minimum of the function f is attained for p⋆ = (βδ − 2 − γ2

2
)/γ2 > 0 and equals

f(p⋆) = 2βδ/αδ −
(βδ − 2 − γ2

2
)2

2γ2
.

The last expression is negative by (4.2). Finally, we use the Borel-Cantelli Lemma in order to
complete the proof of (4.4).

We turn to the proof of (4.3). We fix x ∈ T and consider y ∈ T such that |y − x| 6 rβδ/αδ .
We will use Lemma 4.5 and the notation introduced there. We further introduce the first exit
times TB

B(z,r) and TB
B(z,r) of the Brownian motions B and B out of the ball B(z, r). We have

P y
B(τB(y,r) 6 t) =P y

B(F (TB(y,r)) 6 t)

=P x,y
B,W(F (B, TB

B(y,r)) 6 t)

=P x,y
B,W

(
F (B, TB

B(y,r)) 6 t, τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)
)

+ P x,y
B,W

(
τ2 > min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)
)
.

By using the scaling relations and the symmetries (translation invariance and isotropy) of
Brownian motion, we have that

P x,y
B,W

(
τ2 > min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)
)

6 P 0,z
B,W

(
τ2 > min(TB

B(0,ℓ), T
B
B(y,ℓ))

)

where z is any point of the torus at distance 1 of 0 (the above quantity is independent of the
choice of such a z). Now we choose ℓ large enough so as to make the right hand side less than
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•
x

•
y

r
βδ
αδ ℓr

βδ
αδ

r
2

r

circle of radius r centered at y

Figure 2: Illustration of the coupling: the blue Brownian motion starts from x whereas the red
one start from y. Once they have been coupled, their paths is drawn in black. They are forced
to be coupled before they hit the green circle. Notice that the circle centered at x of radius r/2
is contained in the intersection of the inner parts of the blue and red circles.

1/4. Then on the event {τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)}, the two Brownian motions are

coupled before they both leave the ball B(x, r/2), as long as r < (2ℓ)1−βδ/αδ . Furthermore, on
this event, the paths of the Brownian motions B,B coincide from τ2 until TB(x,r/2). Therefore

under P x,y
B,W and on the event {τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)} we have

F (B, TB
B(x,r/2)) =F (B, TB

B(x,r/2)) − F (B, τ2) + F (B, τ2)

=F (B, TB
B(x,r/2)) − F (B, τ2) + F (B, τ2).
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Hence we get

P x,y
B,W

(
F (B, TB

B(y,r)) 6 t, τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)
)

6 P x,y
B,W

(
F (B, TB

B(x,r/2)) 6 t, τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
)
)

6 P x,y
B,W

(
F (B, TB

B(x,r/2)) 6 2t, τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
), F (B, τ2) 6 t/2

)

+ P x,y
B,W

(
τ2 6 min(TB

B(x,ℓrβδ/αδ )
, TB

B(y,ℓrβδ/αδ )
), F (B, τ2) > t/2

)

6 P x
B

(
F (TB(x,r/2)) 6 2t

)
+ P x,y

B,W

(
F (B, TB

B(x,ℓrβδ/αδ )
) > t/2

)

6 P x
B

(
F (TB(x,r/2)) 6 2t

)
+

2

t
sup
y∈T

Ey
B

(
F (TB(y,ℓrβδ/αδ ))

)
.

The proof is complete.

Remark 4.9. It is straightforward to check that the heat kernel estimate in Theorem 4.2 ex-
tends to the Liouville Brownian motion on the whole space, in the following form. Let p̄

γ
t (x, y)

denote the whole space heat kernel. Then, for every R > 0 there exists random constants
c1(R,X), c2(R,X) > 0 so that

sup
t>0,|x|,|y| 6 R

p̄
γ
t (x, y) 6

c1
t1+δ

exp
(
− c2

( |x− y|
t1/βδ

) βδ
βδ−1 )

. (4.6)

To see (4.6), we may and will assume by scaling that R < 1/4. Let p̂
γ
t denote the heat kernel

of the LBM killed upon exiting B(0, 3/4); we have that p̂
γ
t 6 p

γ
t 6 W (t, x, y) where W (t, x, y)

is the upper bound on p
γ
t from Theorem 4.2. Using Lemma 4.4, conditioned on X, the number

of excursions between ∂B(0, 3/4) and ∂B(0, 1/2) before time 1 is dominated by a geometric
random variable of finite mean M(X). Then, using the Markov property and t 6 1,

p̄
γ
t (x, y) 6 p̂

γ
t (x, y) +M(X) sup

s 6 t,z∈∂B(0,1/2)

p̂γ
s (z, y)

6 p
γ
t (x, y) +M(X) sup

s 6 t,z∈∂B(0,1/2)

pγ
s (z, y) 6 C(X)W (t, x, y) ,

as claimed.

5 Lower bounds on the heat kernel

The goal of this section is to prove the following two theorems:

Theorem 5.1. Fix x 6= y. For all η > 0, there exists some random variable T0 = T0(x, y, η)
such that for all t 6 T0,

p
γ
t (x, y) > exp

(
− t

− 1
1+γ2/4−η

)
, P

X-a.s.

19



Theorem 5.2. Conditioned on the Gaussian field X, let x,y be sampled according to the mea-
sure Mγ(T)−1Mγ. For all η > 0, there exists some random variable T0, such that for all t 6 T0,

p
γ
t (x, y) > exp

(
− t−

1
ν(γ)−η

)
, P

X-a.s.,

where

ν(γ) =





1 + γ2

4
γ2 ∈ [0, 8/3]

1 + γ2 − γ2

4

(
1 − γ2

4

)−1

γ2 ∈ (8/3, 3]

4 − γ2 γ2 ∈ (3, 4).

(5.1)

The remainder of the section is organized as follows: in Section 5.1, we first give a lower
bound on the resolvent. The general strategy for this is explained at the beginning of the
section. Section 5.2 then introduces some Harnack inequalities which are used to upgrade the
resolvent bounds to bounds on the heat kernel, yielding Theorem 5.1. In Section 5.3, we then
show that the results from the two previous sections can be applied with few changes to prove
Theorem 5.2 for γ ≤ 4/3. In Section 5.4, we give a refined strategy which allows to treat all
γ < 2.

5.1 Lower bound on the resolvent

(2.10). For y ∈ T and r > 0, let Br(y) denote the ball of radius r around y.

Theorem 5.3. Fix x 6= y. There exists a numerical constant β > 0, such that for all η > 0,
there exists some random variable Λ0 = Λ0(x, y, η) such that for all λ > Λ0,

inf
w∈B

λ−β (x)
inf

z∈B
λ−β (y)

r
γ
λ(w, z) > exp

(
− λ

1
2+γ2/4−η

)
.

Theorem 5.3 implies in particular that the resolvent is superdiffusive, i.e. decreases strictly
slower than e−

√
λ as λ goes to infinity.

We will prove in fact a slightly stronger result, namely the following theorem:

Theorem 5.4. Fix x 6= y. For all η > 0, there exists some random variable T0 = T0(x, y, η) > 0
and some numerical constant c > 0, such that for t 6 T0 and λ > 0,

inf
w∈Bt/2(x)

inf
z∈Bt/2(y)

Ew
t→z

B

[
e−λF (t)

]
> e−c(λt1+γ2/4−η+t−1).

Notice that Theorem 5.3 directly results from Theorem 5.4 by the obvious relation

r
γ
λ(x, y) >

∫ T0

0

Ex
T0→y

B

[
e−λF (t)

]
pt(x, y) dt

in combination with the elementary asymptotic expansion Lemma A.1 and the fact that for
some c > 0, for all x, y ∈ T, pt(x, y) > e−c/t for t 6 1.
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x y

t

boxes with large Mγ,
Brownian bridge is accelerated

boxes with small Mγ,
no acceleration

Figure 3: The “strategy” of the Brownian bridge in the statement of Theorem 5.4 for minimizing
the functional F (t).

We first give the heuristic ideas behind the proof. In order to bound Ex
t→y

B

[
e−λF (t)

]
from

below, the basic principle is to exhibit a strategy for the Brownian bridge whose probability is
not less than e−1/t (or e−c/t for some constant c > 0) and such that the typical value of F (t)
is small. The strategy that we give is very simple: we first force the Brownian motion to follow
basically a straight line from x to y. Indeed, the probability for the Brownian bridge to stay in
a tube of width t around this straight line is of order e−1/t. We then discretize this tube into
small squares S0, . . . , Sn of side length t and consider the values of Mγ(Sk), k = 0, . . . , n. The
strategy is now to accelerate the Brownian bridge as soon as it enters boxes with large values
of Mγ (see Figure 3). The multifractal analysis of Mγ quantifies this acceleration: say that a
box Sk is δ-thick, if Mγ(Sk) ≈ t2+γ2/2−δγ. Denote by Tδ the time the Brownian bridge spends in
δ-thick boxes. The contribution Fδ of these boxes to the functional F (t) is then approximately

Fδ = Tδ × tγ
2/2−δγ.

We can express this quantity differently: suppose we give the additional drift vδ to the Brownian
bridge in the δ-thick boxes. By standard results for one-dimensional log-correlated fields, the
number of δ-thick boxes is of the order tδ

2/2−1 (there are no δ-thick boxes for |δ| >
√

2), i.e.
their total width equals tδ

2/2. The above quantity then takes on the form

Fδ = tγ
2/2−δγ+δ2/2/vδ. (5.2)

We now try to maximize vδ, under the constraint that the cost of this acceleration is at most
of order 1/t (i.e., the probability of such an event is at least of order e−1/t). Since the width of
the area in which we accelerate is tδ

2/2, standard large deviation estimates yield that the cost
is

tδ
2/2vδ,

which yields a maximal vδ of t−1−δ2/2 under the constraint. Plugging this into (5.2) gives

Fδ = t1+γ2/2−δγ+δ2

= t1+(δ−γ/2)2+γ2/4

This quantity is maximized for δ = γ/2, where it is

max
|δ| 6

√
2
Fδ = Fγ/2 = t1+γ2/4.
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This is exactly the term occurring in the statement of Theorem 5.4 (an additional fudge factor
η is introduced there).

In reality, we cannot accelerate by the maximal vδ = t−1−δ2/2 in the δ-thick boxes for every
δ. In order to get a simple formula, we therefore replace the quadratic polynomial δ2/2 by its
tangent line at δ = γ/2, i.e., we set

vδ = t−1−γ2/8−(δ−γ/2)γ/2, or, v(Sk) = t−2−γ2/8
√
Mγ(Sk).

This is precisely defined below.
We stress again that the largest contribution to F (t) comes from the γ/2-thick boxes. This

is a first indication that the distances in Liouville quantum gravity are not determined by the
γ-thick points of the underlying log-correlated Gaussian field, which is to be contrasted with
the fact that the measure Mγ is in fact “supported” on the γ-thick points, a fact which is made
precise in [27] (see also [35]).

We now get to the details of the proof of Theorem 5.4. In order to simplify notation, we
will assume in this section that the torus T is parametrized as [−1, 2]2 with identification of
the opposite sides of the box, and that the points x and y are x = (0, 0) and y = (1, 0). The
case of general x and y is no different. We will also write 0 := (0, 0) and 1 := (1, 0).

Step 1: Preliminaries on the random field

We consider a fixed t > 0. This parameter will take small values in the following. For conve-
nience, we suppose that n = 1/(2t) ∈ N. For k = 0, . . . n, let

xk = 2kt, Sk = [xk − t, xk + t] × [−t, t] ⊂ T. (5.3)

We then define a family W0, . . . ,Wn > 0 of random variables by the following formula for
k 6∈ {0, 1, n− 1, n}

W ′
k = t−2−γ2/8+η/2

√
Mγ(Sk), Wk =

{
W ′

k, if W ′
k > 1/t

0, otherwise.

and Wk = 0 for k ∈ {0, 1, n− 1, n}.
The speed-up strategy we will define later assigns the Brownian bridge a speed of roughly

Wk in the box Sk, for each k ∈ {0, . . . , n}. In this section, we first prove some properties of these
random variables, namely (A1-5) below. Their meaning is as follows: The quantity appearing
on the LHS of (A1) is the cost of the speed-up strategy, which we want to be no bigger than
1/t, as explained above. The LHS of (A2) bounds the expected value of the functional F (t)
under the speed-up strategy. Assumption (A3) says that there are many “good” boxes around
the point (1/2, 0); this will allow us to split the Brownian bridge into two parts. Assumption
(A5) ensures that the Brownian bridge is not accelerated in the first and the last box; the
contribution to the functional F (t) of these boxes is then bounded by the LHS in (A4).

Here is the precise statement: for each η, ε > 0, there is a random variable T0 > 0, such that
the following holds for t 6 T0:
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(A1) t
∑n

k=0Wk 6
1
t
,

(A2) 1
t

∑n
k=0(

1
t
+Wk)

−1Mγ(Sk) 6 t1+γ2/4−η

(A3) #{k ∈ {0, . . . , n} : Sk∩[1/2−
√
t, 1/2+

√
t]×[−t, t] 6= ∅ and [Wk 6= 0 or Mγ(Sk) > t2+γ2/4−η]} 6 ε/(6

√
t)

(A4) supy∈B(x0,t)

∫
B(y,t)

log+
t

|x−y| Mγ(dx) + supy∈B(xn,t)

∫
B(y,t)

log+
t

|x−y| Mγ(dx) 6 t1+γ2/4−η.

(A5) W0 = W1 = Wn−1 = Wn = 0.

Let us show (A1-5). First, we will use the following lemma:

Lemma 5.5. Let η′ > 0. Then there exists some random constant C > 0 such that for all t 6 1
we have

n∑

k=0

t−γ2/8+η′
√
Mγ(Sk) 6 C

Proof. Set Dt =
∑n

k=0 t
−γ2/8+η′

√
Mγ(Sk). We have

E
X [Dt] 6 Ct−1−γ2/8+η′

E
X [
√
Mγ(Sk)]

6 Ct−1−γ2/8+η′+ζ(1/2) (use (2.4))

6 Ctη
′

where C is some deterministic constant. Hence, we have almost surely
∑∞

N=0D2−N < ∞; in
particular, the variable Dt converges almost surely to 0 as t goes to 0. This is clear for a dyadic
t and results for all t by the following property: if 1

2N+1 < t < 1
2N for some integer N , then we

have Dt 6 cD1/2N for some numerical constant c > 0.

Now, it is easy to check that our family (Wk)k satisfies (A1) and (A2). Indeed, we have by
Lemma 5.5 (with η′ = η/4) the existence of some random constant C > 0 such that

n∑

k=0

Wk 6

n∑

k=0

t−2−γ2/8+η/2
√
Mγ(Sk) 6 C/t2−η/4,

which implies (A1). Notice that by definition of Wk, we have 1
t
+Wk > t−2−γ2/8+η/2

√
Mγ(Sk).

Therefore, we have again by Lemma 5.5 (with η′ = η/2) the existence of some random constant
C > 0 such that

n∑

k=0

(
1

t
+Wk)

−1Mγ(Sk)/t
2

6

n∑

k=0

tγ
2/8−η/2

√
Mγ(Sk) 6 Ctγ

2/4−η,

which implies (A2).
For property (A3), first notice that Wk 6= 0 is equivalent to Mγ(Sk) > t2+γ2/4−η. Therefore,

it is a straightforward consequence of the following multifractal analysis lemma:
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Lemma 5.6. Let a ∈]0, 1]. Set S = {k ∈ {0, . . . , n} : Sk ∩ [1/2 −
√
t, 1/2 +

√
t] × [−t, t] 6= ∅}.

Then for all δ > 0, PX-almost surely, there exists some random constant C such that for all
t ∈ (0, 1],

#{k ∈ S : Mγ(Sk) > t2+γ2/2−aγ} 6 Ct−1/2(1−a2+δ). (5.4)

Proof. Note that #S ≤ Ct−1/2. We have by Markov’s inequality

P
X(#{k ∈ S : Mγ(Sk) > t2+γ2/2−aγ} > t−1/2(1−a2+δ))

6 t1/2(1−a2+δ/2)
E

X(#{k ∈ S : Mγ(Sk) > t2+γ2/2−aγ})
6 Ct−a2/2+δ/2

P
X(Mγ(S0) > t2+γ2/2−aγ)

6 Ctδ,

where the last inequality follows from (2.5). By the Borel–Cantelli lemma, the result then holds
for all t of the form t = 2−N for integer N . One can then deduce the result for general t by
standard comparisons with the dyadic case.

For property (A4), we just treat the first supremum: the second one can be handled the
same way. We first get rid of the ln+ with the following lemma

Lemma 5.7. For each ǫ > 0, there exists a random constant Cǫ = C(ǫ,X) such that PX-a.s.,
for all x ∈ T and r < 1

∫

B(x,r)

ln+
1

dT(x, z)
Mγ(dz) 6 CǫMγ(B(x, r))1−ǫ. (5.5)

Proof. Let us set µ̄(x, r) =
∫

B(x,r)
ln 1

|x−z| Mγ(dz). Also recall (2.6) and set δ = (α − ǫ)ǫ. Then

we have

µ̄(x, r) =
∑

n > − ln r
ln 2

∫

2−n 6 |z−x| 6 2−(n−1)

ln
1

|x− z|Mγ(dz)

6
∑

n > − ln r
ln 2

n ln 2Mγ(B(x, 2−(n−1)))

6
∑

n > − ln r
ln 2

n ln 2Mγ(B(x, 2−(n−1)))1−ǫMγ(B(x, 2−(n−1)))ǫ

6 Mγ(B(x, r))1−ǫCǫ
∑

n > − ln r
ln 2

n ln 2 2−δ(n−1).

The latter series converges and can be bounded independently of x, r.
By Lemma 5.7 we now get for all ǫ > 0, and all y ∈ T such that |y| 6 t,

∫

B(y,t)

ln+
t

dT(x, z)
Mγ(dz) 6

∫

B(y,t)

ln+
1

dT(x, z)
Mγ(dz)

6 CǫMγ(B(y, r))1−ǫ

6 CǫMγ(B(0, 2r))1−ǫ. (5.6)
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Finally, we observe that for all η′ > 0, we have from (2.5),

P
X(Mγ(B(0, t)) > t(2+γ2/2−η′)) 6 Ctη

′′

,

for some η′′ > 0. Then by the Borel-Cantelli lemma there exists some random constant C > 0
such that for all dyadic t (i.e. t of the form 2−N) one has

Mγ(B(0, t)) 6 Ct(2+γ2/2−η′).

One can then reinforce the above inequality to all t by standard comparisons. By combining
with (5.6) and since ǫ, η′ can be chosen as small as we want, we get property (A4).

Step 2: Reduction to drifted Brownian motion in a thin tube

From now on, we assume that t ∈ (0, 1) is fixed. The symbol c will denote a positive numer-
ical constant whose value may change from line to line. It may sometimes depend on other
(deterministic) constants, if mentioned. Let B = (B1, B2) be a standard Brownian motion on
the torus T, i.e. B1 and B2 are two independent Brownian motions on the circle [−1, 2]/−1∼2.
Recall the definition of the additive functional

F (t) = FB(t) =

∫ t

0

eγX(Bs)− γ2

2
E

X [X2] ds.

We will want to force the second coordinate to stay in the interval [−t, t] during the whole
time. To formalize this, denote by p◦s(x, y) the transition density of the (one-dimensional) Brow-
nian motion killed upon exiting the interval [−t, t], i.e. [15, p. 342] for x, y ∈ [−t, t]

p◦s(x, y) =
1

t

∞∑

k=1

e−
kπ2

8t2
s sin

(
πk(x+ t)

2t

)
sin

(
πk(y + t)

2t

)
. (5.7)

Here, and in the sequel, we write A ≍ρ B if ρ−1B 6 A 6 ρB. The following lemma is standard:

Lemma 5.8. 1) For every ρ > 1 there exists a numerical constant c = c(ρ) > 0, such that for
all s > ct2 and x, y ∈ [−t, t]

p◦s(x, y) ≍ρ
1

t
e−

π2

8t2
s cos

(πx
2t

)
cos
(πy

2t

)
. (5.8)

2) For every c > 0 there exists ρ = ρ(c), such that (5.8) holds for all s > ct2.

Proof of Lemma 5.8. 1) use the inequality sin kx 6 k sin x for x ∈ [0, π].
2) use (5.7) and a representation of p◦s in terms of Gaussian kernels [15, p. 341], effective for
small s.

Let B∗ be a Brownian motion conditioned to stay forever in the interval [−t, t], formally
this is the Doob-transform of Brownian motion killed at −t and t with respect to the space-
time harmonic function h(x, s) = cos(πx/2t)eπ2s/(8t2) [29]. Its transition density is given for
x, y ∈ [−t, t] by

p∗s(x, y) =
cos
(

πy
2t

)

cos
(

πx
2t

)e
π2

8t2
sp◦s(x, y) ≍ρ

1

t
cos2

(πx
2t

)
, (5.9)
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where the last inequality holds either for every ρ > 1 and s > c(ρ)t2 or for every s > ct2 with
c > 0 and ρ = ρ(c).

For a one-dimensional diffusion B, we denote by Lx
B(s) its local time at the point x and

time s. We will later need the fact that for all y ∈ [−t/2, t/s] and all x,

E0
B∗ [Lx

B∗(s)] 6 c
(s
t

+ t
)

∀s ≥ 0. (5.10)

The proof of this relation follows easily from (5.9): split the interval [0, s] into two parts [0, ct2]
and [ct2, s]. Then use (5.9) on [ct2, s] and estimate the integral of the transition density of
Brownian motion killed upon exiting [−t, t] on [0, ct2] with the help of (5.7) to show that it is
bounded by ct.

We now define the process B∗ = (B1, B∗). We can relate it to B through the following
lemma:

Lemma 5.9. There exists a numerical constant c > 0, such that for t 6 c−1, and any x =
(ξ1, ξ2) and y = (y1, y2) with |ξ2|, |y2| 6 t/2, we have

Ex
t→y

B

[
e−λFB (t)

]
> e−c/tEx

t→y

B∗

[
e−λFB∗ (t)

]

Proof. Since the two coordinates of the processes B and B∗ are independent, it suffices to
show that for every non-negative bounded functional f , we have (with B a one-dimensional
Brownian motion),

Eξ2
t→y2

B [f(Bs; s 6 t)] > e−c/tEξ2
t→y2

B∗ [f(B∗
s ; s 6 t)] . (5.11)

Denote by B◦ a Brownian motion killed upon exiting [−t, t] . Since B∗ is a Doob transform
of B◦, the bridges associated to both processes have the same law. Furthermore, we have for
every non-negative measurable function g, with ps(x, y) = (2πs)−1/2e−(x−y)2/2t,

∫
Eξ2

t→y
B

[
f(Bs; s 6 t)1{|Bs| 6 t,∀s 6 t}

]
pt(ξ2, y)g(y) dy

= Eξ2
B

[
f(Bs; s 6 t)1{|Bs| 6 t,∀s 6 t}g(Bt)

]

= Eξ2
B◦ [f(B◦

s ; s 6 t)g(B◦
t )]

=

∫
Eξ2

t→y
B◦ [f(B◦

s ; s 6 t)] p◦t (ξ2, y)g(y) dy,

such that, in particular,

Eξ2
t→y2

B

[
f(Bs; s 6 t)1(|Bs| 6 t∀s 6 t)

]
= Eξ2

t→y2

B◦ [f(B◦
s ; s 6 t)]

p◦t (ξ2, y2)

pt(ξ2, y2)
.

By (5.8), we now have p◦t (ξ2, y2)/pt(ξ2, y2) > e−c/t for t 6 c−1. Together with the previous
calculations, this gives,

Eξ2
t→y2

B [f(Bs; s 6 t)] > Eξ2
t→y2

B

[
f(Bs; s 6 t)1(|Bs| 6 t∀s 6 t)

]

> e−c/tEξ2
t→y2

B◦ [f(B◦
s ; s 6 t)]

= e−c/tEξ2
t→y2

B∗ [f(B∗
s ; s 6 t)] ,
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which is (5.11).

The next step is to first prove a result similar to Theorem 5.4 for the process B∗ with a
suitable drift. Define the two-dimensional processes

B± = (B±
s ; s ≥ 0) = ((B1

s ± s/t, B∗
s ); s ≥ 0).

We then have

Proposition 5.10. Suppose the assumptions (A1-5) hold and let ε > 0 be the same one as in
(A3). Then there exist constants c = c(ε) and t0 = t0(ε) > 0, such that, for all t 6 T0 ∧ t0, for
all measurable A ⊂ [1/2 −

√
t, 1/2 +

√
t] × [−t, t] such that Leb(A) > εt3/2,

inf
x∈Bt/2(0)

Ex
B+

[
e−λF

B+ (t/2)1(B+
t/2

∈A)

]
> e−c(λt1+γ2/4−η+t−1) and

inf
y∈Bt/2(1)

Ey

B−

[
e−λF

B− (t/2)1(B−
t/2

∈A)

]
> e−c(λt1+γ2/4−η+t−1).

We furthermore recall a probably standard lemma.

Lemma 5.11. Let f, g be non-negative measurable functions on a probability space (Ω,B, ν).
Then,

∫
f(x)g(x) ν(dx) >

(
inf

A∈B, ν(A) > 1/2

∫

A

f(x) ν(dx)

)(
inf

A∈B, ν(A) > 1/2

∫

A

g(x) ν(dx)

)
.

Proof. Fix A ∈ B and write

a := inf
A∈B, ν(A) > 1/2

∫

A

f(x) ν(dx), b := inf
A∈B, ν(A) > 1/2

∫

A

g(x) ν(dx).

Define the set Ag = {x ∈ R2 : g(x) > b}. We claim that ν(Ag) > 1/2. To prove this, suppose
that ν(Ag) < 1/2. Then its complement satisfies ν(Ac

g) > 1/2 and therefore, by the definition
of b, ∫

Ac
g

g(x) ν(dx) > b.

But on the other hand, since g(x) < b on Ac
g and ν(Ac

g) > 1/2 > 0,

∫

Ac
g

g(x) ν(dx) < bν(Ac
g) 6 b,

which is a contradiction to the previous equation. It therefore follows that ν(Ag) > 1/2. This
now gives ∫

f(x)g(x) ν(dx) >

∫

Ag

f(x)g(x) ν(dx) > b

∫

Ag

f(x) ν(dx) > ab,

which proves the statement.
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We next show how Proposition 5.10 and Lemma 5.9 imply Theorem 5.4.

Proof of Theorem 5.4 assuming Proposition 5.10 and Lemma 5.9. Throughout the proof, c and
t0 denote some numerical constants whose value may change from line to line. Let η > 0 be ar-
bitrary but fixed and let ε = ε0, where ε0 > 0 is some numerical constant to be defined later. By
the previous step, assumptions (A1-5) then hold for some random variables W0, . . . ,Wn > 0 and
T0 > 0. By Lemma 5.9, it is enough to show that for t 6 T0 ∧ t0 and x ∈ Bt/2(0),y ∈ Bt/2(1),

Ex
t→y

B∗

[
e−λFB∗ (t)

]
> e−c(λt1+γ2/4−η+t−1). (5.12)

Fix x = (ξ1, ξ2),y = (y1, y2) as above; all the estimates in the sequel will be uniform in this

choice. Let µbr be the law of B∗(t/2) under Px
t→y

B∗ and define f(w) = Ex
t/2→w

B∗

[
e−λFB∗ (t/2)

]
and

g(w) = Ew
t/2→y

B∗

[
e−λFB∗ (t/2)

]
. Note that the functions f(·) and g(·) are continuous and hence

measurable (the argument is the same as that in [37, Theorem 3.3]). We now claim that for
t 6 T0 ∧ t0,

inf
A⊂R2, µbr(A) > 1/2

∫

A

f(w)µbr(dw) > e−c(λt1+γ2/4−η+t−1). (5.13)

We want to prove this using Proposition 5.10. Let A ⊂ R2 be measurable and such that
µbr(A) > 1/2. We first verify that the assumption on A in Proposition 5.10 is verified. For this,
we note that the measure µbr has the following explicit form

µbr(dx, dy) =
pt/2(ξ1, x)pt/2(x, y1)

pt(ξ1, y1)
×
p◦t/2(ξ2, y)p

◦
t/2(y, y2)

p◦t (ξ2, y2)
dx dy.

(Note again that because B∗ is a space-time Doob transform of B◦, the right side of the last
expression would be the same if p◦ is replaced by p∗.) By (5.9), there exists then t0 > 0, such
that for all t 6 t0,

µbr(dx, dy) ≍2

√
2

πt
e−

2
t (x− 1

2)
2

× 1

t
cos2

(πy
2t

)
dx dy, (5.14)

In particular, by well-known estimates on the Gaussian integral, we get

µbr([1/2 −
√
t, 1/2 +

√
t] × [−t, t]) > 3/4,

such that with A′ = A ∩ [1/2 −
√
t, 1/2 +

√
t] × [−t, t], we have µbr(A

′) > µbr(A) − 1/4 > 1/4.
But by (5.14), we have for all t 6 T0 ∧ t0, for some numerical constant ε0,

Leb(A′) > ε0t
3/2. (5.15)

Now denote by µ the law of B+(t/2) under P 0
B+ (which is also the law of B−(t/2) under P 1

B−

by symmetry). Note that the bridges of the processes B+ and B∗ are the same, in particular,

f(w) = Ex
t/2→w

B+

[
e−λF

B+ (t/2)
]
. Proposition 5.10 (with ε = ε0) now gives

∫

A′

f(w)µ(dw) = Ex
B+

[
e−λF

B+ (t/2)1(B+
t/2

∈A′)

]
> e−c(λt1+γ2/4−η+t−1), (5.16)

28



It now suffices to show that the Radon–Nikodym derivative dµbr/dµ > c−1 on [1/2−
√
t, 1/2 +√

t] × [−t, t]. For this, we note that µ satisfies by (5.9), for t 6 t0,

µ(dx, dy) = pt/2(ξ1, x− 1/2) × p∗t/2(ξ2, y) dx dy ≍2
1√
πt
e−

(x− 1
2 )2

t × 1

t
cos2

(πy
2t

)
dx dy.

Together with (5.14), this yields dµbr/dµ > c−1 on [1/2 −
√
t, 1/2 +

√
t] × [−t, t]. With (5.16),

this now gives for t 6 T0 ∧ t0,
∫

A

f(w)µbr(dw) >

∫

A′

f(w)µbr(dw) > c−1

∫

A′

f(w)µ(dw) > e−c(λt1+γ2/4−η+t−1).

Since A was chosen arbitrarily, this finally yields (5.13).
To finish the proof, we note that an equation analogous to (5.13) holds for the function g.

With Lemma 5.11, this now yields,

Ex
t→y

B∗

[
e−λFB∗ (t)

]
=

∫
f(w)g(w)µbr(dw) > e−2c(λt1+γ2/4−η+t−1).

This proves (5.12) and therefore finishes the proof of the theorem.

Step 3. The speeding-up strategy, proof of Proposition 5.10

We now proceed to the proof of Proposition 5.10. Throughout, we fix x = (ξ1, ξ2) and y =
(y1, y2) as in the statement of the proposition. The key to the proof is to change the measure
of the Brownian motion by penalizing it as soon as it enters regions where the multiplicative
chaos measure Mγ is large. This yields a new process for which the functional F (t) typically is
of the order of t1+γ2/4−η. This allows to bound from below the expectations in Proposition 5.10
using Jensen’s formula.

We assume that the assumptions of Proposition 5.10 are verified for some fixed η, ε > 0, for
some random variables W0, . . . ,Wn > 0 and T0 > 0 and for some fixed t 6 T0. The symbols
c and t0 will denote positive numerical constants whose value may change from line to line
and may depend on ε and, if mentioned, on other (deterministic) constants. We first define the
piecewise constant function φ(x) by

φ(x) = max(Wk−1,Wk,Wk+1), x ∈ [xk − t, xk + t], k = 0, . . . , n (5.17)

(with the convention that W−1 = Wn+1 = 0). We denote its primitive by Φ(x) =
∫ x

0
φ(y) dy.

By assumption (A1),
Φ(1) 6 6/t. (5.18)

Then define for a process B = (B1, B2) the additive functional AB by

AB(s) =
1

2

∫ s

0

(
1

t
+ φ(B1

s )

)2

−
(

1

t

)2

ds.

Define the process Γ whose first coordinate Γ1 is a Brownian motion with drift 1/t + φ(·),
i.e. a solution to the SDE dΓ1

s = (1/t + φ(Γ1
s))ds + dBs, for a Brownian motion B, and the
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second coordinate Γ2 independently performs Brownian motion conditioned on staying inside
[−t, t].

Now, let ε and A be as in the statement of Proposition 5.10. We will only prove the first
inequality in the statement of Proposition 5.10, the proof of the other inequality is similar.
Define the sets

I = {k ∈ {0, . . . , n} : Sk ∩ [1/2 −
√
t, 1/2 +

√
t] × [−t, t] 6= ∅}

J = {k ∈ I : φ(xk) 6= 0 or Mγ(Sk) > t2+γ2/4−η}.

By assumption (A3) and the definition of φ, we have

Leb

(
⋃

k∈J
Sk

)
= t2#J 6 (ε/2)t3/2,

whence,

Leb


A ∩

⋃

k∈I\J
Sk


 > Leb(A) − Leb

(
⋃

k∈J
Sk

)
> (ε/2)t3/2.

In particular, since #I 6 2/
√
t+ 2, there exists K ∈ I\J , such that with t 6 T0 ∧ t0,

Leb(A ∩ SK) > (ε/10)t2. (5.19)

We now define a process ∆ = (∆1,∆2) as follows: it is equal to the process Γ until its first
coordinate equals xK , after which the first coordinate moves according to the process xK +B∗

(recall that B∗ was defined above to be a Brownian motion without drift conditioned to stay
forever in [−t, t]). We now have the following lemma:

Lemma 5.12. With ε, A and K as above, we have for all t 6 T0 ∧ t0,

Ex
B+

[
e−λF

B+ (t/2)1(B+
t/2

∈A)

]
>

Ex
∆

[
exp

(
−λF∆(t/2) +

1

2

∫
Lx

∆1(t/2) dφ(x)

)
1(∆t/2∈A)

]
exp

(
−c
t

)
.

Furthermore, for some numerical constant c′ = c′(ε) > 0,

Px
∆

(
∆t/2 ∈ A, inf

s≥0
∆1

s > −t
)

> 2c′,

Lemma 5.13. Let ϑ > 0. Then, for some constant c = c(ϑ), for all t 6 T0 ∧ t0,

Ex
∆

[(
λ(F∆(t/2) − F∆(ϑt2)) +

1

2

∫
Lx

∆1(t/2) dφ(x)

)
1(infs≥0 ∆1

s>−t)

]

6 c(λt1+γ2/4−η + t−1).
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Lemma 5.14. Let a > 0. Then there exists ϑ = ϑ(a) > 0, such that for all t 6 T0 ∧ t0,

Px
∆

(
F∆(ϑt2) 6 ϑ−1t1+γ2/4−η

)
> 1 − a.

Proof of Lemma 5.12. By the positivity of the functional A and Girsanov’s theorem, we have
for every Ft/2-measurable non-negative random variable H,

Ex
B+ [H] > Ex

B+

[
He−A

B+ (t/2)
]

= Ex
B∗

[
He

1
t
B1

t/2
− 1

2

R t/2
0 ( 1

t
+φ(B1

s ))
2

ds

]

Tanaka’s formula gives
∫ t/2

0
φ(B1

s ) dB
1
s = Φ(B1

t/2)− 1
2

∫
Lx

B1(t/2) dφ(x). Girsanov’s formula now
yields

Ex
B∗

[
He

1
t
B1

t/2
− 1

2

R t/2
0 ( 1

t
+φ(B1

s ))
2

ds

]
= Ex

Γ

[
He−Φ(Γ1

t/2
)+ 1

2

R

Lx
Γ1 (t/2) dφ(x)

]
.

We want to express the right-hand side in terms of ∆ by a suitable change of measures. For
this, denote by τK the hitting time of xK by the first coordinate and set τ = τK ∧ t/2. Then, for

every Ft/2-measurable non-negative random variable H̃, we have (the relation below is trivial
if you observe that |Γ1

t/2 − Γ1
τ | 6 t on the set {∀s ∈ [τK , t/2] : Γ1

s ∈ [xK − t, xK + t]})

Ex
Γ

[
H̃
]

> e−c/t×

Ex
Γ

[
H̃e−t−1(Γ1

t/2
−Γ1

τ )+(t/2−τ)( 1
2t2

− 1
8t2

) cos

(
π(Γ1

t/2
−xK)1(τK<t/2)

2t

)
1(∀s∈[τK ,t/2]:Γ1

s∈[xK−t,xK+t])

]
.

Now note that φ(x) ≡ 0 on [xK − t, xK + t] because φ(x) = φ(xK) for such x and K 6∈ J
implying that φ(xk) = 0. By Girsanov’s theorem and the definition of B∗ as a Doob transform
of the killed Brownian motion, the last inequality gives

Ex
Γ

[
H̃
]

> Ex
∆

[
H̃
]
e−c/t.

The previous inequalities and the monotonicity of Φ now give

Ex
B+ [H] > Ex

∆

[
He

1
2

R

Lx
∆1 (t/2) dφ(x)

]
e−

c
t
−Φ(1).

Together with (5.18), this directly implies the first statement.
As for the second statement, we first note that standard comparison theorems show that

Px
∆

(
τK < t/2 − t2, inf

s≥0
∆1

s > −t
)

= Px
Γ

(
τK < t/2 − t2, inf

s≥0
Γ1

s > −t
)

> Px
B+

(
τK < t/2 − t2, inf

s≥0
B+1

s > −t
)
.

Since |xK − 1/2| 6
√
t, one easily sees that there exists a numerical constant c1, such that for

small enough t,

Px
B+

(
τK < t/2 − t2, inf

s≥0
B+1

s > −t
)

> c1.
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Now, recall that after the time τK , both coordinates of the process ∆ perform Brownian motion
conditioned to stay in [xK − t, xK + t] and [−t, t], respectively. By (5.9), we then have on the
event {τK < t/2 − t2},

Px
∆

(∆(t/2) ∈ A | FτK
) >

c

t2

∫

SK∩A

cos2(π(x− xK)/2t) cos2(πy/2t) dx dy.

Equation (5.19) then gives, for some numerical constant c0 = c0(ε),

Px
∆

(∆(t/2) ∈ A | FτK
)1(τK<t/2−t2) > c0.

The previous inequalities now yield

Px
∆

(
∆t/2 ∈ A, inf

s≥0
∆1

s > −t
)

> c0 × c1,

which proves the second statement with c′ = c0c1/2.

Proof of Lemma 5.13. By definition of the process ∆, its two coordinates are independent and
the second coordinate is a Brownian motion started at ξ2 and conditioned to stay in the interval
[−t, t]. For every s > ϑt2, its law is dominated by ct−1 × Leb(· ∩ (−t, t)), by (5.9). Here, and
throughout the proof, the constant c may depend on ϑ. It follows that

Ex
∆

[(
F∆(t/2) − F∆(ϑt2)

)
1(infs≥0 ∆1

s>−t)

]
6
c

t
Ex

∆

[∫

(−t,∞)×(−t,t)

Lx
∆1(t/2)Mγ(dx, dy)

]

Denote by τK the hitting time of xK by the process ∆1. By (5.10), we have for every x ∈
(xK − t, xK + t),

Ex
∆

[
(Lx

∆1(t/2) − Lx
∆1(τK))1(τK<t/2)

]
6 c,

which implies,

Ex
∆

[∫

[−t,∞)×(−t,t)

Lx
∆1(t/2)Mγ(dx, dy)

]

6 Ex
Γ

[∫

(−t,xK ]×(−t,t)

Lx
Γ1(∞)Mγ(dx, dy)

]
+ cMγ(SK).

Note that Mγ(SK) 6 t2+γ2/4−η by definition of K. Denoting by G(x) = Ex
Γ

[
Lx

Γ1(∞)
]

the
Green’s function of the process Γ1, this yields,

Ex
∆

[(
F∆(t/2) − F∆(ϑt2)

)
1(infs≥0 ∆1

s>−t)

]
6
c

t

∫

(−t,xK ]×(−t,t)

G(x)Mγ(dx, dy) + ct1+γ2/4−η.

(5.20)
Similarly, since φ ≡ 0 in (xK − t, xK + t),

Ex
∆

[(
1

2

∫
Lx

∆1(t/2) dφ(x)

)
1(infs≥0 ∆1

s>−t)

]
6

1

2

∫

(−t,xK ]

G(x) dφ(x). (5.21)
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It remains to bound the Green’s function G(x). We recall that G(x) = hx(∞) − hx(ξ1),
where hx is formally the solution to the equation

1

2
h′′x(y) +

(
1

t
+ φ(y)

)
h′x(y) = δ(x− y), ∀y 6 x : hx(y) = 0,

which can be written rigorously as




1
2
h′′x(y) +

(
1
t
+ φ(y)

)
h′x(y) = 0, y > x

hx(y) = 0, y 6 x

h′x(x+) = 2

The explicit solution is

hx(y) =

∫ y∨x

x

2 exp

(
−
∫ z

x

1

t
+ φ(r) dr

)
dz.

Elementary calculations now give for every x,

G(x) 6 hx(∞) 6 2 min

(
t,

1
1
t
+ φ(x+)

+ te−(x̂−x)φ(x)

)
, x̂ = sup{y > x : φ(y) > φ(x+)}.

(5.22)
In particular, for every k ∈ {0, . . . , n} and x ∈ [xk − t, xk + t], we have by the definition of φ,
G(x) 6 2/(1

t
+Wk). Together with (5.20) and assumption (A2), this yields

Ex
∆

[(
F∆(t/2) − F∆(ϑt2)

)
1(infs≥0 ∆1

s>−t)

]
6 ct1+γ2/4−η. (5.23)

Furthermore, by (5.22) and the fact that φ is a step function with step size 2t, we have
G(x) 6 c/φ(x+) if x is such that φ(x+) > φ(x−). This yields

∫

(−t,xK ]

G(x) dφ(x) 6 c#{x ∈ (−t, xK) : φ(x+) > φ(x−)} 6 c/t. (5.24)

Equations (5.23), (5.21) and (5.24) now yield the lemma.

Proof of Lemma 5.14. Recall the processes B∗ and B+ defined by B∗ = (B,B∗) and B+(s) =
(B(s) + s/t, B∗(s)). By (5.17) and Assumption (A5), we have φ ≡ 0 in [−t, t], such that the
process ∆ has the same law as B+ until the first exit time out of the box S0. Denote by HR

the first exit time out of the disc with radius R around the origin. By Brownian scaling, there
exists then ϑ > 0, such that

Px
∆

(
H3t/4 6 ϑt2

)
= Px

B+

(
H3t/4 6 ϑt2

)
6 Px

B∗

(
Ht(3/4−ϑ) 6 ϑt2

)
< a/2. (5.25)

Furthermore, by Girsanov’s transform and the definition of B∗ as a Doob transform of Brownian
motion killed upon exiting [−t, t], we have (with B = (B1, B2) a two-dimensional Brownian
motion),

Ex
∆

[
F∆(ϑt2)1(H3t/4 > ϑt2)

]
= Ex

B

[
FB(ϑt2)1(H3t/4 > ϑt2)e

B1(ϑt2)/t+ϑt2(− 1
2t2

+ 1
8t2

) cos
(

πB2
ϑt2

2t

)]

6 cEx
B

[
FB(ϑt2)1(H3t/4 > ϑt2)

]
.
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Recall (see e.g. [26, Section 7.4]) that the Green’s function G3t/4(z) of the stopped process
BH3t/4 satisfies G3t/4(z) 6 c log(t/|z − x|). This gives

Ex
B

[
FB(ϑt2)1(H3t/4 > ϑt2)

]
6 Ex

B

[
FB(H3t/4)

]

6 c

∫

S0

log+(t/|z − x|)Mγ(dz)

6 ct1+γ2/4−η,

where the last inequality follows from Assumption (A4). The two previous equations and
Markov’s inequality now give for small enough ϑ,

Px
∆

(
F∆(ϑt2) > ϑ−1t1+γ2/4−η, H3t/4 > ϑt2

)
6 cϑ 6 a/2.

Together with (5.25), this gives

Px
∆

(
F∆(ϑt2) > ϑ−1t1+γ2/4−η

)
6 Px

∆

(
H3t/4 6 ϑt2

)

+ Px
∆

(
F∆(ϑt2) > ϑ−1t1+γ2/4−η, H3t/4 > ϑt2

)
<
a

2
+
a

2
= a.

This finishes the proof of the lemma.

Proof of Proposition 5.10. We will only prove the first inequality, the proof of the other in-
equality is similar. The inequality will follow from Lemmas 5.12, 5.13 and 5.14 above. Let ε and
A be as in the statement of the proposition and let ∆ and K be as above. Define the “good”
event

G = {∆t/2 ∈ A, inf
s≥0

∆1
s > −t, F∆(ϑt2) 6 t1+γ2/4−η}.

By Lemmas 5.12 and 5.14, there exist ϑ = ϑ(ε) > 0 and c0 = c0(ε) > 0, such that for all t 6 t0,
Px

∆
(G) > c0. Write

Υ = λ(F∆(t/2) − F∆(ϑt2)) +
1

2

∫
Lx

∆1(t/2) dφ(x).

We now have

Ex
∆

[
e−Υ−λF∆(ϑt2)1(∆t/2∈A)

]

> Ex
∆

[
e−Υ1G

]
e−λt1+γ2/4−η

by definition of G

> Ex
∆

[
e−Υ | G

]
e−λt1+γ2/4−η

Px
∆

(G)

> e−Ex
∆

[Υ|G]e−λt1+γ2/4−η

Px
∆

(G) by Jensen’s inequality

> e−Ex
∆

[Υ]/ce−λt1+γ2/4−η

c0 by Px
∆

(G) > c0.

> e−c(λt1+γ2/4−η+1/t) by Lemma 5.13.

Together with Lemma 5.12, this finishes the proof of the proposition.
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5.2 Lower bound on the heat kernel; Harnack inequality

This theorem will follow from the resolvent bound in Theorem 5.3 once we have established
suitable near-diagonal estimates on the heat kernel using the Harnack inequality together with
on-diagonal estimates.

Observe that the Harnack inequality holds for the standard Brownian motion on the torus.
Thus, applying [28], we deduce

Theorem 5.15. For any open set D ⊂ T and any compact set K ⊂ D, there exists a constant
C only depending on D,K such that for any nonnegative function h harmonic in D with respect
to B

sup
x∈K

h(x) 6 CK inf
x∈K

h(x).

Let us set for any open subset D of T,

Ẽ(D) = sup
x∈D

Ex
B [τD] . (5.26)

We can then follow the proof of [24, Proposition 5.3] to get

Proposition 5.16. There exists a constant θ > 0 such that for any open subset D of T, any
measurable bounded function f on D, for any ball B(x, r) ⊂ D and all ρ ∈]0, r]

esupB(x,ρ) u− einfB(x,ρ) u 6 2Ẽ(B(x, r)) esupB(x,r) |f | + 4
(ρ
r

)θ
esupB(x,r) |u|

where we have set u = GDf and GDf(x) = Ex
B

[∫ τD

0
f(Br) dr

]
.

Theorem 5.17. For each δ > 0, PX-almost surely, there exists a constant Cδ > 0 such that

p
γ
t (x, x) − inf

y∈B(x,ρ)
p

γ
t (x, y) 6 Cδ

( ρ

t
1

α−δ

) αθ
α+1

sup
y∈B(x,r)

p
γ
t/2(y, y)

with

r =
(
tρθ
) (α−δ)θ

α−δ+θ .

Proof. It suffices to apply Proposition 5.16 as explained in [24, Lemma 5.10] while taking care

of using Lemma 5.18 below to estimate Ẽ(B(x, r)) instead of the estimate on the function F
used in [24, Lemma 5.10] .

Lemma 5.18. For each δ > 0, PX-almost surely, there is a random constant C > 0 such that
for all x ∈ T and r 6 1

Ẽ(B(x, r)) 6 Crα−δ.

Proof. It suffices to notice that

Ey
B

[
τB(x,r)

]
=

∫

B(x,r)

GR(y, z)Mγ(dz) 6

∫

T

ln
10

dT(x, z)
Mγ(dz),

and to apply Lemma 4.7.
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Lemma 5.19. There is a constant C > 0 such that

inf
x∈T

Mγ(B(x, t
1

βδ ))pγ
t (x, x) > C.

Consequently, PX-almost surely, for some random constant C ′

inf
x∈T

p
γ
t (x, x) > C ′t

−αδ
βδ .

Proof. By applying Lemma 4.4, we can find r > 0 such that for all t 6 rβδ

sup
x∈T,t 6 rβδ

P x
B(τB(x,r) 6 t) 6

1

2
.

Then for all t 6 rβδ and x ∈ T, we have

∫

B(x,r)

p
γ
t (x, z)Mγ(dz) = P x

B(Bt ∈ B(x, r)) > P x
B(τB(x,r) > t)

> 1 − P x
B(τB(x,r) 6 t)

>
1

2
.

Therefore

p
γ
2t(x, x) =

∫

T

p
γ
t (x, z)p

γ
t (z, x)Mγ(dz)

>

∫

B(x,r)

p
γ
t (x, z)

2Mγ(dz)

>
1

Mγ(B(x, r))

(∫

B(x,r)

p
γ
t (x, z)Mγ(dz)

)2

>
1

4Mγ(B(x, r))
.

We conclude with the relation Mγ(B(x, r)) 6 C ′rαδ for some random constant C ′ > 0.

Corollary 5.20. There exists a constant β = β(γ) and a random variable T0 > 0, such that
for all t 6 T0,

inf
x∈T

inf
y∈B(x,tβ)

pt(x, y) > 1.

Proof. Combine Theorem 5.17 with Lemmas 4.3 and 5.19.

We now have developed all the tools to prove Theorem 5.1.
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Proof of Theorem 5.1. Fix η > 0 and x 6= y ∈ T. We will first show that it is enough to get
a lower bound on pt(x,B(y, tβ)) =

∫
B(y,tβ)

pt(x, z)Mγ(dz) for some β > 0 for small enough t.

For, we have for every s 6 t and r > 0,

p2t(x, y) >

∫

Br(y)

ps(x, z)p2t−s(z, y)Mγ(dz) > ps(x,Br(y)) inf
z∈Br(y)

p2t−s(z, y).

Corollary 5.20 now ensures the existence of a constant β = β(γ) > 0 and a random variable
T0 > 0, such that for all t 6 T0 and s 6 t,

inf
z∈B(y,tβ)

p2t−s(z, y) > inf
z∈B

(2t−s)β
(y)

p2t−s(z, y) > 1.

The last two equations now yield

p2t(x, y) > ps(x,B(y, tβ)) for all t 6 T0 and s 6 t. (5.27)

The definition of the resolvent rλ now gives for every λ > 0,

rλ(x,B(y, tβ)) =

∫ ∞

0

e−λsps(x,B(y, tβ)) ds 6

∫ t

0

ps(x,B(y, tβ)) ds+ λ−1e−λt,

where the last inequality follows from the fact that ps(x,B(y, tβ)) 6 1 for every s ≥ 0, by
definition. Together with (5.27), this yields for t 6 T0 and λ > 0,

p2t(x, y) > t−1
(
rλ(x,B(y, tβ)) − λ−1e−λt

)
. (5.28)

We now choose λ in terms of t. Specifically, we set

λt = (2t)
− 2+γ2/4−η

1+γ2/4−η , t > 0.

By Theorem 5.3, we now have for t small enough (possibly adjusting the value of β),

rλt(x,B(y, tβ)) > exp
(
− λt

1
2+γ2/4−η

)
Mγ(B(y, tβ)).

Together with (5.28), this now gives for t small enough, with α := γ2/4 − η,

p2t(x, y) > t−1
(
Mγ(B(y, tβ)) exp

(
− 2−

1
1+α t−

1
1+α

)
− (2t)

2+α
1+α exp

(
− 2−

2+α
1+α t−

1
1+α

))
. (5.29)

Assuming w.l.o.g. that η < γ2/4, i.e. α > 0, we have 2−
1

1+α < 2−
2+α
1+α . Furthermore, by Lemma

5.21 below, we have Mγ(B(y, tβ)) > tβ
′

for some constant β′ and t small enough. Together with
(5.29), this now yields the theorem for every η′ > η. Since η ∈ (0, γ2/4) was chosen arbitrarily,
this finishes the proof of the theorem.

Lemma 5.21. P
X-almost surely, there exists a constant C > 0 and β′ > 0 such that for all

x ∈ T and r < 1
Mγ(B(x, r)) > Crβ′

.
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5.3 Sampling the endpoints according to Mγ, γ
2 6 4/3

In this section, we show that the results of the previous sections are still valid when the endpoints
are sampled according to the measure Mγ, at least in the case γ2 6 4/3.

In order to be consistent with our previous analysis (i.e. short time behaviour of the heat
kernel for endpoints x, y with a fixed distance), we have to make sure that sampling these
endpoints according to Mγ will not produce points that are too close to each other, which may
non-trivially perturb the regime t << |x−y| within which we work. So we will fix two arbitrary
points, say 0 = (0, 0) and 1 = (1, 0), and sample the endpoints according to Mγ in two small
balls drawn around these two points.

So we fix r < 1/4. We will sample the starting point in the ball B(0, r) and the final point
in the ball B(1, r). For x ∈ B(0, r) and y ∈ B(1, r), we consider the segment linking x to the
point y.

We consider a fixed t > 0 (small). We set v = y−x
|y−x| and we consider a family (xk)0 6 k 6 n

such that

n =
|y − x|

2t
, xk = x+ 2tkv. (5.30)

Then we recover the segment [x, y] with squares (Sk)0 6 k 6 n of side length 2t, each square Sk

being centered at xk.

•
x

r r

•
y

×
0

×1
× × × × × × × ×

Figure 4: Construction of the squares recovering the segment from x to y.

We define the sequence Wk by the following formula for k 6∈ {0, 1, n− 1, n}

W ′
k = t−2−γ2/8+η/2

√
Mγ(Sk), Wk =

{
W ′

k, if W ′
k > 1/t

0, otherwise.

and Wk = 0 for k ∈ {0, 1, n− 1, n}. We will prove the following: PX-a.s., for Mγ almost every
x ∈ B(0, r) and Mγ almost every y ∈ B(1, r), for each η, ε > 0, there exists T0 > 0, such that
the following holds for t 6 T0:

• (A1) and (A2) for γ2 6 2,

• (A4) for γ2 6 4/3,

• (A3) and (A5) for all γ, i.e. γ2 < 4.
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Note that the proof of Theorem 5.3 only depends on these assumptions on the field X,
whence the Theorem still holds in the current case as long as γ2 6 4/3. The results from
Section 5.2 can then be applied to yield the analog of Theorem 5.4 as well.

We now turn to the proofs. Define the probability measure Q on Ω ×B(0, r) ×B(1, r) by

Q(A) = crE
X
[ ∫

B(0,r)×B(1,r)

1A Mγ(dx)Mγ(dy)
]

where the constant cr is chosen so as to turn Q into a probability measure.
First, we will use the following lemma:

Lemma 5.22. Let η′ > 0 and set

Dt(x, y) =
n−2∑

k=2

t−γ2/8+η′
√
Mγ(Sk).

If γ2 6 2, then there exists some random constant C > 0 such that

Q-a.s.,∀t 6 1, Dt(x, y) 6 C.

Proof. We have

E
Q [Dt(x, y)] 6 t−γ2/8+η′

n−2∑

k=2

E
Q[
√
Mγ(Sk)]

= t−γ2/8+η′

n−2∑

k=2

∫

B(0,r)×B(1,r)

E
X [eγX(x)+γX(y)− γ2

2
E[X(x)2]− γ2

2
E[X(y)2]

√
Mγ(Sk)]dxdy

Now let K(x, y) denote the covariance kernel of the field X, i.e. the quantity in (2.2). This is
bounded over B(0, r) ×B(1, r). By Girsanov’s transform,

E
Q [Dt(x, y)] = t−γ2/8+η′

n−2∑

k=2

∫

B(0,r)×B(1,r)

eγ2K(x,y)
E

X
[( ∫

Sk

eγ2K(x,z)+γ2K(y,z)Mγ(dz)
)1/2]

dxdy

6 Ct−γ2/8+η′

n−2∑

k=2

1

(tk)
γ2

2

E
X [(Mγ(Sk))

1/2]

6 Ct−γ2/8+η′−γ2/2+ζ(1/2)

n−2∑

k=2

k−
γ2

2

where C is some deterministic constant. For γ2 6 2, we now have
∑n−2

k=2 k
− γ2

2 6 ct
γ2

2
−1−η′/2,

such that
E

Q [Dt(x, y)] 6 Ct−1−γ2/8+ζ(1/2)+η′/2 = Ctη
′/2.

We conclude as in the proof of Lemma 5.5.
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Lemma 5.22 now implies (A1) and (A2) as explained in Step 1 of Section 5.1 (just after
Lemma 5.5).

Property (A3) is proven similarly as in Section 5.1. The only difference is that we have to
deal with the probability measure Q instead of PX , but this is easy as we deal with quantities
far away from B(0, r) and B(1, r). Indeed, since the covariance kernel (2.2) of the field X is
uniformly bounded on B(0, r) ×B(1, r), we get for every k ∈ {n/4, . . . , 3n/4} and p ≥ 0,

E
Q[Mγ(Sk)

p] ≤ CEX [Mγ(Sk)
p].

Hence, a Chernoff bound similar to (2.5) holds under Q for the boxes Sk, k ∈ {n/4, . . . , 3n/4}.
Lemma 5.6 and, as a consequence, property (A3) then hold with P replaced by Q.

For property (A4), we first note that, as before, by Lemma 5.7 it is enough to show that for
η′ = η/2,

sup
t 6 1

t−1−γ2/4+η′
(

sup
x′∈B(x,t)

Mγ(B(x′, t)) + sup
y′∈B(y,t)

Mγ(B(y′, t))
)
< +∞.

Furthermore, because of the relation B(x′, t) ⊂ B(x, 2t) for all x′ ∈ B(x, t) (recall that t 6 1),
this is reduced to

sup
t 6 1

t−1−γ2/4+η′
(
Mγ(B(x, t)) +Mγ(B(y, t))

)
< +∞.

We now use the well-known fact [27] that for all ε > 0, PX-a.s., for Mγ-almost every x ∈ T,

sup
r 6 1

r−2+γ2/2+εMγ(B(x, r)) < +∞. (5.31)

Assumption (A4) is therefore verified if −1 − γ2/4 > − 2 + γ2/2, or, γ2 6 4/3, as claimed.

5.4 Sampling the endpoints according to Mγ, all γ

×
x

×
y

tβi−1 tβi0 1

Width of the tube 2t1+βi

Figure 5: Construction of the squares recovering the segment from x to y.

Here, we explain how to obtain extend the lower bound from the previous section to all
values of γ, with the same lower bound as in Theorem 5.4 for γ2 6

8
3
, but with a worse lower

bound for higher values of γ. The idea is to apply the above strategy on several scales near
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the points x and y. For simplicity, let us only consider the construction near x, the one near
y is similar by symmetry. As in Step 2 of the proof of Theorem 5.4, we can then replace the
Brownian bridge by a Brownian motion with drift (y − x)/t.

We use a notation similar to Section 5.3. We define the probability measure Q on Ω×B(0, r)
by

Q(A) = crE
X
[ ∫

B(0,r)

1A Mγ(dx)
]

where the constant cr is chosen so as to turn Q into a probability measure. We then adapt the
following notational convention regarding the point x: when we work under P

X , it is simply
some fixed point x ∈ T, when we work under Q, it is the random point in B(0, r). As in the
proof of Lemma 5.22, we have by Girsanov’s transform, for any measurable functional F ,

E
Q [F (X) | x] = crE

X
[
F (X + γ2K(x, ·))

]
, Q-almost surely, (5.32)

where K(x, y) denotes again the covariance kernel of the field X, i.e. the quantity in (2.2).
We now choose a sequence β1 > · · · > βN > 0, depending on γ, with βi−1 − βi 6 1 for

all i > 2, and consider a cascade of tubes around the straight line between x and y of the
form2 ([tβi−1 , tβi ] × [−t1+βi , t1+βi ])2 6 i 6 N , the first tube being [−tβ0 , tβ1 ] × [−t1+β1 , t1+β1 ] with
β0 = 1 + β1. We force the Brownian motion to cross each tube in the horizontal direction
during a time t1+2βi (i.e., we change the drift from 1/t to 1/t1+βi) and moreover force the
vertical coordinate to stay between the boundaries of the tube; standard estimates give that
this incurs a cost of order of 1/t, i.e. the probability of this event is of order e−C/t for some
constant C. Summing over all scales gives a cost of order N/t. Note that the union of the tubes
of all scales forms a discretized cone with angle approximately 2t.

Now fix a certain scale i ∈ {1, . . . , N} and set xi = tβi−1 + t1+βi if i > 2 and xi = 0 if
i = 1. We discretize the tube at scale i into ni small squares Si

0, . . . , S
i
ni

of side length 2t1+βi

(thus, ni ≈ 1/2t and xi is the center of Si
0) and consider the values of Mγ(S

i
k), k = 0, . . . , ni.

As before, given η > 0, our aim is to define random variables W i
0, . . . ,W

i
ni

which now verify for
every small enough t, Q-almost surely, for every i = 1, . . . , N ,

(A1’) t1+βi
∑ni

k=1W
i
k 6

1
t
,

(A2’) 1
t1+βi

∑ni

k=0(
1

t1+βi
+W i

k)
−1Mγ(S

i
k) 6 tν(γ)−η

(A4’) supy∈B(xi,t1+βi )

∫
B(y,t1+βi )

log+
t1+βi

|x−y| Mγ(dx) 6 tν(γ)−η,

as well as (A5) (assumption (A3) is not needed anymore: it was only used to split the Brownian
bridge into two drifted Brownian motions). Here, the exponent ν(γ) will be determined later;
we will see that we are allowed to choose ν(γ) = 1+γ2/4 for γ2 6 8/3 but not for larger values
of γ.

We start by verifying (A1’) and (A2’). Similarly as before, we define the random variables

W i
k = t−(2+βi+

1
2
(ν(γ)−1))+η/2

√
Mγ(Si

k), k = 0, . . . , ni.

Properties (A1’) and (A2’) are then verified under the following assumption:

2We rotate and translate our coordinate system such that x is the origin and y lies on the horizontal axis.
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(A0’) t
1
2
(1−ν(γ)+η)

∑ni

k=0

√
Mγ(Si

k) 6 1.

In order to verify (A0’), we will need a preliminary lemma. Define the functions

ψ(x) = 2
√
x− x, x > 0.

h(a) = max
0 6 x 6 a

ψ(x) = ψ(a ∧ 1) ∈ [0, 1], a > 0.

hγ(a) =
γ2

8
h

(
8

γ2
a

)
.

Lemma 5.23. Let a ∈ (0, 1]. There exists δ > 0, such that for every i ∈ {1, . . . , N}, we have

P
X




⌊t−a⌋∑

k=1

√
Mγ(Si

k) > t
−a+(1+βi)

„

1+ γ2

4
−hγ

“

a
1+βi

”

«

−η/8


 < Ctδ.

Proof. This is fairly standard multifractal analysis which we include for completeness. Through-
out the proof, we fix i ∈ {1, . . . , N} and set ti = t1+βi . We also assume that t < 1. By (2.5), we
have for every q > 0 and k > 1,

P
X

(
Mγ(S

i
k) > t

2+ γ2

2
−q

i

)
6 Ct

1
2γ2 q2

i . (5.33)

Now let L ∈ N and 0 = q1 < q2 < · · · < qL, later we will fix specific values. For ℓ = 0, . . . , L,
set

Σi
ℓ =

⌊t−a⌋∑

k=1

√
Mγ(Si

k) · 1
(Mγ(Si

k)∈[t
2+

γ2

2 −qℓ
i ,t

2+
γ2

2 −qℓ+1
i ])

,

where we formally set q0 = −∞ and qL+1 = +∞. Note that by definition,

Σi
0 6 t−at

1+ γ2

4
i .

Furthermore, for every ℓ ∈ {1, . . . , L} and κ > 0,

P
X

(
Σi

ℓ > t−at
1+ γ2

4
−κ

i

)
6 P

X




⌊t−a⌋∑

k=1

1
(Mγ(Si

k) > t
2+

γ2

2 −qℓ
i )

> t−at
1+ γ2

4
−κ−(1+ γ2

4
− 1

2
qℓ+1)

i




6

(
t−at

−κ+ 1
2
qℓ+1

i ∨ 1
)−1

× t−a
P

X

(
Mγ(S

i
1) > t

2+ γ2

2
−qℓ

i

)

6 Ct
max{κ− 1

2
qℓ+1,−(1+βi)

−1a}+ 1
2γ2 q2

ℓ

i ,

where the last inequality follows from (5.33). We can and will now require that qℓ+1 − qℓ < η/8
for every ℓ ∈ {1, . . . , L− 1} and that q2

L > 2γ2(1 + (1 + βi)
−1a). In this case, for every κ > 0,

P
X

(
Σi

L > t−at
1+ γ2

4
−η/8−κ

i

)
6 Cti,
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and moreover for every ℓ ∈ {1, . . . , L− 1},

P
X

(
Σi

ℓ > t−at
1+ γ2

4
−η/8−κ

i

)
6 Ct

minq > 0

“

max{κ+η/16− 1
2
q,−(1+βi)

−1a}+ 1
2γ2 q2

”

i .

In order to finish the proof, it is then enough to show that with κ = hγ

(
a

1+βi

)
, we have

min
q > 0

(
max

{
κ+ η/16 − 1

2
q,− a

1 + βi

}
+

1

2γ2
q2

)
> 0,

the lemma then follows from the previous estimates and a union bound. For this, note that
with κ̃ = κ+ η/16 and ã = a

1+βi
, we have

min
q > 0

(
max

{
κ̃− 1

2
q,−ã

}
+

1

2γ2
q2

)
> 0

q= γ2

2

√
r⇐⇒ min

r≥0

(
max

{
8

γ2
κ̃− 2

√
r,− 8

γ2
ã

}
+ r

)
> 0

⇐⇒ min
0 6 r 6 8

γ2 ea

(
8

γ2
κ̃− ψ(r)

)
> 0

⇐⇒ κ̃ > hγ(ã).

This finishes the proof.

Lemma 5.23 now readily gives a sufficient criterion for (A0’) to hold for all i > 2 (the
case i = 1 will be treated separately). Note that for i > 2, we have dT(y, x) > tβi−1 for every
k ∈ {0, . . . , ni} and every y ∈ Si

k. By (5.32) and Lemma 5.23 we then have for some δ > 0,

Q

(
ni∑

k=1

√
Mγ(Si

k) > t
−1− γ2

2
βi−1+(1+βi)

„

1+ γ2

4
−hγ((1+βi)

−1)

«

−η/8

)
6 Ctδ.

In particular, by the Borel–Cantelli lemma, the event on the left-hand side is realized for all
small enough dyadic t. Standard comparison arguments then imply the existence of a random
variable T0 > 0, such that for t 6 T0,

ni∑

k=1

√
Mγ(Si

k) 6 Ct
−1− γ2

2
βi−1+(1+βi)

„

1+ γ2

4
−hγ((1+βi)

−1)

«

−η/8
, Q-a.s.

We now choose the sequence (βi) such that βi−1 6 βi + (2/γ2)(η/4) for all i > 2. The previous
equation then gives for t 6 T0,

t
1
2
(1−ν(γ)+η)

ni∑

k=1

√
Mγ(Si

k) 6 t
1
2
(−1+γ2−ν(γ))+(1+βi)

„

1− γ2

4
−hγ((1+βi)

−1)

«

.

The previous calculations now show for each i > 2 that the following inequality implies (A0’)
for t 6 T0:
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(A0”) 1
2
(−1 + γ2 − ν(γ)) + (1 + βi)

(
1 − γ2

4
− hγ((1 + βi)

−1)
)

> 0.

Splitting into the cases where (1 + βi)
−1 is less or greater than γ2/8, we get the following

inequalities equivalent to (A0”):

(A0a)
1

2
(1 + γ2/4 − ν(γ)) + (1 − 3

8
γ2)βi > 0, (1 + βi)

−1
> γ2/8,

(A0b)
1

2
(1 + γ2 − ν(γ)) + (1 + βi)

(
1 − γ2

4

)
− γ√

2

√
1 + βi > 0, (1 + βi)

−1
6 γ2/8,

and furthermore, (A0a) implies (A0b) (for every γ and βi).
The case i = 1 needs to be considered separately. In this case, we have the following lemma

Lemma 5.24. There exists T0 > 0, such that for t 6 T0, Q-almost surely,

n1∑

k=1

√
Mγ(S1

k) ≤




t

γ2

2
−1+(1+β1)

„

1− γ2

4
−hγ((1+β1)−1)

«

−η/2
if γ2 6 2 or 1 + β1 > 2γ2

t(1+β1) 3−γ2

4
−η/2 otherwise.

Proof. Let 0 = ε0 < ε1 < · · · < εL such that εℓ − εℓ−1 6 η/8 for ℓ = 1, . . . , L and such that
n1 = ⌊t−εL⌋. We further assume that t is small enough such that |εL − 1| 6 η/8. We then have
for any increasing function f ,

E
Q

[
f

(
n1∑

k=1

√
Mγ(S1

k)

)]
6 CEX

[
f

(
C

n1∑

k=1

(kt1+β1)−γ2/2
√
Mγ(S1

k)

)]

6 CEX


f


C

L∑

ℓ=1

t−
γ2

2
(1+β1−εℓ−1)

⌊t−εℓ⌋∑

k=⌊t−εℓ−1⌋

√
Mγ(S1

k)




 .

By Lemma 5.23, there exists δ > 0, such that with P
X-probability at least 1 − Ctδ, for all

ℓ ∈ {1, . . . , L},
⌊t−εℓ⌋∑

k=⌊t−εℓ−1⌋

√
Mγ(S1

k) 6

⌊t−εℓ⌋∑

k=1

√
Mγ(S1

k) 6 t
−εℓ+(1+β1)

„

1+ γ2

4
−hγ

“

εℓ
1+β1

”

«

−η/8
.

Hence, with P
X-probability at least 1 − Ctδ

L∑

ℓ=1

t−
γ2

2
(1+β1−εℓ−1)

⌊t−εℓ⌋∑

k=⌊t−εℓ−1⌋

√
Mγ(S1

k) 6 t
(1+β1)

„

1− γ2

4

«

−η/2
L−1∑

ℓ=0

t
−εℓ

„

1− γ2

2

«

−(1+β1)hγ

“

εℓ
1+β1

”

6 t
(1+β1)

„

1− γ2

4

«

−η/2
Lt−m(γ,β1),

where

m(γ, β1) = max
z∈[0,1]

mγ,β1(z), mγ,β1(z) =

{(
1 − γ2

2

)
z + (1 + β1)hγ

(
z

1 + β1

)}
.
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By the same arguments as above (considering only dyadic t and using comparison arguments
for the other values), the previous inequalities now entail the existence of T0 > 0, such that

n1∑

k=1

√
Mγ(S1

k) 6 Ct
(1+β1)

„

1− γ2

4

«

−η/2
t−m(γ,β1), Q-almost surely.

It remains to determine m(γ, β1). If γ2 6 2, then the function mγ,β1 is non-decreasing in z
and m(γ, β1) = mγ,β1(1). Therefore, suppose that γ2 > 2. In this case, the maximum of mγ,β1

is attained at a point z0 ∈ (0, (1 + β1)γ
2/8) and in this interval, we have

mγ,β1(z) =

(
1 − γ2

2

)
z + (1 + β1)

γ2

8
ψ

(
z

(1 + β1)
γ2

8

)
,

where the function ψ was defined above. From this, one easily deduces that m(γ, β1) = mγ,β1(1)
if 1 + β1 > 2γ2 and m(γ, β1) = (1 + β1)/4 otherwise. This finishes the proof of the lemma.

The previous lemma directly implies that (A0’) is satisfied for i = 1 if the following inequal-
ities are satisfied:

{
(A0”, i = 1) if γ2 6 2 or 1 + β1 > 2γ2

(A0c) 1
2
(1 − ν(γ)) + (1 + β1)

3−γ2

4
> 0 otherwise

As for assumption (A4’), we note that as in the previous section, it is enough to verify the
following for t < T0 and i = 1, . . . , N :

(A4”) Mγ(B(xi, 2t
1+βi)) > tν(γ)−η/2.

Standard results give that for some T0 > 0, we have for t < T0 and i = 1, . . . , N (remember the
convention β0 = 1 + β1):

Mγ(B(xi, 2t
1+βi)) 6 t(1+βi)(2+ γ2

2
)−βi−1γ2−η/4

6

{
t(1+β1)(2− γ2

2
)−η/4 i = 1

t(1+βi)(2− γ2

2
)+γ2−η i > 2

since βi−1−βi 6 η/(2γ2) by assumption for i > 2. Since 2−γ2/2 > 0 for all γ < 2, the previous
inequality entails that (A4”) and hence (A4’) is satisfied as soon as the following inequalities
are satisfied:

(A4a) 1 + β1 >
ν(γ)

2− γ2

2

,

(A4b) ν(γ) 6 2 + γ2

2
.

We now give choices of ν(γ) and β1, such that all the previous inequalities are satisfied. For
this, we consider three different cases:
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Case γ2 ∈ [0, 8/3]. In this case, set ν(γ) = 1 + γ2/4. Then (A0a) is satisfied for all i > 1
irrespectively of the choice of β1, whence (A0b) as well. Choosing β1 large enough, such that
either 1+β1 > 2γ2 or (A0c) is verified, it follows that (A0’) is verified for all i > 1. Furthermore,
(A4a) can be verified as well by choosing β1 large enough. (A4b) is trivially satisfied.

Case γ2 ∈ (8/3, 3]. Recall that we have hγ(x) = γ2/8 for x 6 γ2/8 and hγ(x) ↓ 0 as x→ ∞.
If γ2 > 8/3, this implies that the minimum of the LHS of (A0”) as a function of βi is satisfied
for some βi with (1 + βi)

−1 6 γ2/8. From (A0b), this is easily seen to be the case for

1 + βi =
γ2

8

(
1 − γ2

4

)−2

.

Plugging this value into the LHS (A0b), the inequality is satisfied if and only if

ν(γ) 6 1 + γ2 − γ2

4

(
1 − γ2

4

)−1

. (5.34)

To sum up, the previous arguments give that (5.34) implies (A0”) for every i > 1, irrespective
of the choice of β1. Note that (5.34) entails (A4b). We can then choose β1 large enough such
that either 1 + β1 > 2γ2 or (A0c) is verified and, moreover, such that (A4a) are verified. This
shows that all assumptions are satisfied when setting ν(γ) to be the RHS of (5.34).

Case γ2 ∈ (3, 4). Here we try to choose β1 as small as possible. It turns out that the best
choices are β1 = 1 and ν(γ) = 4 − γ2. With this choice, equality holds in (A4a) and (A0c).
(A4b) is trivially satisfied. Furthermore, one checks by calculation that (A0a) holds for i = 1
and therefore for all i > 2 by monotonicity. Since (1+β1)

−1 = 1/2 > γ2/8, it follows that (A0”)
holds for all i > 2. All assumptions are therefore verified.

Conclusion. Assumptions (A1’), (A2’) and (A4’) hold with ν(γ) as in (5.1).

A An auxiliary result

Lemma A.1. Let µ, ν, b > 0 and t0 ∈]0,∞]. Then, for some constant C > 0 and a > 0 we
have ∫ t0λb

0

e−λtν− c
tµ dt ∼

λ→∞
Cλ−ae−(µc

ν
)

ν
ν+µ (1+ ν

µ
)λ

µ
ν+µ

.

Proof. This is just a simple application of the Laplace method. Details are left to the reader.
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