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KPZ formula derived from Liouville heat kernel

Nathanaël Berestycki∗, Christophe Garban†, Rémi Rhodes ‡, Vincent Vargas §

Abstract

In this paper, we establish the Knizhnik–Polyakov–Zamolodchikov (KPZ) formula of Liouville quan-
tum gravity, using the heat kernel of Liouville Brownian motion. This derivation of the KPZ formula
was first suggested by F. David and M. Bauer in order to get a geometrically more intrinsic way of
measuring the dimension of sets in Liouville quantum gravity. We also provide a careful study of the
(no)-doubling behaviour of the Liouville measures in the appendix, which is of independent interest.

Key words or phrases: KPZ formula, heat kernel, Liouville quantum gravity, Liouville measures, Gaussian multiplicative
chaos.
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1 Introduction

Let γ ≥ 0 and consider a free field X in R
2 and the (formal) Riemannian metric tensor

eγX(x)dx2. (1.1)

The tensor (1.1) gives rise to a random geometry known in physics as (critical) Liouville quantum gravity
(LQG for short); see [6, 8, 10, 11, 19, 24, 25, 26] for a series of works both within the physics and mathematics
literature on the subject. While a rigorous construction of the metric associated to (1.1) is still an open
problem, it is believed that (1.1) provides the scaling limit of certain random planar maps coupled with
statistical physics models, and then suitably embedded in the plane (for instance via circle packing). The
parameter γ in (1.1) is related to the model of statistical physics under consideration. See for example the
survey [11].

One of the striking features of Liouville quantum gravity is the Knizhnik–Polyakov–Zamolodchikov
(KPZ) formula. This is a far-reaching identity, relating the ‘size’ (dimension) of a given set A ⊂ R

2 from
the point of view of standard Euclidean geometry, to its counterpart from the point of view of the geometry
induced by (1.1). The original formulation of the KPZ formula was made in [19] in the context of the
light-cone gauge, see also [6, 8] for a derivation in the conformal gauge.

Recently, a rigorous version of the KPZ formula has been established in [10, 27, 3, 9, 2] (see also [4] in
the context of one dimensional Mandelbrot’s cascades), which we recall now. Usually, on a metric space,
one defines the Hausdorff dimension of a given set A by studying the diameters of open sets required to
cover this set. Yet, as already mentioned above, in LQG the construction of such a metric space is still an
open question: the existence of a distance associated to the metric tensor (1.1) has not been verified yet.
Let us mention here the work [23] for some recent advances on this topic in the case γ =

√
8/3. At the

time of writing, well-defined objects associated to this metric tensor are the volume form Mγ , which may
be defined by the theory of Gaussian multiplicative chaos [16]; and the Liouville Brownian motion, which
is the natural diffusion process associated to (1.1). This may be constructed via potential theory as in [13]
(see also [5] for the construction starting from one point via convolution techniques).
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To go around the difficulty of formulating the notion of Hausdorff dimension in the absence of a well-
defined distance, different notions of Hausdorff dimensions have been suggested. For instance, a measure-
based notion was formulated in [27, 3]. Instead of working with the diameter of open sets covering the
set A, one works with the measure of small Euclidean balls covering this set (see subsection 3.3 for more
details). Another formulation is suggested in [10]: the authors work with a notion of expected box counting
dimension, once again by measuring the size of Euclidean balls with the measure Mγ . Finally, yet another
formulation is suggested in [2] based on the Minkowski dimension. In these three cases, this yields a notion
of quantum dimension, for which the papers [10, 27, 2] establish the KPZ formula relating the Euclidean
Hausdorff dimension of a set A to its quantum dimension. However, in both cases, as observed by [7],
this formulation of quantum dimension is not geometrically intrinsic to LQG: the definition of quantum
dimension deeply relies on the Euclidean structure, since to compute the quantum dimension, one covers
the set with Euclidean balls.

A conceptually more satisfying, and geometrically more intrinsic, derivation of the KPZ formula was
proposed in [7], based on the heat kernel of Liouville Brownian motion. Roughly speaking, the idea is to
measure how the natural diffusion associated to a metric “fills” the fractal sets. More precisely consider
a fractal set A with a non trivial 2 − 2q Euclidean Hausdorff measure H2−2q, i.e. 0 < H2−2q(A) < ∞.

Consider the standard heat kernel pt(x, y) = (2πt)−1e−|x−y|2/2t of the planar Brownian motion. Then a
straightforward computation shows that

∫∫

A×A

pt(x, y)H2−2q(dx)H2−2q(dy) ≍ t−q as t → 0. (1.2)

where a ≍ b means that the ratio ln a/ ln b converges to 1. This elementary Euclidean argument can be
formulated in the LQG context. Consider the Liouville heat kernel pγ

t (x, y) of the Brownian motion associ-
ated to the metric tensor (1.1), which has been constructed in [14] (see also [22] for further properties). A
moment of thought shows that finding the quantum exponent ∆ of the set A consists in finding the number
∆ such that

E
X [

∫∫

A×A

p
γ
t (x, y) e

γ(1−∆)(X(x)+X(y))H2−2q(dx)H2−2q(dy)] ≍ t−∆ as t → 0. (1.3)

The authors in [7] claim that ∆ is related to q by the KPZ formula (1.7). Their argument is based on the
analysis of the metric through the Mellin–Barnes transform. To explain how this comes about, it is
believed that the Liouville heat kernel should have the following behaviour:

c

t
exp

(
− dγ(x, y)

β
β−1

ct
1

β−1

)
6 p

γ
t (x, y) 6

C

t
exp

(
− dγ(x, y)

β
β−1

Ct
1

β−1

)
as t → 0, (1.4)

where C, c > 0 are two positive constants, dγ(x, y) is the distance associated to the (formal) tensor (1.1)
and where the exponent β = β(γ) should represent the Hausdorff dimension associated to the (conjectural)
metric space (R2,dγ). The idea is then to claim that if relation (1.4) holds, then one can extract the metric
dγ from the heat kernel by using the Mellin–Barnes transform

Mγ
s (x, y) =

∫ ∞

0

t−sp
γ
t (x, y)dt.

Indeed, assuming (1.4), a straightforward computation (using the change of variable t = udγ(x, y)
β) gives

that for any s ∈]0, 1[, the Mellin–Barnes transform should behave as (when dγ(x, y) → 0)

Mγ
s (x, y) ≍

1

dγ(x, y)β s
. (1.5)

In particular we emphasise that for γ = 0, this is an exact relation: we get

M0
s (x, y) = C

1

|x− y|2s
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where C =
∫∞
0

us−1e−1/(2u)du < ∞. This yields an exact connection between the Mellin–Barnes transform
and the Euclidean distance and so allows one to compute the Hausdorff dimension from the Mellin-Barnes
transform.

Of course, such a discussion is heuristic, as even the distance dγ(x, y) remains out of reach so far and it
is not clear that the heat kernel has the shape (1.4) (see [22] for a thorough discussion as well as theorems in
this direction), except of course in the Euclidean case when γ = 0. However, we point out that the analogy
with the Euclidean case γ = 0 has limitations and hides some more complex issues. For instance it is not
entirely clear what is the regime in which (1.4) should be valid. In fact, it is a priori natural to suppose that
(1.4) should hold when x and y are two fixed points and t goes to 0. On the other hand, the heat kernel
KPZ formula that we will prove in this paper reflects the fact that the Mellin–Barnes transform is mainly
dominated by another regime of values of t, i.e. t goes to 0 simultaneously with |y − x|. Actually, we will
show that the main contribution to the Mellin–Barnes transform comes from diffusive scales, i.e. those such
that t ≈ |y−x|2 (a main technical difficulty of this article is to show that the Mellin–Barnes transform is not
strongly affected by the short time scales t ≪ |y−x|2, when the associated Brownian bridge in formula (3.3)
below concentrates along length minimizing paths and relates in a more complex fashion to the ambient
Liouville volume measure).

The main goal of this paper is to prove rigorously this heat kernel derivation of the KPZ formula, thereby
yielding a geometrically more intrinsic formula for Liouville quantum gravity. Our approach is as follows.
Given a measurable set A ⊂ R

2, and s ∈ (0, 1), we wish to define its (quantum) s-capacity as

Cγ
s (A) = sup

{(∫

A×A

Mγ
s (x, y)µ(dx)µ(dy)

)−1}
.

where the supremum runs over all the Borel probability measures µ supported by A. (In fact, for technical
reasons we will work with the heat kernel of the Liouville Brownian motion killed at rate α > 0, though
this change is unimportant; see (2.6) and (2.7)). Then we define the quantum dimension of A as

dimγ(A) = sup{s > 0;Cγ
s (A) > 0} = inf{s > 0;Cγ

s (A) = 0}. (1.6)

Note that in making this definition, we do not take advantage of the Euclidean structure which exists on
R

2, in as much as the Liouville measure, the Liouville Brownian motion, and therefore its heat kernel, are
universal objects. One should however point out that in restricting the supremum defining the quantum
capacity of a set to Borel measures, we are assuming that the Liouville metric has the same topology as the
ambient Euclidean space. This might seem like a nontrivial assumption, however it is one that is commonly
admitted and is in fact proved in a sense for the scaling limit of random p-angulations [20].

Note also that if indeed (1.4) holds, then (1.5) shows that (1.6) is just a multiple of the standard Hausdorff
dimension in the metric space (R2,dγ). In particular when γ = 0, it can be seen that dim0(A) defined by
(1.6) is just one-half of the standard Hausdorff dimension of A in terms of the Euclidean distance. Our main
result (whose precise version can be found in Theorem 2.1) is then the following

Theorem 1.1. Let A ⊂ R
2 be a fixed bounded subset, then almost surely in the the free field X, we have

the KPZ formula

dim0(A) =
(
1 +

γ2

4

)
dimγ(A) −

γ2

4
dimγ(A)

2.

Remark 1.2. The KPZ formula is sometimes stated in terms of the Euclidean and quantum scaling ex-
ponents (resp. q and ∆). These are given by q = 1 − dim0(A) and ∆ = 1 − dimγ(A) respectively, and the
above relation becomes

q = (1− γ2

4
)∆ +

γ2

4
∆2. (1.7)

Remark 1.3. It is important to note here that the subset A ⊂ R
2 should not depend on the free field X,

otherwise the KPZ formula does not hold anymore. This can be seen by considering the set of γ-thick points
(further examples are investigated in [2] for the Hausdorff and Minkowski versions of KPZ).
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2 Setup

We now discuss in more details the setup and the assumptions for Theorem 1.1. We will work with a whole
plane massive free field but our techniques may be adapted to other setup as well (massless Gaussian free
field on bounded domains for instance).

2.1 Massive Free Field

We consider a whole plane Massive Gaussian Free Field (MFF) X with mass m (see [15, 29] for an overview
of the construction of the MFF). This is a centered Gaussian distribution in the sense of Schwartz with
covariance kernel given by

∀x, y ∈ R
2, Gm(x, y) =

∫ ∞

0

e−
m2

2 u− |x−y|2

2u
du

2u
= ln+

1

|x− y| + gm(x, y). (2.1)

for some continuous and bounded function gm, which decays exponentially fast to 0 when |x − y| → ∞
(recall that ln+(x) = max(0, lnx) for x > 0). We denote by P

X and E
X the law and expectation with

respect to this free field.

2.2 Liouville measure and Liouville Brownian motion

We consider a coupling constant γ ∈ [0, 2[ and consider the formal metric tensor

g = eγX(x)−γ2

2 E[X
2] dx2.

The volume form of this metric tensor is a Gaussian multiplicative chaos [16, 26] with respect to the Lebesgue
measure dx

Mγ(dx) = eγX(x)−γ2

2 E[X(x)2] dx. (2.2)

We also consider the associated Liouville Brownian Motion (LBM for short). More precisely, we consider a
planar Brownian motion B. We assume that the Brownian motion and the free field X are constructed on
the same probability space. We denote by P x

B
and Ex

B
the probability law and expectation of this Brownian

motion when starting from x. We will also consider the annealed probability laws Px = P
X ⊗ P x

B
and

the corresponding expectation Ex. P
X -almost surely, we consider the unique Positive Continuous Additive

Functional (PCAF) F associated to the measure Mγ , which is defined under P x
B

for all starting point x ∈ R
2

(see [13, section 2.4]). Then, PX -almost surely, the law of the LBM under P x
B

is given by

Bt = BF (t)−1

for all x ∈ R
2. Furthermore this PCAF can be understood as a Gaussian multiplicative chaos with respect

to the occupation measure of the Brownian motion B

F (t) =

∫ t

0

eγX(Br)−γ2

2 E
X [X2(Br)] dr. (2.3)

The LBM is a Feller Markov process with continuous sample paths [13, section 2.7]. Let us denote by
(P γ

t )t > 0 the associated Liouville semigroup (which is random as it depends on X). PX -almost surely, this
semigroup is absolutely continuous with respect to the Liouville measure Mγ and there exists a measurable
function p

γ
t (x, y), called Liouville heat kernel such that for all x ∈ R

2 and any measurable bounded function
f (see [14, section 2])

P γ
t f(x) =

∫

R2

f(y)pγ
t (x, y)Mγ(dy). (2.4)

Actually, one can even show that pγ
t (x, y) is a continuous function of (t, x, y) (see [22, section 3]). In what

follows, we will also consider the standard heat kernel pt(x, y) of the planar Brownian motion B on R
2.
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2.3 Mellin-Barnes transform

The Mellin-Barnes transform of the Liouville heat kernel is defined for s > 0 by

∫ ∞

0

t−sp
γ
t (x, y)dt. (2.5)

Actually, we will not work with this definition because it involves the large t behaviour of the heat kernel,
which does not play a significant part for the definition of quantum capacity dimension below or the KPZ
relation but raises additional technical difficulties when working on the whole plane. So we will reduce the
effect of the large t behaviour of the heat kernel by considering instead the following Mellin-Barnes like
transform for α > 0

Mα,γ
s (x, y) =

∫ ∞

0

t−se−αtp
γ
t (x, y)dt, (2.6)

which we call (α, γ)-type Mellin-Barnes transform, or (α, γ)-MBT for short.

2.4 Capacity dimension

Given a Borel set A ⊂ R
2, we define the quantum s-capacity of A by

Cα,γ
s (A) = sup

{(∫

A×A

Mα,γ
s (x, y)µ(dx)µ(dy)

)−1}
(2.7)

where the supremum runs over the Borel probability measures µ such that µ(A) = 1. The quantum capacity
dimension of the set A is defined as the quantity

dimγ(A) = sup{s > 0;Cα,γ
s (A) > 0} = inf{s > 0;Cα,γ

s (A) = 0}. (2.8)

A priori, this definition depends on the killing rate α. However, we will see that, at least when A is a
bounded set, this quantity does not depend on α.

When γ = 0, note that

Mα,0
s (x, y) =

∫ ∞

0

t−se−
|x−y|2

2t
1

2πt
e−αtdt

= C|x− y|−2s

∫ ∞

0

u−s−1e−
1
2u e−α|x−y|2udu

≤ C|x− y|−2s

for some constant C. A similar lower bound can be established, with a different constant C, provided that
A is bounded, say A ⊂ B(0, 1/2), which we assume without loss of generality henceforth. Indeed, we get

Mα,0
s (x, y) ≥ C|x− y|−2s

∫ 1
|x−y|2

0

u−s−1e−
1
2u du

≥ C|x− y|−2s

∫ 1/4

0

u−s−1e−
1
2u du = c|x− y|−2s.

Therefore, we deduce that

dim0(A) =
1

2
dimHausdorff,R2(A)

where dimHausdorff,R2(A) denotes the regular Hausdorff dimension of A with respect to the standard Eu-
clidean metric on R

2.
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2.5 KPZ formula

With these definitions we are ready to give a precise version of Theorem 1.1.

Theorem 2.1. Let A ⊂ R
2 be bounded. Then dimγ(A) does not depend on α. Furthermore, the Euclidean

and quantum capacity dimension of A are P
X-almost surely related to each other by the KPZ formula

dim0(A) =
(
1 +

γ2

4

)
dimγ(A) −

γ2

4
dimγ(A)

2. (2.9)

3 Proof of the heat kernel KPZ formula

In this section, C will stand for a constant that does not depend on any relevant quantity. It may change
along lines in the computations. We define

ξ(q) = (2 +
γ2

2
)q − γ2

2
q2 (3.1)

for q > 0: this function coincides with the power law spectrum of the measure Mγ (see [26] for more on
this). Let us denote by P the set of Borel probability measures supported by A. Without loss of generality,
we may assume that A ⊂ B(0, 1/2).

3.1 Background on the law of the Brownian bridge

We denote by P x
t→y

B
and Ex

t→y
B

the law and expectation of the Brownian bridge from x to y with lifetime

t. Therefore, under P x
t→y

B
, (Bs)0 6 s 6 t is a Brownian bridge from x to y with lifetime t.

Recall the basic lemma (see (6.28) in [18])

Lemma 3.1. We have the following absolute continuity relation for the Brownian bridge for s < t:

Ex
t→y

B
[G((Bu)u 6 s)] = Ex

B

[
G((Bu)u 6 s)

t

t− s
e

|y−x|2

2t − |Bs−x|2

2(t−s)

]
.

In particular, if (Bs, 0 ≤ s ≤ t) has law Ex
t→y

B
, then (λ−1

Bλ2s, 0 ≤ s ≤ t/λ2) has law E
x/λ

t/λ2

→ y/λ
B

.

We will also need the following elementary representation of a Brownian bridge (see, e.g., (6.29) in [18]).

Lemma 3.2. Let B be a standard Brownian motion and let t ≥ 0, and x, y ∈ R
2. Then

bs = x+Bs −
s

t
(y − x−Bt), 0 ≤ s ≤ t

defines a Brownian bridge from x to y of duration t.

3.2 Brownian Bridge decomposition

We recall the following result

Theorem 3.3 (see [28]). P
X almost surely, for each x, y ∈ R

2 and any continuous function G : R+ → R+

∫ ∞

0

G(t)pγ
t (x, y)dt =

∫ ∞

0

Ex
t→y

B
[G(F (t))] pt(x, y)dt. (3.2)

6



By applying Theorem 3.3 with the function G(t) = t−se−αt for α, s > 0 we get the following Brownian
bridge decomposition of the Mellin–Barnes transform.

Mα,γ
s (x, y) =

∫ ∞

0

t−se−αtp
γ
t (x, y)dt =

∫ ∞

0

Ex
t→y

B

[
e−αF (t)F (t)−s

] e−
|y−x|2

2t

2πt
dt. (3.3)

Likewise,

Cα,γ
s (A) = sup

{(∫

A×A

∫ ∞

0

Ex
t→y

B

[
e−αF (t)F (t)−s

]
pt(x, y) dtµ(dx)µ(dy)

)−1}
,

We will use this relation throughout the paper.

3.3 Background on the measure based KPZ formula

Here we recall a few basic facts about the measure based KPZ formula as stated in [27, 3]. Yet, we will need
to extend slightly the framework. Given an atom free Radon measure µ on R

2 and s ∈ [0, 1], we define for
δ > 0 and a > 1

Hs,δ,a
µ (A) = inf

{∑

k

µ(B(xk, ark))
s
}

(3.4)

where the infimum runs over all the covering (B(xk, rk))k of A with closed Euclidean balls with radius
rk 6 δ. Notice the factor a, which differs from [27, 3]. The mapping δ > 0 7→ Hs,δ,a

µ (A) is decreasing and
we can define:

Hs,a
µ (A) = lim

δ→0
Hs,δ,a

µ (A).

Hs,a
µ is a metric outer measure on R

2 its restriction to the σ-field of Hs,a
µ -measurable sets, which contains

all the Borel sets, is a measure. The µ-Hausdorff dimension of the set A is then defined as the value

dimµ,a(A) = inf{s > 0; Hs,a
µ (A) = 0} = sup{s > 0; Hs,a

µ (A) = +∞}. (3.5)

Notice that dimµ,a(A) ∈ [0, 1].

Remark 3.4. When µ is the Lebesgue measure, the notion of Hausdorff dimension does not depend on a
so that we write dimLeb(A) instead of dimLeb,a(A). This comes from the fact that Leb(rA) = r2Leb(A) for
all Borel set A and r > 0. The measure Mγ is far from having such nice scaling properties. In particular,
the readers that are used to ”smooth” measures (meaning satisfying the doubling condition) may find part of
our forthcoming proofs unnatural. So we stress that the Liouville measure is far from satisfying the doubling
condition. We can show that we have (see appendix A)

lim
r→0

sup
x∈B(0,1)

Mγ(B(x, 2r))

Mγ(B(x, r))1−η
< +∞, if η >

γ2

4 + γ2

and we believe that if η < γ2

4+γ2 then the corresponding limit is infinite. A proof of the analogue statement
is in fact provided in the appendix in the case of one-dimensional lognormal multiplicative cascades.

We fix a > 1. In what follows, given a compact set A of R2, we define its Hausdorff dimensions dimLeb(A),
dimMγ ,a(A) computed as indicated above with µ respectively equal to the Lebesgue measure or Mγ .

Theorem 3.5. Measure-based KPZ formula. Fix a > 1. Let A be a compact set of R2. PX almost
surely, we have the relation

dimLeb(A) = (1 +
γ2

4
)dimMγ ,a(A)−

γ2

4
dimMγ ,a(A)

2.

In particular, the quantity dimMγ ,a(A) does not depend on a > 1 (and thus we skip the index a).
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Remark 3.6. It is easy to check that dimLeb(A) = dim0(A). This is because in the definition of Hausdorff
dimension of a set A, it suffices to consider coverings of A using Euclidean balls of diameter bounded by δ
(see e.g. the discussion after (2.16) in [12]).

The proof of the KPZ formula in the case a = 1 is based in [27, 3] on a measure based version of the
Frostman lemma involving quarters of balls. The case a > 1 in the definition (3.4) allows us more flexibility
in the shapes of the sets used in this modified Frostman lemma. Thus we are going to state this lemma.

Remark 3.7. All the results below work also in the case when, instead of the ball B(x+y
2 , (a−1)

2 |y− x|), we
consider the “tube” C(x, y, a) made up of those points located at (Euclidean) distance less than (a− 1) |x−y|

2
of the segment [x, y], namely

C(x, y, a) = {z ∈ R
2; dist(z, [x, y]) 6 (a− 1)

|x− y|
2

}.

Lemma 3.8 (Modified Frostman lemma). Assume a > 1 and that µ, ν are two Radon measures on R
2.

Assume further that ν is a probability measure supported by a compact set A ⊂ B(0, 1). If for q ∈ [0, 1]

∫

A

∫

A

ν(dx)ν(dy)

µ
(
B(x+y

2 , (a−1)
2 |y − x|)

)q < +∞ (3.6)

then dimµ,a(A) > q.

The proof of the measured-based KPZ formula (Theorem 3.5) can then be completed exactly as in [3, 27]
with the help of Lemma 3.8.

Proof of Lemma 3.8. Let us define the function:

∀x ∈ A, g(x) =

∫

K

ν(dy)

µ
(
B(x+y

2 , (a−1)
2 |y − x|)

)q .

Observe that the assumptions imply that
∫
A g(x)ν(dx) < ∞. We deduce that

ν
(
{x ∈ A; g(x) 6 L}

)
→ 1, as L → ∞.

Therefore we can find L large enough such that the set AL = {x ∈ A; g(x) 6 L} satisfies ν(AL) > 1
2 .

Let us consider a covering (B(xn, rn))n of A with balls of radius less than δ. We consider the subsequence
(B(xnk

, rnk
))nk

of balls that intersect AL. It is obvious that this subsequence forms a covering of AL. For

each nk, there exists ynk
in AL ∩ B(xnk

, rnk
). For all y ∈ B(xnk

, rnk
), the set B(

ynk
+y

2 , (a−1)
2 |y − ynk

|) is
contained in B(xnk

, arnk
). Hence

µ
(
B(

ynk
+ y

2
,
(a− 1)

2
|y − ynk

|)
)q

6 µ(B(xnk
, arnk

))q.

Therefore, we get, passing to quotients and integrating over B(xnk
, rnk

) with respect to ν (and noting that
the integral over the ball is dominated by the integral over A since ν is supported on A),

ν(B(xnk
, rnk

))

µ(B(xnk
, arnk

))q
6

∫

A

ν(dy)

µ
(
B(

ynk
+y

2 , (a−1)
2 |y − ynk

|)
)q = g(ynk

) 6 L.

This leads to ∑

k

µ(B(xnk
, arnk

))q >
1

L

∑

k

ν(B(xnk
, rnk

)) >
1

L
ν(AL) >

1

2L
.

Thus
∑

n µ(B(xn, arn))
q ≥ 1/(2L). Since this covering of A was arbitrary, we get the desired result.
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3.4 Upper bound

Remark 3.9. For the time being, we have not proved yet that the notion of quantum capacity dimension
dimγ(A) does not depend on the exponent α in (2.8). Therefore, we use the notation dimα,γ(A) instead of
dimγ(A) to keep track of this ”a priori” dependence until we have proved this statement.

We first establish the bound

dimcap(A) >
(
1 +

γ2

4

)
dimα,γ(A)−

γ2

4
dimα,γ(A)

2. (3.7)

The proof of this bound is based on the following two lemmas:

Lemma 3.10. P
X a.s., there exists a constant D (random and measurable with respect to X) such that for

all x, y ∈ B(0, 1/2), s ∈ [0, 1]

∫ ∞

0

Ex
t→y

B
[e−αF (t)F (t)−s]pt(x, y) dt >

D

(µ(x, |y − x|) + µ(y, |y − x|))s , (3.8)

where (x, r) 7→ µ(x, r) is defined for x ∈ R
2 and r > 0 by

µ(x, r) :=

∫

B(x,2r)

(1 + ln
1

|x− z|)Mγ(dz).

Lemma 3.11. P
X a.s., for all s > 0, if one can find a probability measure ν on A such that

∫

A×A

1

(µ(x, |y − x|) + µ(y, |y − x|))s ν(dx)ν(dy) < ∞ (3.9)

then ξ(s)/2 6 dimcap(A).

Let us admit for a while the two above lemmas and complete the proof of (3.7). The strategy will be to
show (using Lemma 3.14) that (3.9) basically entails

∫

A×A

1

Mγ(B(x+y
2 , 4|y − x|))s

ν(dx)ν(dy) < ∞

and then use Lemma 3.8 to get the lower bound for the capacity dimension with a = 9.
In the case where dimα,γ(A) = 0 there is nothing to verify so we may assume without loss of generality

that dimα,γ(A) > 0. Thus let us consider s > 0 such that s < dimα,γ(A), that is C
α,γ
s (A) > 0. One can thus

find a probability measure ν on A which is such that

∫

A×A

( ∫ ∞

0

Ex
t→y

B
[e−αF (t)F (t)−s]pt(x, y) dt

)
ν(dx)ν(dy) < ∞ .

From Lemma 3.10, we obtain that

∫

A×A

1

(µ(x, |y − x|) + µ(y, |y − x|))s ν(dx)ν(dy) < ∞ ,

which in turns implies by Lemma 3.11 that ξ(s)/2 6 dimcap(A). Since this inequality holds for all s <
dimα,γ(A) and since q 7→ ξ(q) is increasing, we obtain our desired upper bound

ξ(dimα,γ(A))

2
6 dimcap(A).
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Proof of Lemma 3.10. We first bound from below the (α, γ)-type Mellin-Barnes transform by selecting the
more relevant (i.e. diffusive) scales

∫ ∞

0

Ex
t→y

B
[e−αF (t)F (t)−s]pt(x, y) dt

>

∫ |y−x|2

|y−x|2/2
Ex

t→y
B

[e−αF (t)F (t)−s]pt(x, y) dt

>

∫ |y−x|2

|y−x|2/2

dt

2πet
× inf

|y−x|2/2 6 t 6 |y−x|2
Ex

t→y
B

[e−αF (t)F (t)−s]

=
ln 2

2πe
× inf

|y−x|2/2 6 t 6 |y−x|2
Ex

t→y
B

[e−αF (t)F (t)−s].

Remark 3.12. In what follows, the strategy is more or less the following. By using the Jensen inequality,
we should have

inf
|y−x|2/2 6 t 6 |y−x|2

Ex
t→y

B
[e−αF (t)F (t)−s] > exp

(
−αEx

t=|y−x|2→ y
B

[F (t)]

)(
Ex

t=|y−x|2→ y
B

[F (t)]

)−s

.

Then we just have to compute Ex
t=|y−x|2→ y

B
[F (t)], which approximatively takes on the form

Ex
t=|y−x|2→ y

B
[F (t)] ≍

∫

R2

g(x, y, z)Mγ(dz),

for some function g that gives almost all its mass to the ball B(x+y
2 , |y − x|) (and which is related to the

Green function of Brownian motion in that ball). Yet, this function g does not vanish outside this ball and
possesses a non trivial behaviour for large z. Basically, the following proof follows this idea except that we
will try to get rid of this long range dependence while getting in the end a tractable function g.

Let us introduce the event

A = {∀s ∈ [0, t];Bs ∈ B(
x+ y

2
; |y − x|)}

and the stopping time
T (x, r) = inf{s > 0;Bs 6∈ B(x, r)}.

Now we estimate the quantity Ex
t→y

B
[e−αF (t)F (t)−s] for |y − x|2/2 6 t 6 |y − x|2. First we write

Ex
t→y

B
[e−αF (t)F (t)−s] > Ex

t→y
B

[e−αF (t)F (t)−s
1A]

= Ex
t→y

B
[e−αF (t)F (t)−s|A]P x

t→y
B

(A). (3.10)

The important point in the following is to notice that there exists a constant c > 0 such that for any x, y
and |y − x|2/2 6 t 6 |y − x|2

c−1
6 P x

t→y
B

(A) 6 c. (3.11)

Indeed by translation invariance we may assume that x = 0. Then by applying the scaling in Lemma 3.1,
(3.11) reduces to proving that

c−1
6 P 0

t→1
B

(A′) 6 c

where t ∈ [1/2, 1] is arbitrary and A′ is the event A′ = {∀s ∈ [0, t];Bs ∈ B((1/2, 0); 1)}. For a fixed

t > 0 observe that P 0
t→1

B
(A′) is bounded away from 0 and 1, hence the desired statement follows from the

continuity in t of this probability, which can be seen from Lemma 3.2.
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Observe that the mapping u 7→ e−αuu−s is convex. By applying the Jensen inequality, we deduce

Ex
t→y

B
[e−αF (t)F (t)−s|A] > e−αEx

t
→y

B
[F (t)|A](Ex

t→y
B

[F (t)|A])−s. (3.12)

Let us compute Ex
t→y

B
[F (t)|A]. We have from (3.11)

Ex
t→y

B
[F (t)|A] 6 cEx

t→y
B

[F (t)1A]. (3.13)

Then, by symmetry of the time reversed law of the Brownian bridge, the fact that the ball B(x+y
2 ; |y − x|)

is contained in the ball B(x, 2|y − x|) and Lemma 3.1

Ex
t→y

B
[F (t)1A] 6 Ex

B
[F (t/2)1{TB(x,2|y−x|)>t/2}2e

|y−x|2

2t −
|Bt/2−x|2

t ]

+ Ey
B
[F (t/2)1{TB(y,2|y−x|)>t/2}2e

|y−x|2

2t −
|Bt/2−y|2

t ]

6 2eEx
B
[F (T (x, 2|y − x|))1{TB(x,2|y−x|)>t/2}] + 2eEy

B
[F (T (y, 2|y − x|))1{TB(y,2|y−x|)>t/2}]

=2e

∫

B(x,2|y−x|)
GB(x,2|y−x|)(x, z)Mγ(dz) + 2e

∫

B(y,2|y−x|)
GB(y,2|y−x|)(x, z)Mγ(dz)

(3.14)

where GB(x,2|y−x|)(z, z
′) stands for the Green function of the Brownian motion killed upon leaving the ball

B(x, 2|y − x|). It is a standard fact that we have the explicit expression

GB(x,2|y−x|)(x, z) =
1

π
ln

2|y − x|
|x− z| 6

1

π
ln(2diam(A)) +

1

π
ln

1

|x− z| . (3.15)

Let us set for x ∈ R
2 and r > 0

µ(x, r) :=

∫

B(x,2r)

( 1

π
ln(2diam(A)) +

1

π
ln

1

|x− z|
)
Mγ(dz). (3.16)

By gathering (3.10)+(3.11)+(3.12)+(3.13)+(3.14)+(3.15), the fact that the mapping u 7→ e−αuu−s is de-
creasing, and the fact that A ⊂ B(0, 1/2), we deduce

Ex
t→y

B
[e−αF (t)F (t)−s] > ce−α4ec[µ(x,|y−x|)+µ(y,|y−x|)](4ec[µ(x, |y − x|) + µ(y, |y − x|)])−s

> ce−α8ec supx∈B(0,1/2) µ(x,1)(4ec[µ(x, |y − x|) + µ(y, |y − x|)])−s

We complete the proof of Lemma 3.10 with the following lemma to get rid of the exponential term in the
above right-hand side.

Lemma 3.13. There exists a random constant C, PX almost surely finite, such that

sup
x∈B(0,1)

µ(x, 1) 6 C.

Proof. Recall [13] that for all 0 < α < 2(1− γ
2 )

2, there exists a random C such that for all x ∈ B(0, 1) and
r < 1

Mγ(B(x, r)) 6 Crα. (3.17)

Observe that it is enough to show that, PX a.s.

sup
x∈B(0,1)

∫

B(x,1)

ln
1

|x− z| Mγ(dz) < +∞.
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We have
∫

B(x,1)

ln
1

|x− z| Mγ(dz) 6
∑

n > 0

∫

z∈B(x,1),2−n−1|x−z| 6 2−n

ln
1

|x− z| Mγ(dz)

6
∑

n > 0

(n+ 1) ln 2Mγ(B(x, 2−n))

6 C
∑

n > 0

2−αn(n+ 1) ln 2.

This latter quantity is obviously finite and does not depend on x.

As explained above, the proof of Lemma 3.11 requires to compare µ(x, r) with Mγ(B(x, 2r)). This is the
purpose of the following Lemma.

Lemma 3.14. For each ǫ > 0, there exists a random constant Cǫ = Cǫ(X) < ∞ such that PX a.s., for all
x ∈ B(0, 1) and r < 1

µ(x, r) 6 CǫMγ(B(x, 2r))1−ǫ. (3.18)

In particular, for any x, y ∈ R
2,

µ(x, |x − y|) + µ(y, |x− y|) 6 2Cǫ

(
Mγ(B(x, 2|x − y|)) +Mγ(B(y, 2|x− y|))

)1−ǫ

6 4CǫMγ(B(
x + y

2
, 4|x− y|))1−ε . (3.19)

Proof of Lemma (3.14). To see this, it is enough to prove this relation with µ̄(x, r) =
∫
B(x,2r)

ln 1
|x−z| Mγ(dz)

instead of µ. Also, recall (3.17) and choose 0 < δ < 2(1− γ/2)2. PX a.s., there exists a random constant C
such that for all x ∈ B(0, 1) and u < 1

Mγ(B(x, u)) 6 Cuδ. (3.20)

Then we have

µ̄(x, r) =
∑

n > −log2 r

∫

2−n 6 |z−x| 6 2−(n−1)

ln
1

|x− z| Mγ(dz)

6
∑

n > −log2 r

n ln 2Mγ(B(x, 2−(n−1)))

6
∑

n > −log2 r

n ln 2Mγ(B(x, 2−(n−1)))1−ǫMγ(B(x, 2−(n−1)))ǫ

6 Mγ(B(x, 2r))1−ǫCǫ
∑

n > −log2 r

n ln 2 2−δ(n−1)ǫ.

The latter series converges and can be bounded independently of x, r which ends the proof.

Proof of Lemma (3.11).

From (3.19), we deduce

sup
ν∈P

( ∫

A×A

1

(µ(x, |y − x|) + µ(y, |y − x|))s ν(dx)ν(dy)
)−1

6 Cs
ǫ sup
ν∈P

( ∫

A×A

1

Mγ(
x+y
2 , 4|y − x|)s(1−ǫ)

ν(dx)ν(dy)
)−1

.

In particular, if the left-hand side is infinite, so is the right-hand side for all ǫ > 0. Applying Lemma
3.8 with a = 9, we deduce that for all ǫ > 0, dimMγ ,a(A) > s(1 − ǫ). We deduce that dimMγ ,a(A) > s,
then dimLeb(A) > ξ(s) from Theorem 3.5 and finally dimcap(A) > ξ(s) because of the standard fact that
dimLeb(A) = dimcap(A).
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3.5 Lower bound.

Here we prove the remaining estimate

dimcap(A) 6
(
1 +

γ2

4

)
dimα,γ(A)−

γ2

4
dimα,γ(A)

2. (3.21)

Let us consider s > 0 such that ξ(s)/2 < dimcap(A). This means that we can find a Borel probability
measure ν supported by A and a number δ > 0 such that

∫

A×A

1

|x− y|ξ(s)+2δ
ν(dx)ν(dy) < ∞. (3.22)

We define the tilted measure

ν̃(dx) = esγX(x)−γ2s2

2 E
X [X2(x)]ν(dx),

which is non trivial (see [16, 26]) and almost surely supported by A.
It is enough to show that the following expectation is finite

E
X
[ ∫

A×A

∫ ∞

0

t−se−αtp
γ
t (x, y)ν̃(dx)ν̃(dy)

]
< +∞ (3.23)

because this entails that PX a.s. s 6 dimα,γ(A), which completes the proof of (3.21).

Proof of (3.23). We have by (3.3),

E
X
[ ∫

A×A

∫ ∞

0

t−se−αtp
γ
t (x, y)ν̃(dx)ν̃(dy)

]

=E
X
[ ∫

A×A

∫ ∞

0

Ex
t→y

B

[
e−αF (t)F (t)−s

]
pt(x, y) dt ν̃(dx)ν̃(dy)

]
.

Now we will split the above integral over time in two parts to analyze its contribution depending on the
scales |x− y|2 6 t or |x− y|2 > t.

Short scales

In this subsection, we compute

E
X
[ ∫

A×A

∫ |x−y|2

0

Ex
t→y

B

[
e−αF (t)F (t)−s

]
pt(x, y) dt ν̃(dx)ν̃(dy)

]
.

Let us make the change of variables u|x− y|2 = t

E
X
[ ∫

A×A

∫ |x−y|2

0

Ex
t→y

B

[
e−αF (t)F (t)−s

]
pt(x, y) dt ν̃(dx)ν̃(dy)

]

=E
X
[ ∫

A×A

∫ 1

0

Ex
u|x−y|2→ y

B

[
e−αF (u|x−y|2)F (u|x− y|2)−s

] e−
1
2u

2πu
du ν̃(dx)ν̃(dy)

]

6

∫

A×A

∫ 1

0

E
X
[
Ex

u|x−y|2→ y
B

[
esγX(x)−γ2s2

2 E
X [X2(x)]esγX(y)−γ2s2

2 E
X [X2(x)]

F (u|x− y|2)s

] ]e− 1
2u

2πu
du ν(dx)ν(dy). (3.24)

We just have to analyze the expectation inside the integral. By translation invariance of the field X , it
suffices to compute this expectation when x = 0 and for a generic y. Thus we set

A(s, u, y) = E
X
[
E0

u|y|2→ y
B

[
esγX(0)−γ2s2

2 E
X [X2(0)]esγX(y)−γ2s2

2 E
X [X2(y)]

F (u|y|2)s

] ]
.
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By applying the same argument as in [9, Lemma 28] based on the Girsanov transform and Kahane’s convexity
inequalities we may assume that the field X is exactly scale invariant, meaning that for all λ ∈ [0, 1] we
have the following equality in law

(X(λx))|x| 6 4
law
= (X(x))|x| 6 4 +Ωλ (3.25)

where Ωλ is a centered Gaussian random variable independent of the whole field (X(x))|x| 6 4 with variance

− lnλ. Let us denote by K(x) = E
X [X(x)X(0)] = ln+

8
|x| its covariance kernel, which is nonnegative.

To use the scaling relation (3.25), we must force the Brownian bridge to stay within the ball B(0, 4). So
we introduce the stopping time

S(W, t, r) = inf{v ∈ [0, t];Wv 6∈ B(0, r)}
and we have

A(s, u, y) ≤ E
X
[
E0

u|y|2→ y
B

[
esγX(0)−γ2s2

2 E
X [X2(0)]esγX(y)−γ2s2

2 E
X [X2(y)]

F (u|y|2 ∧ S(B, u|y|2, |y|))s

] ]
(3.26)

Now we can use the scaling relation (3.25) together with that of the Brownian bridge to get by setting
ey = y/|y|.

A(s, u, y) (3.27)

6 u−s
E

[ e2sγΩ|y|+γ2s2 ln |y|

|y|2sesγΩ|y|+γ2s ln |y|

]
E

X
[
E0

1→0
B


 esγX(0)−γ2s2

2 E
X [X2(0)]esγX(ey)− γ2s2

2 E
X [X2(ey)]

( ∫ 1∧S(r 7→rey+
√
uBr ,1,1)

0 eγX(rey+
√
uBr)−γ2

2 E
X [X2] dr

)s



]
.

An elementary computation of the Laplace transform of Gaussian random variables gives the following
explicit expression for the first expectation in the right-hand side of (3.27)

E

[ e2sγΩ|y|+γ2s2 ln |y|

|y|2sesγΩ|y|+γ2s ln |y|

]
= |y|−ξ(s). (3.28)

The second expectation in the right-hand side of (3.27) can be estimated with the Girsanov transform to
get rid of the two exponentials in the numerator. Indeed we have the following elementary lemma, which is
easily checked by computing the Laplace transform of the finite-dimensional distributions.

Lemma 3.15. Let (Xt)t∈T be a Gaussian process with covariance matrix V = (vst)s,t∈T on the probability
space (Ω,F ,P).

• Let t0 be a point in T and let P̃ denote a probability measure with density eγXt0−γ2vt0t0/2. Then the
law of X under P̃ is that of (Xt + γvt0t)t∈T .

• Let now t0, t1 be two points in T and let P̃ be the probability measure with density

eγ(Xt0+Xt1 )−γ2(vt0t0+2vt0t1+vt1t1 )/2 .

Then the law of X under P̃ is that of (Xt + γ(vt0t + vt1t))t∈T .

In order to use this Lemma in (3.27), one needs to add a factor eγ
2s2K(0,ey) which takes into account

the covariance term. Note that this term is bounded by some constant C. Using this Lemma plus the
non-negativity of the covariance kernel, we thus deduce

A(s, u, y)

6
C

us|y|ξ(s)E
X
[
E0

1→0
B

[( ∫ 1∧S(r 7→rey+
√
uBr ,1,1)

0

eγX(rey+
√
uBr)− γ2

2 E
X [X2]+sγ2K(rey+

√
uBr)+sγ2K((1−r)ey−

√
uBr) dr

)−s
] ]

6
C

us|y|ξ(s)E
X
[
E0

1→0
B

[( ∫ 1∧S(r 7→rey+
√
uBr ,1,1)

0

eγX(rey+
√
uBr)− γ2

2 E
X [X2] dr

)−s
] ]

.
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Let us now use the absolute continuity of Lemma 3.1. To this purpose, we first observe that the above

expectation is smaller than the same one except that we replace the domain of integration over time
∫ 1∧S

0

by a smaller domain
∫ (1/2)∧S

0 . For this range of times r ∈ [0, 1/2∧ S], we can apply Lemma 3.1 and we see

that the Radon-Nikodym derivative of E0
1→1

B
with respect to E0 is bounded. Hence we get, after applying a

change of variables w = ur,

A(s, u, y) 6 C
1

us|y|ξ(s)E0

[(∫ (1/2)∧S(r 7→rey+
√
uBr ,1,1)

0

eγX(rey+
√
uBr)− γ2

2 E
X [X2] dr

)−s]

=C
1

|y|ξ(s)E0

[(∫ (u/2)∧S(w 7→wu−1ey+Bw ,1,1)

0

eγX(wu−1ey+Bw)− γ2

2 E
X [X2] dw

)−s]
.

In the above integral, the drift term wu−1ey dominates the behaviour of the Brownian motion. To get rid
of this effect, we will restrict the integration domain of the integral inside the expectation to values that are
very close to 0. As we have u 6 1, we deduce that u3/2 6 u/2 in such a way that

A(s, u, y) 6 C|y|−ξ(s)
E

X
[
E0

1→0
B

[( ∫ (u3/2)∧S(w 7→wu−1ey+Bw,1,u3/2)

0

eγX(wu−1ey+Bw)−γ2

2 E
X [X2] dr

)−s]]
.

Now we use the ordinary Cameron-Martin formula (Girsanov transform) for Brownian motion to get rid of
the drift in the latter quantity. This yields

A(s, u, y) 6 C|y|−ξ(s)
E0

[(∫ (u3/2)∧S(w 7→Bw,1,u3/2)

0

eγX(Bw)− γ2

2 E
X [X2] dr

)−s

eu
−1ey·Bu3− 1

2u
]
.

We can now easily get rid of each quantity in the above expectation. For instance, an abrupt use of the
Cauchy–Schwarz inequality gives

A(s, u, y) 6 C|y|−ξ(s)
E0

[
F (u3/2 ∧ S(w 7→ Bw, 1, u

3/2))−2s
]1/2

eu/2.

By using the negative moments in [13] as well as their multifractal behaviour, we finally get (even if it means
changing again the value of C)

A(s, u, y) 6 C|y|−ξ(s)u3ξ(−2s)/2
E0

[
F (1/2 ∧ S(w 7→ Bw, 1, 1))

−2s
]1/2

6 C|y|−ξ(s)u3ξ(−2s)/2 (3.29)

so that plugging this estimate into (3.24) yields

E
X
[ ∫

A×A

∫ |x−y|2

0

Ex
t→y

B

[
e−αF (t)F (t)−s

]
pt(x, y) dt ν̃(dx)ν̃(dy)

]

6 C

∫

A×A

1

|x− y|ξ(s) ν(dx)ν(dy) ×
∫ 1

0

u3ξ(−2s)/2−1e−
1
2u du < +∞.

Long scales

Now we focus on the long scale contribution

B := E
X
[ ∫

A×A

∫ ∞

|x−y|2
Ex

t→y
B

[
e−αF (t)F (t)−s

]
pt(x, y) dt ν̃(dx)ν̃(dy)

]
.

For those t that are larger than |x− y|2, the Brownian bridge between x and y with lifetime t behaves like
a Brownian motion starting from x between the times 0 and t/2. Therefore it is not a bad idea to apply
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Lemma 3.1 to get rid of the bridge, and we get (recall that Ex = E
X ⊗ Ex

B
is the annealed measure)

B 6 E
X
[ ∫

A×A

∫ ∞

|x−y|2
Ex

t→y
B

[
e−αF (t/2)F (t/2)−s

]
pt(x, y) dt ν̃(dx)ν̃(dy)

]
(3.30)

=Ex

[ ∫

A×A

∫ ∞

|x−y|2
e−αF (t/2)F (t/2)−s2e

|y−x|2

2t −
|Bt/2−x|2

t pt(x, y) dt ν̃(dx)ν̃(dy)
]

6 C

∫

A×A

∫ ∞

|x−y|2
Ex

[
e−αF (t/2)F (t/2)−sesγX(x)+sγX(y)−γ2s2EX [X2(x)]

]
pt(x, y) dt ν(dx)ν(dy).

Now we want to separate in the above expectation the part that will serve to control the long time behaviour,
i.e. the exponential weight e−αF (t/2), and the part that will serve to control the scaling behaviour of the heat
kernel, i.e. F (t/2)−s. To this purpose, we first use the usual trick of replacing the MFF X by the exactly scale
invariant kernel with decorrelation cutoff at length 2, still denoted by X (we can do this as in [9, Lemma
28] because the mapping x 7→ e−αxx−s is convex). Its covariance kernel is given by K(x, y) = ln+

2
|x−y| and

has the scaling relation (3.25) for |x| 6 1. Then we introduce the functionals

F c
r (t) =

∫ t

0

1{Bv 6∈B(0,r)} F (dv), F i(t) =

∫ t

0

1{Bv∈B(0,1)} F (dv). (3.31)

Notice that F c
r (t) + F i(t) 6 F (t) for all t and r > 1. Finally we set

B(t, x, y) := Ex

[
e−αF (t/2)F (t/2)−sesγX(x)+sγX(y)−γ2s2EX [X2(x)]

]

Since F (t/2) > F (|y − x|2/2) for t > |x− y|2, we have

B(t, x, y) 6 Ex

[
e−α(F c

2 (t/2)−F c
2 (|x−y|2/2))F i(|x − y|2/2)−sesγX(x)+sγX(y)−γ2s2EX [X2(x)]

]
.

Notice that under the annealed probability measure Px and for x, y ∈ A ⊂ B(0, 1/2), the random vari-

ables F c
2 (t/2)− F c

2 (|x − y|2/2) and F i(|x − y|2/2)−sesγX(x)+sγX(y)−γ2s2EX [X2(x)] are independent (use the
decorrelation cutoff of the field X and the strong Markov property of the Brownian motion) so that we get

B(t, x, y) 6 Ex

[
e−α(F c

2 (t/2)−F c
2 (|x−y|2/2))

]
Ex

[
F i(|x− y|2/2)−sesγX(x)+sγX(y)−γ2s2EX [X2(x)]

]
.

Now we use (3.29) with u = 1/2 to estimate the second expectation and get (actually, one has to re-derive
(3.29) with F replaced by F i but this is harmless)

B(t, x, y) 6 CEx

[
e−α(F c

2 (t/2)−F c
2 (|x−y|2/2))

] 1

|x− y|ξ(s) . (3.32)

It remains to treat the expectation Ex[e
−α(F c(t/2)−F c

2 (|x−y|2/2))] and our purpose is to establish that

Ex[e
−α(F c

2 (t/2)−F c
2 (|x−y|2/2))] 6 C(t− |x− y|2)−δ (3.33)

uniformly with respect to x, y ∈ A and where δ > 0 is an in (3.22). By using the Markov property of the
Brownian motion at time |x− y|2, the stationarity of the field X and the fact that B(z, 2) ⊂ B(0, 4) for all
z such that |z| ≤ 2 we deduce

Ex

[
e−α(F c

2 (t/2)−F c
2 (|x−y|2/2))]

6 E0

[
e−αF c

4 (t/2−|x−y|2/2)]. (3.34)

Let us introduce the stopping times T0 = 0 and for n > 0

Tn+1 = inf{v > T̄n; |Bv| = 4n+ 10} T̄n = inf{v > Tn; |Bv −BTn | = 1}.
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Under P0 the random variables (F c
4 (T̄n)−F c

4 (Tn))n are independent and identically distributed. Furthermore
F c
4 (T̄n)− F c

4 (Tn) = F (T̄n)− F c
4 (Tn). We deduce

E0[e
−αF c

4 (t/2−|x−y|2/2)] 6 E0[e
−α

∑
n,T̄n 6 (t−|x−y|2)/2(F (T̄n)−F c

4 (Tn))]

6 E0[e
−α

∑K
n=1(F (T̄n)−F c

4 (Tn))] + P0( sup
v 6 (t−|x−y|2)/2

|Bv| < 4K + 10)

6 E0[e
−αF (T̄0)]K + C

K1/2

(t− |x− y|2)1/4

In the last line, we have used standard estimates of the exit times of the Brownian motion out of the balls in a
way that is quite non optimal but this is enough for our purposes. It suffices to take K = (t−|x−y|2)1/2−2δ

and to observe that E0[e
−αF (T̄0)] < 1, and we obtain (3.33). Now, by making the change of variables

u = t
|x−y|2 , we obtain

∫ ∞

|x−y|2
(t− |x− y|2)−δpt(x, y) dt =

∫ ∞

|x−y|2
(t− |x− y|2)−δe−

|x−y|2

2t
dt

t

= |x− y|−2δ

∫ ∞

1

(1− 1

u
)−δe−

1
2u

du

u1+δ

= C|x − y|−2δ.

By gathering (3.32)+(3.33) and plugging the result into (3.30) we obtain

B 6 C

∫

A×A

1

|x− y|ξ(s)
( ∫ ∞

|x−y|2
(t− |x− y|2)−δpt(x, y) dt

)
ν(dx)ν(dy)

6 C

∫

A×A |x− y|ξ(s)+2δ
ν(dx)ν(dy) < ∞ .

This completes the proof.

A (No-)doubling property of the Liouville measures

In this appendix, we shall prove the following Theorem which illustrates that Liouville measures possess
very poor doubling properties:

Theorem A.1. Let γ < γc = 2 and consider a MFF X in the plane. Set

ηc =
γ2

4 + γ2
.

For any η ∈]ηc, 1], there is a constant C = C(X, γ, η) which is a.s. finite such that for any x ∈ [0, 1]2 and
any radius r ∈ (0, 1], one has

Mγ(B(x, 2r)) 6 CMγ(B(x, r))1−η .

Remark A.2. It can be seen that ηc = ηc(γ) is optimal in the sense that

lim
r→0

sup
x∈B(0,1)

Mγ(B(x, 2r))

Mγ(B(x, r))1−η
=

{
< +∞, if η > γ2

4+γ2

= +∞, if η < γ2

4+γ2 .

We provide a rigorous proof of the sharpness of ηc in this case of dyadic cascades. See Theorem A.3 below.
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Proof. Let (Xǫ)ǫ be a white noise decomposition of the massive free field, meaning that (Xǫ)ǫ is a family of
centered Gaussian fields with covariance given by

E[Xǫ(x)Xǫ′(y)] =

∫ 1
ǫ∧ǫ′

1

k(u(x− y))

u
du (A.1)

for ǫ, ǫ′ ∈]0, 1] and k(z) = 1
2

∫∞
0 e−

m2

2v |z|2− v
2 dv. Notice that we skip the index X in the expectation as

we only consider expectations with respect to the family (Xǫ)ǫ in the following (no distinction with the
Brownian motion is needed).

We want to evaluate the quantity

P

( Mγ(B(0, 16r))

Mγ(B(0, r))1−η
> 1

)
. (A.2)

Recall that the massive free field is star scale invariant in the sense of [1], meaning that for ǫ > 0 we have
the following equality in law

Mγ(dz) = eγXǫ(z)− γ2

2 E[Xǫ(z)
2]ǫ2M ǫ

γ(dz/ǫ)

where M ǫ
γ is a random measure independent of Xǫ with the same law as Mγ . So we can write

Mγ(B(0, r)) =r2eγXr(0)− γ2

2 E[Xr(0)
2]

∫

B(0,r)

eγYr(z)M r
γ (dz)

where Yr(z) = Xr(z)−Xr(0) is independent of M
r
γ . Therefore

Mγ(B(0, r)) > r2eγXr(0)− γ2

2 E[Xr(0)
2]eγminz∈B(0,r) Yr(z)M r

γ (B(0, 1)).

In the same way,

Mγ(B(0, 16r)) 6 r2eγXr(0)−γ2

2 E[Xr(0)
2]eγ maxz∈B(0,16r) Yr(z)M r

γ (B(0, 16)).

We deduce for some δ1, δ2 > 0 (to be determined later)

P

( Mγ(B(0, 16r))

Mγ(B(0, r))1−η
> 1

)

6 P

(
r(2+

γ2

2 )ηeηγXr(0)eγ maxz∈B(0,16r) Yr(z)M r
γ (B(0, 16)) > e(1−η)γminz∈B(0,r) Yr(z)M r

γ (B(0, 1))1−η
)

6 P

(
r(2+

γ2

2 )ηeηγXr(0)r−γδ1M r
γ (B(0, 16)) > r(1−η)γδ2M r

γ (B(0, 1))1−η
)

+ P

(
max

z∈B(0,16r)
Yr(z) > − δ1 ln r

)
+ P

(
min

z∈B(0,16r)
Yr(z) 6 δ2 ln r

)
. (A.3)

Let us denote by F the function defined for x ∈ R by

F (x) =
1√
2π

∫ ∞

x

e−
u2

2 du

and by Z the random variable Z =
Mγ (B(0,2))

Mγ (B(0,1))1−η . We have for any a > 0

P

(
r(2+

γ2

2 )ηeηγXr(0)r−γδ1M r
γ (B(0, 16)) > r(1−η)γδ2M r

γ (B(0, 1))1−η
)

6 P

(
Xr(0) > (ηγ)−1

(
(2 +

γ2

2
)η − (1− η)γδ2 − γδ1

)
ln

1

r
+ (ηγ)−1 lnZ−1

)

=F
(
(ηγ)−1

(
(2 +

γ2

2
)η − (1 − η)γδ2 − γδ1

)
(− ln r)1/2 + (ηγ)−1(− ln r)−1/2 lnZ−1

)

6 F
(
(ηγ)−1

(
(2 +

γ2

2
)η − (1 − η)γδ2 − γδ1 − a

)
(− ln r)1/2

)

+ P(lnZ−1
6 a ln r). (A.4)
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Let us estimate the last probability in the latter expression. For q < 4/γ2 and p, p̄ > 1 such that p−1+p̄−1 = 1
and pq < 4/γ2, we have by using in turn the Markov inequality and the Hölder inequality

P(lnZ−1
6 a ln r) = P(Z > r−a)

6 raqE[Zq]

6 raqE[Mγ(B(0, 16))pq]1/pE[Mγ(B(0, 1))−p̄q(1−η)]1/p̄. (A.5)

Because of our choice of p, q the first expectation E[Mγ(B(0, 16))pq] is finite (existence of moments up to
4/γ2 [16, 26]) as well as the second E[Mγ(B(0, 1))−p̄q(1−η)] (existence of negative moments of all orders
[26]).

Finally we estimate the probabilities involving the max and min in (A.3). The key point is to observe
that the Gaussian process Yr does not fluctuate too much in such a way that its maximum (and minimum)
possesses a Gaussian right tail distribution. From the covariance structure (A.1), it is easy to observe that

max
z∈B(0,16r)

γYr(z) = max
z∈B(0,16)

γYr(rz) and ∀z, z′ ∈ B(0, 16), E[(Yr(rz) − Yr(rz
′))2] 6 C|z − z′|.

Using for example [21](Thm. 7.1, Eq. (7.4)), one can then deduce

∀x > 1, sup
r

P( max
z∈B(0,16r)

Yr(z) > x) 6 Ce−cx2

for some constants C, c > 0 which does not depend on r (a similar relation holds for the left tail distribution
of the minimum).

Now we gather the previous relations and to fix the values of the parameters δ, δ1, δ2, a, q. Let us choose
a′ such that

0 < a′ < (2 + γ2/2)η and a′
4

γ2
> 2.

(This is possible since η > ηc.) By continuity, we can find δ1, δ2, a, q > 0 such that

(2 +
γ2

2
)η − (1 − η)γδ2 − γδ1 − a > 0 and aq > 2.

By gathering (A.3)+(A.4)+(A.5) and standard estimates on the asymptotic behaviour of F for large x, we
get for some c > 0

P

( Mγ(B(0, 16r))

Mγ(B(0, r))1−η
> 1

)
6 ce

− (2+
γ2

2
−(1−η)γδ2−γδ1−a)2

2γ2η2 (ln r)2
+ craq + e−cδ21(ln r)2 + e−cδ22(ln r)2

in such a way that that for some δ′ > 0

sup
r∈]0,1]

r−2−δ′
P

( Mγ(B(0, 16r))

Mγ(B(0, r))1−η
> 1

)
< ∞. (A.6)

It remains to conclude. Let us consider the square S = [0, 1]2 and let us denote byDn the dyadic numbers

of the square of order n, i.e. of the form x = ( k
2n ,

k′

2n ) for some k, k′ ∈ [0, 2n] ∩ N. We have by invariance
under translations of Mγ and (A.6)

P

(
max
x∈Dn

Mγ(B(x, 16 × 2−n))

Mγ(B(x, 2−n))1−η
> 1

)
6

∑

x∈Dn

P

(Mγ(B(x, 16 × 2−n))

Mγ(B(x, 2−n))1−η
> 1

)

=22nP
(Mγ(B(0, 16× 2−n))

Mγ(B(0, 2−n))1−η
> 1

)

6 2−nδ′ .
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By using the Borel-Cantelli lemma, we deduce that there exists a random constant C such that

sup
n

max
x∈Dn

Mγ(B(x, 16× 2−n))

Mγ(B(x, 2−n))1−η
6 C.

Finally we consider any y ∈ S and r > 0. Let us consider n such that 2−(n+1) 6 r < 2−n. Let us denote by
x the point in Dn+2 which is the closest to y (in particular, notice that |x− y| 6 2−(n+2)). We have

Mγ(B(y, 2r)) 6 Mγ(B(x, 4 × 2−n))

6 CMγ(B(x, 2−(n+2)))1−η

6 CMγ(B(y, r))1−η ,

which completes the proof of the second relation.

We will prove now that the threshold given in Theorem A.1 is sharp in the context of lognormal mul-
tiplicative cascades (see [17] for further details). Let us recall briefly the setup. If x ∈ [0, 1], we will denote
by (xk)k > 1 ∈ {0; 1}N∗

its dyadic decomposition, i.e.

x =
∞∑

k=1

xk

2k
.

Dn ⊂ [0, 1] stands for the set of dyadic numbers of order n Dn =
{

k
2n ; k = 0, . . . , 2n

}
. We set D =

⋃
n Dn.

We denote by πn : [0, 1] → Dn the projection of [0, 1] onto Dn, i.e.

∀x ∈ [0, 1], πn(x) =

n∑

k=1

xk

2k
.

Let us set Ikn = [ k
2n ,

k+1
2n [ for k = 0, . . . , 2n − 1 and for x ∈ [0, 1[, we denote by In(x) the unique interval

among the family (Ikn)k=0,...,2n−1 containing x.
Consider a sequence of i.i.d. random variables (Xi)i∈D indexed by the set D =

⋃
n Dn of dyadic numbers

of [0, 1] with common law that of a standard Gaussian random variable.
Finally, for γ > 0 such that γ2 < 2 ln 2, we consider the multiplicative cascade measure µ defined by

µ(dx) = lim
n→∞

eγXπ1(x)+···+γXπn(x)−γ2/2n dx.

For η > 0, we want to study the maximum of µ(In(y))
µ(In+1(y))1−η for y ∈ [0, 1].

Theorem A.3. If η < γ2

γ2+2 ln 2 , then for all R > 0

lim
n→∞

P

(
max
y∈[0,1]

µ(In(y))

µ(In+1(y))1−η
> R

)
= 1.

Proof. In the context of multiplicative cascades, there exists an independent family of random variables

(Z
(n+1)
y )y∈Dn+1 with law µ[0, 1] and such that for all x ∈ [0, 1]

µ(In+1(x)) =
1

2n+1
eγXπ1(x)+···+γXπn+1(x)−γ2/2(n+1)Z

(n+1)
πn+1(x)

.

The total mass µ[0, 1] is such that there exists α > 0, more precisely α = 2 ln 2
γ2 , such that P(µ[0, 1] > u) ∼ 1

uα

for u → ∞. Hence, from the Borel-Cantelli lemma, we get that for all δ > 0, there exists a random constant
c such that

lim
n→∞

P
(

max
y∈Dn+1

Z(n+1)
y > 2n/α−δ

)
= 1. (A.7)
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For y ∈ Dn+1 we denote by yc the unique element of Dn+1 such that πn(y) = πn(y
c) and y 6= yc.

Furthermore, for y ∈ [0, 1[, we set Zn(y) =
1
2n e

γXπ1(y)
+···+γXπn(y)−γ2/2n. Then we have for all R > 0

P

(
max

y∈Dn+1

µ(In(y))

µ(In+1(yc))1−η
> R

)

=P

(
max

y∈Dn+1

2ηZn(y)
η
eγXπn+1(y)

−γ2/2Z
(n+1)
πn+1(y)

+ eγXπn+1(y
c)−γ2/2Z

(n+1)
πn+1(yc)

(Z
(n+1)
πn+1(yc))

1−η
> R

)

> P

(
max

y∈Dn+1

Zn(y)
η e

γXπn+1(y)
−γ2/22n/α−δ

(Z
(n+1)
πn+1(yc))

1−η
> 2−ηR2−n/α+δ

)
− P

(
max

y∈Dn+1

Z(n+1)
y 6 2n/α−δ

)
.

A simple computation on the maximum of Gaussian random variables (similar to the proof of Theorem A.1)

shows that for η such that η < 1
α(1+γ2/(2 ln 2)) = γ2

γ2+2 ln 2 , we have

lim
n→∞

P

(
max

y∈Dn+1

Zn(y)
η e

γXπn+1(y)
−γ2/22n/α−δ

(Z
(n+1)
πn+1(yc))

1−η
> 2−ηR2−n/α+δ

)
= 1.

We conclude with (A.7).
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