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HAMILTONIAN IDENTIFICATION IN PRESENCE OF LARGE PERTURBATIONS

Ying FU1 and Gabriel TURINICI2

Abstract. The inversion problem of recovering the Hamiltonian and dipole moment is considered
in a quantum control framework. The inversion process uses as inputs some measurable quantities
(observables) for each admissible control; however the implementation of the control is noisy (the
perturbations are additive constants in a countable set of values) and therefore the data available is
only in the form of the law of the measured observable. Nevertheless it is proved that the inversion
process still has unique solutions (up to some phase factors). Numerical illustrations support the
theoretical results.
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1. Introduction and motivation

Successful manipulation of quantum dynamics (for a recent review see [6] and references therein) leads to
interesting prospects among which is the possibility to identify the system through measurements of control-
dependent observations. This technique, called quantum identification or quantum inversion, was documented
both theoretically [2,5,13,23] and numerically [7,9,15]. However although the numerical implementations show
interesting robustness of the identification process with respect to noise, there is less theoretical guidance to
explain this fact. In this context we propose a result that addresses this question. More specifically we start
from the setting in [13] and introduce the possibility that the control is subject at each time to unknown
perturbations. Since the actual control that acted on the system is unknown only a probability law of the
observation can be recovered. We show that under technical conditions knowing this law allows to determine
uniquely (up to phase factors) the free Hamiltonian and dipole moment (the observations are the populations
of the quantum system).

The balance of the paper is as follows: in Section 2 we make explicit the model and assumptions used. The
main theoretical results are given in Section 3 while a numerical application is presented in Section 4. Some
closing remarks are present in Section 5.

1.1. Notations

We introduce the following notations

• LM1,M2,··· ,Mm
is the Lie algebra spanned by matrices M1, M2, · · · , Mm;

• X∗ is the adjoint of the matrix X; the adjoint is the transpose conjugate (and works for vectors too);
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• HN is the set of all Hermitian matrices HN = {X ∈ C
N×N |X∗ = X};

• SN is the unit sphere of CN : SN = {v ∈ C
N |‖v‖ = 1}.

• Ψ(t, H, u(·), µ, Ψ0) is the solution of the equation (1) below;
• λk(X), k = 1, ..., N are the eigenvalues of X ∈ HN taken in increasing order; we also introduce φk(X)

k = 1, ..., N to be the eigenvectors of X (forming a basis of CN ) corresponding to eigenvalues λk(X);
• {ek; k = 1, ..., N} is the canonical basis of RN .

2. The model

We present the mathematical framework following closely the notations of the previous work [13].
Consider a controlled quantum system with time-dependent wave-function Ψ(t) satisfying the Schrödinger

equation:
{

iΨ̇ = (H + u(t)µ)Ψ

Ψ(0) = Ψ0,
(1)

where H is the internal (”‘free”’) Hamiltonian and µ the coupling operator between the control u(t) and the
system. We work in a finite dimensional framework, therefore H, µ ∈ HN . The goal is to determine the matrix
entries of H and µ from laboratory measurements of some observables depending on Ψ(t). The control u(t) can
be changed in order to gather enough information on the system.

However, contrary to [13] we allow in this work some time independent perturbations to appear in the control
u(t). That is, in practice the nominal control intensity required by the experimentalist denoted ǫ(t) is perturbed
by Y when the control is implemented which means that u(t) = ǫ(t) + Y ; here Y a discrete random variable
with possible outcomes y1, y2, .... We assume that the law of the random variable Y is time independent.
Such perturbation models have already been used in the quantum computing literature under the name ”fixed
systematic errors” or ”low frequency noise” (see [10–12,18]).

The perturbation Y is unknown and thus Ψ(t) is a random variable, as are all measurements depending
on Ψ(t). Repeating the control experiment several times the experimentalist will only known the law of the
measurements. From now on we will denote by LY Z the law of the random variable Z that depends on the
randomness present in Y .

Two different settings are considered depending on which parameters are to be identified and the nature of
the information available:

(1) Setting (S1): The Hamiltonian H is known and the goal is to identify the dipole moment µ. The
measurements concern the populations of the eigenstates φi(H) i.e., the law LY |〈Ψ(t), φk(H)〉|2 is
known for all instants t ≥ 0 and all k = 1, ..., N . This is performed with as many control amplitudes
ǫ(t) as required.

(2) Setting (S2): Neither H nor the dipole moment µ are known and have to be identified. Nevertheless,
the eigenvalues of the Hamiltonian H are assumed to be known (this assumption is relevant in practice,
see [13]). Here, we measure the law LY |〈Ψ(t), ek〉|2 of the populations along {ek; k = 1, ..., N} for all
instants t > 0 and all control amplitudes ǫ(t).

Remark 2.1. In most of the experiments, the experimentalist only measures one observable (but can repeat
the experiment many times). This means that no information is available on the joint distribution of, say,
|〈Ψ(t), φ1〉|2 and |〈Ψ(t), φ2〉|2.

Two fundamental questions concerning the well-posedness of this problem arise: the existence and the uniqueness
of the Hamiltonian, and/or the dipole moment, compatible with the given measurements. In this work we only
study the uniqueness (and suppose that the model matches perfectly the observations).
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3. Main results

3.1. Technical preliminaries: previous results

We recall the following two results from [13].

Theorem 3.1. Let µ1, µ2 ∈ HN (dipole moments), H ∈ HN (Hamiltonian) and Ψ1
0, Ψ2

0 ∈ SN . We suppose that
the following three assumptions hold true:

(A1): LiH,iµ1 = su(N).

(A2): The transitions (λj(H))N
j=1 are non-degenerate, i.e. λi1

(H) − λj1
(H) 6= λi2

(H) − λj2
(H) for i1 6= j1,

i2 6= j2 and (i1, j1) 6= (i2, j2).

(A3): The diagonal part of the dipole moment µ1 et µ2, when written in the eigenbasis of the Hamiltonian
H, is zero: 〈φi(H)|µ1|φi(H)〉 = 0 et 〈φi(H)|µ2|φi(H)〉 = 0 ∀i = 1, .., N .

Suppose that the two states produce identical observations that is:

|〈Ψ(t, H, ǫ, µ1, Ψ1
0)|φi〉| = |〈Ψ(t, H, ǫ, µ2, Ψ2

0)|φi〉| ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+), ∀i = 1, .., N. (2)

Then there exists (αi)
N
i=1 ∈ R

N such that:

∀i, j = 1, .., N, (µ1)ij = ei(αi−αj)(µ2)ij . (3)

Remark 3.2. In general, (A1) is a sufficient condition for the controllability. However, under the hypothesis
(A2) the hypothesis (A1) is equivalent to the controllability (see [1, 20, 21]) Moreover, (A1), (A2) and (A3)
imply LiH,iµ2

= su(N).

Remark 3.3. The assumption (A3) can be made without loss of generality according to [13].

Theorem 3.4. Let H1, H2 ∈ HN (Hamiltonians), µ1, µ2 ∈ HN (dipole moments), Ψ1
0, Ψ2

0 ∈ SN .
Introduce the following assumption:
(A4): λk(H1) = λk(H2), ∀k = 1, ..., N .
Suppose that the two states produce identical observations that is:

|〈Ψ(t, H1, ǫ, µ1, Ψ1
0)|ei〉| = |〈Ψ(t, H2, ǫ, µ2, Ψ2

0)|ei〉| ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+), ∀i = 1, .., N, (4)

where (ei)1≤i≤N is the canonical basis of RN .
We suppose N ≥ 3. Then under the assumptions (A1), (A2), (A3) and (A4) for both systems, there exists

(αi)
N
i=1 ∈ R

N such that, in the canonical basis, for all 1 ≤ i, j ≤ N ,

(µ1)jk = ei(αj−αk)(µ2)jk and (H1)jk = ei(αj−αk)(H2)jk. (5)

Remark 3.5. Under assumptions (A1), (A2), (A3) and (A4) for the first system, we also have LiH2,iµ2
=

su(N).

A simultaneous controllability result was proved recently in [4]:

Theorem 3.6. Let α1,...,αK ∈ R be real constants such that αi 6= αj ∀i 6= j. Consider the collection of control
systems on SU(N):

{
dXℓ(t)

dt = {A + (u(t) + αℓ)B}Xℓ(t),

Xℓ(0) = Xℓ,0 ∈ SU(N).
(6)

Suppose that L[A,B],B = su(N). Then there exists TA,B,α1,...αK
such that the collection of system (7) is si-

multaneously controllable at any time T ≥ TA,B,α1,...αK
, that is for any X̄1,...,X̄K ∈ SU(N) there exists

u(t) : [0, T ] → R mesurable such that Xℓ(T ) = X̄ℓ ∀ℓ = 1, ..., K.
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Let (Ω, F ,P) be a discrete probability space, V = {yℓ ∈ R
d|ℓ ∈ I ⊂ N} a set of values in R

d (possibly infinite)
and let Y : Ω → V be a random variable.

3.2. Technical preliminaries: a correspondence lemma

We introduce here a technical tool that will be used throughout the paper. Let Oa : CN → R a = 1, 2 and
h : Rd+1 → R be analytic functions.

Lemma 3.7. Let Aa, Ba ∈ su(N), ǫ ∈ L1
loc(R+) and denote by Xa the solutions of

{
dXa(t,yℓ,ǫ)

dt = (Aa + h(ǫ(t), yℓ)Ba)Xa(t, yℓ, ǫ).

Xa(0, yℓ, ǫ) = Id ∈ SU(N)
(7)

for a = 1, 2 and any ℓ ∈ I. Suppose that the following equality in law holds

LY (O1(X1(t, Y, ǫ))) = LY (O2(X2(t, Y, ǫ))) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+) (8)

Then for any ℓ ∈ I, there exists κO1,O2(ℓ) ∈ I such that

O1(X1(t, yℓ, ǫ)) = O2(X2(t, yκO1,O2 (ℓ), ǫ)) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+) (9)

Proof. The proof is divided in 4 steps. Fix an index ℓ. First, we find a κ depending on T , t and ǫ. Then, we
prove that κ is independent of t, ǫ and T successively.
Step 1:
Fix a time t and a control ǫ. We introduce the notation:

vk
a = Oa(Xa(t, yk, ǫ)), a = 1, 2 and k ∈ I.

Then ∀f ∈ C0:
∑

k∈I

f(vk
1 )ξk =

∑

k′∈I

f(vk′

2 )ξk′ . (10)

Let us choose fn to be the density of the normal distribution with mean vℓ
1 and variance 1

n2 , n = 1,2,... In
particular (fn)n≥1 converges weakly to the Dirac measure δvℓ

1
. So, when n → +∞, we have

∑

k∈I/vk
1 =vℓ

1

ξk =
∑

k′∈I/vk′
2 =vℓ

1

ξk′ . (11)

Yet, ℓ ∈ {k ∈ I/vk
1 = vℓ

1}.Then
∑

k′∈I/vk′
2 =vℓ

1

ξk′ =
∑

k∈I/vk
1 =vℓ

1

ξk ≥ ξℓ > 0.

Therefore {k′ ∈ I/vk′

2 = vℓ
1} 6= ∅. In addition, as

∑

k∈N
ξk = 1 and ξk > 0 for all k, there exists a n0

such that
∑

k≥n0
ξk < ξℓ. So we have {k′ ∈ I/vk′

2 = vℓ
1} ∩ {1, 2, .., n0} 6= ∅. As this is true for all t and ǫ,

∃κ1(t, ǫ) ∈ {1, 2, .., n0} that v
κ1(t,ǫ)
2 = vℓ

1. The function κ1 takes values in the set {k ∈ I/vk
2 = vℓ

1}∩{1, 2, .., n0}.
If the set has more than one element, any element can be chosen. We obtain for all t, ǫ:

O1(X1(t, yℓ, ǫ)) = O2(X2(t, yκ1(t,ǫ), ǫ)). (12)

Step 2:
Let T = m ∈ N

∗ and n ∈ N
∗. We consider the space PT,n of piecewise constant controls PT,n = {f : [0, T ] →
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R|f = α11[0, T
n

] + α21] T
n

, 2T
n

] + ... + αn1
]

(n−1)
n

T,T ]
, α1, ..., αn ∈ R}. Denote α = (α1, ..., αn). So that ∀k ∈ I, we

can define the functions gk from [0, T ] × R
n to R by

gk(t, α) = O2(X2(t, yk, ǫ)) − O1(X1(t, yℓ, ǫ)).

We know that

Xa(t, yk, ǫα) = e
(A+h(α

⌊ t
n

⌋+1
,yk)Ba)(t−⌊ t

n
⌋n)

⌊ t
n

⌋
∏

j=1

e(A+h(αj ,yk)Ba) T
n a = 1, 2, (13)

with A = −iH, B1 = −iµ1 and B2 = −iµ2. Therefore the functions Xa are analytic in t and α (the function
h is analytic in α), and since Oa are analytic, the functions gk are analytic. We denote Ak = {(t, α) ∈
[0, T ] × R

n/gk(t, α) = 0}. Each Ak is closed because gk are continuous. In Step 1, it is proved that

∃κP
T : [0, T ] × R

n → {1, 2, ..., n0} such that ∀(t, α) ∈ [0, T ] × R
n gκP

T
(t,α)(t, α) = 0. (14)

So
⋃

k∈I∩{1,··· ,n0} Ak = [0, T ] × R
n. By Baire’s theorem, it exists a k such that Ak has an interior point.

This means that gk is analytic and identically zero on a not empty open set. Therefore, gk ≡ 0. So ∀m, n,
∃κ2(m, n) ∈ {1, 2, .., n0} ∩ I such that gκ2(m,n)(t, ǫ) = 0, ∀t ∈ [0, m] and for any control ǫ ∈ Pm,n.

Step 3:
Fix again m and take nl = 2l. Denote Bl = {k ∈ I ∩ {1, 2, .., n0}/gk(t, ǫ) = 0, ∀ǫ ∈ Pm,nℓ

}. In Step 2 it is
proved that Bl is not empty for all l. Obviously (Bl)l∈N is a decreasing sequence and Bl becomes stable from
a certain term, thus B∞ 6= ∅. This means ∀m, ∃κ3(m) ∈ I ∩ {1, 2, .., n0} such that gκ3(m)(t, ǫ) = 0, ∀t ∈ [0, m]

and ∀ǫ ∈ Pm,nℓ
. Yet,

⋃∞
ℓ=1 Pm,2ℓ is dense in L1([0, m]). So we have ∀m, ∃κ3(m) ∈ I ∩ {1, 2, .., n0} such that

gκ3(m)(t, ǫ) = 0, ∀t ∈ [0, m] and for any control ǫ in L1([0, m]).
Step 4:

Denote Cm = {k ∈ I ∩ {1, 2, .., n0}/gk(t, ǫ) = 0 ∀ǫ ∈ L1
loc(R+), ∀t ∈ [0, m]}. The sequence (Cm)n∈N is

decreasing with Cm 6= ∅ ∀m ∈ N. So we have ∩k≥1Ck 6= ∅.

3.3. Setting (S1)

In this section and section 3.4, we suppose that d = 1, which means Y takes values in R. The main result is
the following:

Theorem 3.8. Let µ1, µ2 ∈ HN (dipole moments), H ∈ HN (Hamiltonian), Ψ1
0, Ψ2

0 ∈ SN and denote for
y ∈ R, a = 1, 2 : Ψa(t, y) = Ψ(t, H, ǫ(·) + y, µa, Ψa

0). Suppose that the observations of these two states follow
the same law, that is:

LY (〈ΦiΨ1(t, Y )|Ψ1(t, Y )〉) = LY (〈ΦiΨ2(t, Y )|Ψ2(t, Y )〉) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+) (15)

∀i = 1, .., N, with Φi = φi(H)φi(H)∗ (the projector on φi(H)). Then under the assumptions (A1),(A2) and
(A3), there exists (αi)

N
i=1 ∈ R

N such that, in the eigenbasis of H:

∀j, k = 1, .., N, (µ1)jk = ei(αj−αk)(µ2)jk. (16)

Proof. We renote for simplicity φk = φk(H). The two observations have the same law, so ∀f ∈ C0

∑

k∈I

f(〈ΦiΨ1(t, yk)|Ψ1(t, yk)〉)ξk =
∑

k∈I

f(〈ΦiΨ2(t, yk)|Ψ2(t, yk)〉)ξk (17)
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with ξk = P(Y = yk). Recall that Ψa(t, Y ) = Xa(t, Y, ǫ)Ψa(0, Y ) with Xa solutions of (8), where Aa = −iH
and Ba = −iµa, a = 1, 2. We apply the Lemma 3.7 to Oi

a(X) = 〈ΦiXΨa
0 |XΨa

0〉, a = 1, 2 which are obviously
analytic on Ψ, for all i = 1, ..., N and h(ǫ(t), yℓ) = ǫ(t) + yℓ. Then:

〈ΦiΨ1(t, y1)|Ψ1(t, y1)〉 = 〈ΦiΨ2(t, yκ
Oi

1
,Oi

2
(1))|Ψ2(t, yκ

Oi
1

,Oi
2

(1))〉. (18)

We differentiate formula (18) with respect to time:

(ǫ(t) + y1)I(〈µ1Ψ1(t, y1)|φi〉〈Ψ1(t, y1)|φi〉)

=(ǫ(t) + yκ
Oi

1
,Oi

2
(1))I(〈µ2Ψ2(t, yκ

Oi
1

,Oi
2

(1))|φi〉〈Ψ2(t, yκ
Oi

1
,Oi

2
(1))|φi〉),

for all i = 1, 2, .., N . Fix i, if ∃Ψ such that

I(〈µ1Ψ|φi〉〈Ψ|φi〉) 6= 0,

then by controllability we can choose T > 0 and ǫ(t) such that Ψ1(T, y1) = Ψ. We can also choose ǫ(T ) =
−yκ

Oi
1

,Oi
2

(1), which implies:

(−yκ
Oi

1
,Oi

2
(1) + y1)I(〈µ1Ψ|φi〉〈Ψ|φi〉) = 0. (19)

Therefore κOi
1,Oi

2
(1) = 1. If ∀i, κOi

1,Oi
2
(1) = 1, then with a change of control ǫ(t) → ǫ(t) + y1, we can use

Theorem 3.1. Now we suppose that ∃j such that ∀Ψ ∈ C
N ,

I(〈µ1Ψ|φj〉〈Ψ|φj〉) = 0,

then φj is an eigenstate of µ1; φj is a common eigenstate of H and µ1, so if we start with an initial state φj ,
one stays in the space of basis {φj} whatever the control, which contradicts the assumption of controllability.

Corollary 3.9. Let µ1, µ2 ∈ HN (dipole moments), H ∈ HN (Hamiltonian) and denote for a = 1, 2 by ρa the
solution of:

{

i ρ̇a(t, Y ) = [H + (ǫ(t) + Y )µa, ρa(t, Y )]

ρa(0, Y ) = ρa
0 .

(20)

Suppose that the observations of these two states follow the same law:

LY (Tr(Φiρ1(t, Y )) = LY (Tr(Φiρ2(t, Y )) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+) (21)

for all i = 1, .., N, with Φi = φi(H)φi(H)∗. Then under the assumptions (A1),(A2) and (A3), there exists
(αi)

N
i=1 ∈ R

N such that, in the eigenbasis of H:

∀j, k = 1, .., N, (µ1)jk = ei(αj−αk)(µ2)jk. (22)

Remark 3.10. Recall that ρa(t, yℓ) = Xa(t, yℓ, ǫ)ρa
0Xa(t, yℓ, ǫ)∗, a = 1, 2. For the proof of the corollary we

apply Lemma 2.1 to Oi
a(X) = Tr(ΦiXρa

0X∗), a = 1, 2, for all i = 1, ..., N .

3.4. Setting (S2)

Theorem 3.11. Let µ1, µ2 ∈ HN (dipole moments), H1, H2 ∈ HN (Hamiltonian), Ψ1
0, Ψ2

0 ∈ SN and denote for
y ∈ R, a = 1, 2 : Ψa(t, y) = Ψ(t, Ha, ǫ(·) + y, µa, Ψa

0). Suppose that the observations of these two states follow
the same law:

LY (〈EiΨ1(Y, t)|Ψ1(Y, t)〉) = LY (〈EiΨ2(Y, t)|Ψ2(Y, t)〉) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+) (23)
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∀i = 1, .., N, with Ei = eie
∗
i (the projector on ei). We suppose N ≥ 3.

In this case, the assumption (A1) is replaced by a stronger assumption (A1’):
(A1’): L[H1,µ1],iµ1

= su(N) or L[H2,µ2],iµ2
= su(N).

Then under the assumptions (A1’),(A2), (A3) and (A4), there exists (αi)
N
i=1 ∈ R

N such that, in the canonical
basis, for all 1 ≤ i, j ≤ N ,

(µ1)jk = ei(αj−αk)(µ2)jk and (H1)jk = ei(αj−αk)(H2)jk. (24)

Remark 3.12. The assumptions (A1) and (A2) do not implies (A1’)( see Remark 1 in [4]). Assumption
(A1)’ is required for the simultaneous controllability, see Theorem 3.6.

Proof. Suppose that L[H2,µ2],iµ2
= su(N). We apply the Lemma 3.7 to Oi

a(X) = 〈EiXΨa
0 |Ψa

0〉, a = 1, 2, which
are analytic, for all i = 1, ..., N . Hence:

〈EiΨ1(t, yℓ)|Ψ1(t, yℓ)〉 = 〈EiΨ2(t, yκ
Oi

1
,Oi

2
(ℓ))|Ψ2(t, yκ

Oi
1

,Oi
2

(ℓ))〉 (25)

for all i = 1, 2, .., N and all l ∈ I. By replacing ǫ(t) + yℓ by ǫ(t), we obtain that for any ǫ(t), any ℓ, n ∈ I and
t ≥ 0:

〈EiΨ2(t, yκ
Oi

1
,Oi

2
(ℓ)−yℓ)|Ψ2(t, yκ

Oi
1

,Oi
2

(ℓ)−yℓ)〉 = 〈EiΨ1(t, 0)|Ψ2(t, 0)〉 = 〈EiΨ2(t, yκ
Oi

1
,Oi

2
(n)−yn)|Ψ2(t, yκ

Oi
1

,Oi
2

(n)−yn)〉

(26)
If yκ

Oi
1

,Oi
2

(ℓ) − yℓ 6= yκ
Oi

1
,Oi

2
(n) − yn, then according to the Theorem 3.6, we know that

{

iẊℓ(t) = (H2 + (ǫ(t) + yκ
Oi

1
,Oi

2
(ℓ) − yℓ)µ2)Xℓ(t)

Xℓ(0) = X0
ℓ

(27)

and
{

iẊn(t) = (H2 + (ǫ(t) + yκ
Oi

1
,Oi

2
(n) − yn)µ2)Xn(t)

Xn(0) = X0
n

(28)

are simultaneously controllable. Thus there exists T > 0 such that Ψ2(t, yκ
Oi

1
,Oi

2
(ℓ)−yℓ) = ei and Ψ2(t, yκ

Oi
1

,Oi
2

(n)−

yn) = ej , which contradicts the equation (25). Thus ∃Ci ∈ R such that yκ
Oi

1
,Oi

2
(ℓ) = yℓ + Ci ∀l ∈ I. Recall

equation (10) in the Lemma 3.7:
∑

k∈I/vk
1 =vℓ

1

ξk =
∑

k′∈I/vk′
2 =vℓ

1

ξk′ (29)

Lemma 3.7 proves that for any control ǫ, vℓ
1 = v

κ
Oi

1
,Oi

2
(ℓ)

2 . Now for any η > 0, there exists nη such that
∑

k>nη
ξk ≤ η. According to Theorem 1.4, there exists a control ǫ and a time T > 0 such that Xκ

Oi
1

,Oi
2

(ℓ)(T ) = ei

and Xk = ej for all k ≤ nη and k 6= κOi
1,Oi

2
(ℓ). So for this ǫ,

ξℓ ≤
∑

k∈I/vk
1 =v

κ
Oi

1
,Oi

2

(ℓ)

2

ξk =
∑

k′∈I/vk′
2 =v

κ
Oi

1
,Oi

2

(ℓ)

2

ξk′ ≤ ξκ
Oi

1
,Oi

2
(ℓ) +

∑

k>nη

ξk ≤ ξκ
Oi

1
,Oi

2
(ℓ) + η (30)

Then for all η > 0, ξκ
Oi

1
,Oi

2
(ℓ) + η ≥ ξℓ which means ξκ

Oi
1

,Oi
2

(ℓ) ≥ ξℓ. In addition,
∑

k∈I ξk = 1. If Ci 6= 0, then

1 =
∑

k∈I ξk ≥
∑∞

m=1 E({Y = yl + mCi}) ≥
∑∞

m=1 ξℓ = ∞, which is absurd. Therefore Ci = 0. Now we are in
the case of Theorem 3.4.
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Corollary 3.13. Let µ1, µ2 ∈ HN (dipole moments), H1, H2 ∈ HN (Hamiltonians) and for a = 1, 2 denote by
ρa the solution of:

{

i ρ̇a(t, Y ) = [Ha + (ǫ(t) + Y )µa, ρa(t, Y )]

ρa(0, Y ) = ρa
0

(31)

Suppose that the observations of these two states follow the same law:

LY (Tr(Eiρ1(Y, t))) = LY (Tr(Eiρ2(Y, t))) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+) (32)

and for all i = 1, .., N, with Ei = eie
∗
i . We suppose N ≥ 3. Then under the assumptions (A1’),(A2), (A3)

and (A4) and, there exists (αi)
N
i=1 ∈ R

N such that, in the canonical basis, for all 1 ≤ i, j ≤ N ,

(µ1)jk = ei(αj−αk)(µ2)jk and (H1)jk = ei(αj−αk)(H2)jk. (33)

3.5. The polynomial case in setting (S1)

In this section d > 1 and we suppose that the value set V is bounded and not a subset of R × {(0, · · · , 0
︸ ︷︷ ︸

d−1

)}.

Here Y takes values in V ⊂ R
d so we can denote (Y )0, · · · , (Y )d−1 the components of Y .

Theorem 3.14. Let µ1, µ2 ∈ HN (dipole moments), H1 ∈ HN (Hamiltonian), Ψ1
0, Ψ2

0 ∈ SN and denote for

a = 1, 2, y ∈ V by Ψa(t, y) = Ψ(t, Ha,
∑d−1

n=0(y)nǫ(t)n, µa, Ψa
0). Suppose that the observations of these two states

follow the same law:

LY (〈ΦiΨ1(t, Y )|Ψ1(t, Y )〉) = LY (〈ΦiΨ2(t, Y )|Ψ2(t, Y )〉) ∀t ∈ R+, ∀ǫ ∈ L1
loc(R+), ∀i = 1, · · · , N, (34)

with Φi = φi(H)φi(H)∗. Suppose also ∃yℓ0
∈ V\(R× {(0, · · · , 0)

︸ ︷︷ ︸

d−1

}) with −yℓ0
/∈ V. Then under the assumptions

(A1),(A2) and (A3) for both systems, there exists (αi)
N
i=1 ∈ R

N such that, in the eigenbasis of H:

∀j, k = 1, .., N, (µ1)jk = ei(αj−αk)(µ2)jk. (35)

Proof. We use the similar arguments as in the proof of Theorem 3.8. For all i = 1, 2, · · · , N and all ℓ ∈ I such
that yℓ ∈ V\(R × {(0, · · · , 0)

︸ ︷︷ ︸

d−1

}):

d−1∑

n=0

(yℓ)nǫ(t)n
I(〈µ1Ψ1(t, yℓ)|φi〉〈Ψ1(t, yℓ)|φi〉)

=

d−1∑

n=0

(yκ
Oi

1
,Oi

2
(ℓ))nǫ(t)n

I(〈µ2Ψ2(t, yκ
Oi

1
,Oi

2
(ℓ))|φi〉〈Ψ2(t, yκ

Oi
1

,Oi
2

(ℓ))|φi〉).

Fix i, then we denote mµ1 = maxΨ∈SN−1(C) |I(〈µ1Ψ|φi〉〈Ψ|φi〉)| and mµ2 = maxΨ∈SN−1(C) |I(〈µ2Ψ|φi〉〈Ψ|φi〉)|.

Hypothesis (A1) assure that for any a = 1, 2, ∀yℓ ∈ V\(R×{(0, · · · , 0)
︸ ︷︷ ︸

d−1

}), the system (1) for u(t) =
∑d−1

n=0(yℓ)nǫ(t)n

is controllable, see [19]. Thus there exists Ψ0 such that

|I(〈µ1Ψ0|φi〉〈Ψ0|φi〉)| = mµ1 ,
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then by controllability we can choose T > 0 and ǫ(t) such that Ψ1(T, y1) = Ψ0 and ǫ(T ) be equal to any
predefined value. So we have for any ǫ(T ):

|
d−1∑

n=0

(yℓ)nǫ(T )n| ≤
mµ2

mµ1

|
d−1∑

n=0

(yκ
Oi

1
,Oi

2
(ℓ))nǫ(T )n|. (36)

Similarly, we also have ∀ǫ(T )

|
d−1∑

n=0

(yℓ)nǫ(T )n| ≥
mµ2

mµ1

|
d−1∑

n=0

(yκ
Oi

1
,Oi

2
(ℓ))nǫ(T )n|. (37)

The inequalities (36) and (37) imply that yκ
Oi

1
,Oi

2
(ℓ) = γℓ,iyℓ with γℓ,i = ±

mµ1

mµ2
. By changing the role of µ1 and

µ2 we can suppose that
mµ1

mµ2
≥ 1. If

mµ2

mµ1
> 1 then for ℓ = ℓ0, |y

κ
(n)

Oi
1

,Oi
2

(ℓ0)
| = (

mµ1

mµ2
)n|yℓ0

| → +∞ when n → +∞,

which contradicts the fact that the value set V is bounded. Here κ(n) = κ ◦ · · · ◦ κ
︸ ︷︷ ︸

n times

. So we can conclude that

mµ1

mµ2
= 1. As −yℓ0 /∈ V, we have γℓ0,i = 1 for all i = 1, 2, · · · , N .

According to [19], for any polynomial P of degree ≥ 1, the set of attainable states

{

Ψ

(

t,

(
H 0
0 H

)

, v,

(
µ1 0
0 µ2

)

,

(
Ψ0

1

Ψ0
2

))∣
∣
∣
∣
t ≥ 0, v ∈ L1

loc

}

, (38)

is the same as the set of attainable states

{

Ψ

(

τ,

(
H 0
0 H

)

, P (w),

(
µ1 0
0 µ2

)

,

(
Ψ0

1

Ψ0
2

))∣
∣
∣
∣
τ ≥ 0, w ∈ L1

loc

}

. (39)

Here the polynomial is P (X) =
∑d−1

n=0(yℓ0
)nXn. Since Ψ(τ, H, P (w), µ1, Ψ0

1) and Ψ(τ, H, P (w), µ2, Ψ0
2) have

the same observations, the states Ψ(t, H, v, µ1, Ψ0
1) and Ψ(t, H, v, µ2, Ψ0

2) will have the same observations for

any t ≥ 0 and v ∈ L1
loc. So now we can apply the Theorem 3.1 to Ψ̂1 and Ψ̂2.

Remark 3.15. The theorem is also true when V is symmetric with respect to the origin but the ensemble of two
systems (H, µ1) and (H, −µ1) is simultaneously controllable (for instance when the graph of µ1 is not bipartite,
see [17]). In this situation, one concludes as follows: ∀yℓ ∈ V\(R × {(0, · · · , 0) ∈ R

d−1}), if for example γℓ,i = 1
and γℓ,j = −1, then we control the system (H, µ1) to φi and the system (H, −µ1) to φj at time T ; we obtain
〈ΦiΨ1(T, yℓ)|Ψ1(T, yℓ)〉 = 1 and 〈ΦjΨ1(T, yℓ)|Ψ1(T, yℓ)〉 = 1 which is impossible. In this case the conclusion is

∀j, k = 1, .., N, (µ1)jk = ei(αj−αk)(µ2)jk. (40)

or

∀j, k = 1, .., N, (µ1)jk = −ei(αj−αk)(µ2)jk. (41)

When d = 1, (Y )0 ≡ 0 and (Y )1 is symmetric with respect to the origin, we see that for any ǫ(t), the laws of
the observables corresponding to (H, µ) and (H, −µ) are the same. Therefore, the alternative (41) can not be
eliminated.
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4. Numerical application

The tests are made for the setting (S2). We consider the 4-level system (N = 4) in [7] and want to recover
the Hamiltonian matrix Hreal and the dipole moment matrix µreal:

Hreal =







0.0833 −0.0038 −0.0087 0.0041
−0.0038 0.0647 0.0083 0.0038
−0.0087 0.0083 0.0036 −0.0076
0.0041 0.0038 −0.0076 0.0357







, µreal =







0 5 −1 0
5 0 6 −1.5

−1 6 0 7
0 −1.5 7 0







.

Note that:

Hreal = ePrealDe−Preal , D =







0 0 0 0
0 0.0365 0 0
0 0 0.0651 0
0 0 0 0.0857







, Preal =







0 1 −1 1
−1 0 1 1
1 −1 0 −1

−1 −1 1 0







.

As previously discussed, we suppose that the eigenvalues of Hreal are known, i.e., the matrix D is known.
So identifying Hreal is equivalent to identifying the anti-Hermitian rotation matrix Preal. The law of the
perturbation Y is known :

LY =
(

0.000156 0.000211 0.000975 0.000740 0.000679 0.000816 0.000224 0.001025 0.000066 0.000400
0.01818 0.03636 0.05454 0.07272 0.09090 0.10909 0.12727 0.14545 0.16363 0.18181

)

.

The first row represents the value set and the second row is the probability. The values are chosen at random

uniformly in [0, 0.1∗ ‖H‖l∞

‖µ‖l∞
= 0.0012] and the probability at random (uniformly) then rescaled to 1. The control

fields are of the form of ǫ(t) = exp
(
−40(t − T/2)2/T 2

) ∑

i 6=j Aijsin(ωijt + θij). Here ωij = λj(H) − λi(H) are
the transition frequencies between the eigenstates of H. The total simulation time is T = 3200 which means
about 10 periods of the smallest frequency. We choose Nǫ controls ǫ(t) drawing θij uniformly in [0, 2π] and Aij

uniformly in [0, 0.0012] and we define the functional to be minimized:

J (P, µ) =

Nǫ∑

i=1

N∑

j=1

T2(LY (|(Ψ(T, ePDe−P , ǫi, µ, Ψ0
1), LY (|(Ψ(T, Hreal, ǫi, µreal, Ψ0

real))). (42)

Here we use the bounded Lipschitz distance (see page 34-35 in [22]) T2 between two laws LY Z1 and LY Z2

defined as T2(LY Z1, LY Z2) =
√

∫ 1

0
|(F −1

Z1
(x) − G−1

Z2
(x)|2dx with F (respectively G) the cumulative distribution

function of Z1(respectively Z2)(see page 73-75 in [22] for details). Here N = 4 and Nǫ = 36. We start with a
10% relative error on µ and P and we use a classical unconstrained nonlinear optimization to minimize J (P, µ)
(we used the Gnu Octave [8, 16] procedure ”fminunc”). After 277 iterations, we find:

P277 =







0 0.999 −0.999 1.002
−0.999 0 1 0.999
0.999 −1 0 −1.002

−1.002 −0.999 1.002 0







, µ277 =







0 4.999 −0.998 −0.003
4.999 0 6 −1.5

−0.998 6 0 7
−0.003 −1.5 7 0







This corresponds to a 0.003% relative error on µ and a 0.001% relative error on P. We note that the histograms
of the real law and the final law are nearly the same. See figures 1 and 2 for details.

5. Perspectives and concluding remarks

Previous results were obtained under technical assumptions concerning the systems to identify and some
demanding assumptions on the observables. A related question is whether it is enough to only measure one
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Figure 1. The logarithm of J (left), the relative error on P(middle) and the relative error on
µ(right) as a function of the iteration index.

observable (and not N of them) at some final time T . We expect that if T is large enough and the system is
controllable this assertion is true.

Also interesting would be to consider time-dependent perturbations and more elaborate noise models (not
polynomial) and, of course, perturbations that can take values in an uncountable set (in the same spirit of [3,14]).
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Figure 2. The optimization algorithm iterates from the initial guess (P0, µ0) and con-
structs a sequence of estimations (Pk, µk). We plot here severals histograms of the laws
LY (|(Ψǫi

1 (T, Y ))j |2) for various choices of k and i = 1, · · · , 5 and j = 1, 2, 3, 4. In the top
picture are the histograms of the observations for the real law, in the middle picture are the
histograms for the initial guess k = 0 and in the bottom image the histograms for the final
iteration k = 277. The optimization worked well as there is an obvious match between the top
and the bottom histograms.
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