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2. DATA ANALYSIS AND COLLECTION
Web news stories have mostly been the source of analysis for
Future Retrieval as their temporal intent is usually easier to
define [4] [2] compared to Web snippets or Web documents
on general. Usually, Web news stories are informative or
scheduled events and rumors or prophecies are unlikely to
appear. However, our analysis of future-related Web snip-
pets shows that many rumors can be identified. We illustrate
these three text “genres” in the following three sentences.

1. Sony Ericsson release postponed for February 2011 due
to Software issues. (Informative - not predictable)

2. It has been announced that Qatar will host the 2022
FIFA World Cup. (Scheduled - predictable)

3. Avatar 2? in 2013? Cameron intends to complete his
next film in 3 to 4 years. (Rumor)

Unlike existing works [4] [2], which deal with Web news sto-
ries, we propose to use the entire Web to retrieve a large
spectrum of future-related Web documents. Moreover, [4]
[2] base their analysis on a small number of manually de-
fined queries (3 for [4] and 20 for [2]). In order to propose a
more robust set of experiments, we searched the Web based
on a set of 450 queries2 over 27 categories extracted from
Google Insights for Search3, which registers the hottest and
rising searches performed worldwide. In particular, queries
were extracted between January and October 2010.

To build our dataset, we used Yahoo! and Bing APIs to
retrieve 200 Web results for each query, thus giving rise to
a set of unique 62,842 Web snippets. In order to extract
the temporal information from the set of Web snippets, we
performed a pattern matching methodology as proposed in
[3], which focuses exclusively on years as in [1]4. From this
labeled data set, we extracted 508 future Web snippets from
a set of 5,777, which contained year dates. This means that
9.19% of the Web snippets contain year dates and only 0.81%
contain future dates. Moreover, a further analysis showed
that 82.48% of the future dates were related to a near future
(i.e. a few months after the query time) and only 17.52%
were related to a further future (i.e. at least one year after
the query time).

Based on our previous study about the “genres” of future-
related documents, we analyzed the distribution of the 508
extracted Web snippets according to these three categories
in Table 1. These results are particularly interesting, as
many future-related documents are scheduled documents as
shown in [2] and [4], although most of future-related texts
deal with informative statements, but also evidence gossips,
comments or even prophecies (e.g. Maya predictions of the
end of the world in 2012 have seriously scared some people).
As a consequence, we also studied the distribution of Web
snippets by text “genre” over their focus dates (i.e. near or
far future). The results are presented in Table 2 and show
that while informative texts tend to occur mostly within
near future dates, scheduled events and rumor texts happen
at distant years, especially for the gossip/rumour category.

2The queries do not contain time features.
3http://www.google.com/insights/search
4Our research is based on language-independent ephemeral
clustering. For that purpose, we only use year dates.

The final data set consists of 508 future-related Web snip-
pets, manually labeled as informative, scheduled or rumor
as well as if they occur in a near or far future. This data set
will be used to infer the impact of temporal features over
classification and clustering as shown in the next section.

3. EXPERIMENTS AND RESULTS
Our exploratory analysis tries to define whether the tem-
poral features play any role in future-related Web Snippet
classification and clustering or not. The basic idea is to un-
derstand whether the category of future-related documents
can be discovered by using only specific linguistic features
or it can be improved by including temporal features.

The first experiments, which we conducted are based on
whether a unigram model, combined or not with temporal
features, is able to classify future-related Web snippets by
their “genre” (i.e. informative, scheduled or rumors). For
that purpose, we built four different balanced data sets: (1)
one with all unigrams present in the Web snippets together
with their year dates (D1), (2) one with unigrams present
in the Web snippets withdrawing their year dates (D2), (3)
one with unigrams present in the Web snippets with their
year dates plus the mention of their belonging to a near or
far future (D3) and finally (4) one with unigrams present in
the Web snippets without their year dates plus the mention
of their belonging to a near or far future (D4). The experi-
ments were run on the basis of a 5-fold cross-validation for
boolean and tf.idf unigram features for five different classi-
fiers: the Naive Bayes algorithm (boolean), the Multinomial
Naive Bayes algorithm (tf.idf), the K-NN5 (boolean), the
Weighted K-NN6 (tf.idf) and the Multi-Class SVM (boolean
and tf.idf). Results are presented in Tables 3 and 4 and
show that the importance of the temporal features is het-
erogeneous for the classification task.

For the boolean case, both the Naive Bayes and the K-NN
show improved results with the use of explicit year dates
(i.e. D1 vs. D2 and D3 vs. D4). Moreover, the Naive Bayes
largely outperforms the K-NN in accuracy. However, the K-
NN shows the highest differences with and without explicit
time features (i.e. year dates). As a consequence, we can
confirm the results of [2] as the K-NN has been used with the
Euclidean Distance. However, with the SVM, which reaches
the best results overall, the impact of explicit time features is
negative. Indeed, best results are obtained without any men-
tion of time features. So, it would seem that the language
used in each text“genre”is enough to classify future informa-
tion. Interestingly, for the tf.idf representation, all results
(except one) are worst than for the boolean case. More-
over, the behavior of each algorithm changes. In particular,
all algorithms provide best results for D4 compared to D3,
which would mean that the explicit mention of time feature
would not benefit the classification task. However, the intro-
duction of the near/far future date feature improves results
overall, except for the Weighted K-NN. Another interesting
conclusion is the fact that all algorithms show improved re-
sults with D1 compared to D2 (even the Multi-Class SVM),
which would mean that the year dates are important in this
case, when the near/far future date feature is missing.

5K=10.
6K=10 and the 1/distance weight.



To complete our study, we also proposed a set of experiments
based on the well-known K-means clustering algorithm to
understand the impact of temporal features within this pro-
cess. The idea is to automatically retrieve three different
clusters (informative, scheduled and rumors) based on the
previous representations of Web snippets i.e. D1, D2, D3
and D4. As in the classification task, we provide experi-
ments for the boolean and tf.idf cases. Results are presented
in Table 5 and also show different results depending on the
representation of Web snippets. For the boolean case, the
introduction of explicit year dates only improves the results
when combined with the near/far future date feature. For
the tf.idf case, the use of the explicit time stamps improves
the results when the near/far future date feature is missing.
However, when the near/far future date feature is present,
the use of explicit year dates has a negative effect on the
results. In fact, this is not a surprise as the results of the
K-means are similar to the (Weighted) K-NN results, which
are all based on the Euclidean Distance.

The results obtained from our analysis are subject to dis-
cussion. Indeed, depending on the representation of Web
snippets and on the algorithm family, the temporal issue
may or may not have any influence. For the classification
task, the SVM gives the overall best results without any
temporal information with 79.22% accuracy for the boolean
case, although the same Multi-Class SVM shows improved
results for the tf.idf case when the near/far future date is
introduced, reaching 79.20% accuracy. Moreover, the prob-
abilistic learning and the lazy learning families always evi-
dence best results when any time feature is used, to the ex-
ception of the Multinomial Naive Bayes for D3. As such, we
can conclude that in most of the experiments, the time fea-
ture improves the results but this conclusion may not always
stand and the time feature must definitely be treated in a
special way depending on the learning algorithm and on the
Web snippet representation. For the clustering task, and in
particular for the for the K-means algorithm, the same con-
clusions can be drawn as for the lazy learning paradigm7.
However, further experiments should be proposed with dif-
ferent (e.g. probabilistic) clustering algorithms to assess new
exhaustive results.

4. CONCLUSION
In this paper, we proposed to analyze the impact of temporal
features upon classification and clustering of future-related
Web snippets. Our motivation for this study was the in-
conclusive results presented by [2], who show that temporal
features slightly help to cluster future-related Web snippets.
As a consequence, we proposed a set of exhaustive classifi-
cation and clustering experiments based on three different
future-related text “genres”: informative, scheduled and ru-
mors. Results show interesting issues as they depend on the
learning algorithms and the Web snippet representation. It
is true that fine-grained or coarse grained temporal features
usually improve future-related text classification and cluster-
ing, but this may not be always the case. As such, further
experiments must be carried out with different representa-
tions of time-related features in the learning process to reach
final conclusions.

7This can be easily explained as the K-means is also based
on the Euclidean Distance.
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APPENDIX
Table 1: Classification According to Text Genre.

Informative Schedule Rumors
255 (50.20%) 136 (26.77%) 117 (23.03%)

Table 2: Classification According to Focus Time.
Informative Schedule Rumors

Near Future 55.85% 25.78% 18.37%
Far Future 23.60% 31.46% 44.94%

Table 3: Accuracy Results for the Boolean Case.
Algorithm D1 D2 D3 D4

Naive Bayes 78.06% 77.21% 78.60% 78.06%
K-NN 58.11% 56.98% 62.67% 57.55%

Multi-Class SVM 79.20% 79.77% 78.63% 79.20%

Table 4: Accuracy Results for the tf.idf Case.
Algorithm D1 D2 D3 D4

Multinomial N.B. 76.35% 75.78% 75.49% 76.53%
Weighted K-NN 59.25% 50.99% 56.41% 57.54%

Multi-Class SVM 75.21% 74.36% 74.92% 79.20%

Table 5: K-means Results.
Case D1 D2 D3 D4

boolean 43.59% 43.59% 45.02% 41.88%
tf.idf 39.04% 35.90% 40.74% 51.00%




